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ABSTRACT Big data analytics applied to signaling, traffic, and wireless environment data in mobile
communication networks can help realize autonomous network optimization and build big data-based
network operation. In this paper, a signaling-based intelligent network optimization scheme is introduced
and applied to the current mobile communication networks, such as 4G Long Term Evolution. In 5G era, big
data analytics can help mine user and service requirements from the radio access network level, thus allowing
a more efficient 5G design and operation. This paper illustrates how it would significantly facilitate local
content provision, dynamical network and functionality deployment, user behavior awareness, fine-tuned
network operation, and globally optimized energy saving solutions. It is anticipated that the big data-based
5G network design, and the operation will be greener and softer, and better meet the ever increasing user-
centric requirements of mobile communication.

INDEX TERMS Big data, network operation, 5G, user-centric, user behavior sensing.

I. INTRODUCTION
Mobile communication networks provide a great
variety of communication services, while simultaneously
producing a massive amount of network data. Through
current or future data collection platforms, operators can
obtain various data of users, services and equipment,
including signaling data, network management data, terminal
data, service analysis data, user information, service informa-
tion, parameter information, configuration information, and
so on. As the mobile industry moving forward steadily with
4G infrastructure and getting ready for the 5G era, network
data is experiencing rapid growth at peta bytes per day scale.
It is becoming both an important issue and an opportunity
for operators to be able to fully exploit the great value in this
data to facilitate the development of efficient communication
networks.

Big Data techniques and technologies in data mining
and decision making have been rapidly expanding across
all science and engineering domains, including physical,
biological, biomedical sciences, etc. [1]–[7]. ‘‘Big data’’
refers to datasets whose size is beyond the ability of typical
database software tools to capture, store, manage, and
analyze [8]. The key features of big data are volume (more
data), velocity (real time), and variety (diverse data type) [9].
These features match quite well with the characteristics of
network data in mobile communication networks.

Making use of available network data, big data techniques
and technologies can help operators deploy intelligent

operation and maintenance capabilities and customizable
private networks. Networks of intelligent operation and
maintenance start with collecting, analyzing, and storing a
large amount of all around signaling, user, and wireless
environment data. Combined with self-organizing network
technologies (SON), it would enable full scale automatic
network optimization, thus facilitate network deployment
and centralized optimization. By collecting and analyzing
user behavior and network status data, customizable private
networks can deliver customized network configurations and
service push, and meet the architectural and functional flexi-
bilities required in future networks, while providing a higher
efficiency and quality ofmobile communication services. The
next section will present a specific application of big data
analytics deployed in our 4G network, whereas the section
afterwards will consider various applications of big data
analytics in the future 5G network design.

II. APPLYING BIG DATA TO IMPROVE PERFORMANCE
AND EFFICIENCY OF THE CURRENT NETWORKS
The essence of big data-based intelligent and green
4G network operation and maintenance is to build a perfor-
mance optimization platform based on a totality of network
data. Applying big data technologies, the system analyzes the
Long Term Evolution (LTE) network from multiple dimen-
sions and provides optimized solutions.

We start with such a platform. The relevant data sources
in a LTE network include, but are not limited to, Signaling
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Software-collection Data, Signaling Hardware-monitor Data,
User-plane data, Terminal data, and data from operation and
management center. The platform architecture is divided into
three layers: the Data Collection Layer, the Data Sharing
Layer, and the Application Layer. All of the information is
collected by the Collection Layer. The Sharing Layer
performs Data Extraction, Data Sorting, Data Analysis, Data
Amalgamation, and Data Statistics. Many different applica-
tion tools constitute the Application Layer.With this platform
architecture, the system can be transplanted and expanded
easily. One of the important functions on its Application
Layer is the full scale signaling data based intelligent network
optimization As shown in Fig. 1, it collects original signaling
data from the myriad interfaces of mobile networks. After the
association and backfill operations, the signaling data record
will be formed as an XDR (External Data Representation)
and the signaling-plane analysis for network optimization can
be carried out. The signaling data based intelligent network
optimization consists of three major steps:

FIGURE 1. Flow chart of the signaling data based intelligent network
optimization.

A. EXTRACT XDR KEY WORDS TO DEFINE THE
NETWORK PERFORMANCE INDICATORS
The XDR is defined according to the signaling process,
therefore it contains the key information of the signaling, such
as the types of signaling and the causes of the process failure.
The XDR also identifies the status of complete signaling
processes, such as the success or failure of a signaling
establishment and release. Based on this information,
a number of network performance indicators are defined. And
these indicators can be queried from multiple dimensions
and levels, such as the cell, user, and grid levels. The time
resolution can reach minute level currently.

B. DISCOVER NETWORK PROBLEMS THROUGH
NETWORK PERFORMANCE INDICATORS
XDR-based network performance indicators can reflect
comprehensive network signaling-plane status, such as the
service establishment success rate, the drop rate, the handover

success rate, and so on. These indicators directly reflect the
network performance. We can further analyze the network
equipments whose performance indicators are unsatisfactory,
mainly through further excavation of the original signaling
of the corresponding indicators. For example, if the drop rate
of a cell is high, we can further analyze the main causes of
the high drop rate, and try to solve the problem associated
with the most likely cause. For example, if we find that the
high drop rate is mainly caused by factors A and B, with 90%
and 5% likelihood respectively, then the network problems
are most probably caused by factor A.

C. PROVIDE BEST PRACTICE SOLUTIONS BASED
ON OPTIMIZATION EXPERIENCE FOR
IDENTIFIED PROBLEMS
Based on optimization experience, we can classify a variety of
network problems. For example, if a cell’s handover success
rate is low, according to the definition of the associated
indicators, it is caused by the low success rate of handover
preparation. We can then adjust the overlapping coverage
areas between the source and the target cells, and parameters
such as the handover initiation, the decision threshold,
offset, and hysteresis. As another example, if a cell’s E-RAB
establishment success rate is low, and through further analysis
we find the cause is related to the transmission resources,
then we should examine whether the physical transmission
configuration of the cell is adequate.

In summary, the signaling data based intelligent network
optimization forms the signaling XDR through the original
signaling collection, analysis, correlation, and synthesis.
Define an array of network performance indicator sets
from the XDR, analyze unsatisfactory indicator sets, further
fine-tune the indicators and deep dive in the original
signaling, and finally lead to solutions to pinpoint network
problems. Moreover, based on the original signal in the
network from each signaling interface, single-user signaling
tracking and backtracking queries can be accomplished. It is
easily realized through user information and time as input,
then query for matched XDR record and its original signaling
process mapping.

Awhole suite of signaling data based network optimization
analysis tool with the platform described above is being
developed. Together they provide the entire network
performance monitoring, real-time queries, and key indica-
tors presentation. Once any indicator deteriorates, one could
click the index query which has caused the deterioration of
the indicators and get a recommended solution.

Figures 2-5 give an example of utilizing such a platform
in a typical scenario identified in Guanzhou last year.
It found deterioration of the indicators of the success ratio of
evolved packet system (EPS) cell attach through XDR data
calculation, as shown in Figure 2.

By clicking on the deteriorated indicators, it could find that
the reason for the low success ratio of attach is the time of
the EPS cell attach failure (the failure is due to rejection),
as shown in Fig. 3.
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FIGURE 2. EPS attach success rate.

FIGURE 3. The analysis of low EPS attach success rate.

FIGURE 4. XDR drill of EPS attach failure.

FIGURE 5. The backtrack of EPS signaling attach process.

By clicking on the failure time, it could drill the
corresponding XDR data, as shown in Fig. 4.

Following the XDR drill, the original signaling process
could be traced, as shown in Fig. 5. Based on the failure
reason value brought by the Attach-Reject parameter in the
original signaling process, it could evaluate and determine the
failure reason and provide a solution advice.

III. BIG DATA APPLICATION AND 5G NETWORK DESIGN
In order to better meet the future requirements of mobile
Internet and Internet of Things, efficiency and agility
are crucial to 5G, thus green and soft are the essential
themes [10]. In addition to a higher data rate and lower
latency, user experience enhancement is also a key goal of

5G system [1]. Therefore, a flatter network architecture,
flexible functionality and topology, smart user and traffic
awareness, and highly efficient low cost network operation
are expected to be key elements of user-centric 5G access
network design.

G Flatter Network Architecture: Content awareness can
facilitate local caching & content provisioning, local
switching and local breakout to meet the ‘‘0’’ latency
requirement.

G Flexible Functionality and Deployment: To match
diverse scenarios in 5G, it is necessary to provide
flexible access point deployment and functionality.
It may include supporting diverse access points, plug
and play access points, and functionality slicing, among
other things.

G Smart User and Traffic Awareness: To better meet
diverse user requirements of the mobile Internet, the
5G system needs to adapt services and user requirements
based on user behavior awareness.

G High Efficient Low Cost Network Operation: In addition
to a higher data rate and lower delay, the operation
cost efficiency requires flexible and self-organized
operations.

A. BIG DATA BASED LOCAL CONTENT PROVISIONING
Personalized local content provisioning is an important target
for the user-centric 5G network. It includes: user and service
awareness at the RAN side, local caching and management.

The access network used to be user and service agnostic,
which is a ‘‘blind pipe’’ connecting the user to the core
network. In order to meet critical 5G requirements, such as
low latency and user-centric requirements, the access network
needs to be user and service aware. It will help facilitate
local content provisioning, which is a key technology in 5G.
Big data analysis will help mine and predict user require-
ments with the information from the network. And then the
requirements are checked locally if they can be met via local
content.

Local caching and management are the basis to fulfill local
content provisioning via monitoring and analyzes of source
traffic, providing a local copy. It can help reduce end to end
latency and enhance user experience.

G User and Traffic Information Acquisition: The first step
is to collect traffic attribute via packet analysis, which
may include the application type (FTP, HTTP, etc.),
server address, port number, traffic content, etc. Then
this data is analyzed comprehensively via clustering
algorithm, e.g., K-means [11], [12], which is a basic
distance based clustering algorithm series; LDA (Latent
Dirichlet Allocation) [13], which is a three layers
(document-topic-word) model to label the traffic; for
instance sports news, entertainment video, or a romance/
action movie.

G User Requirement Analysis and Prediction: The big
data analysis algorithm, especially recommendation
algorithms, e.g. Collaborative Filtering [14], will
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recommend contents that the user may be interested in,
for example a romance movie, by considering traffic
labels, user attributes, terminal types, etc.

G Local Caching and Content Management: The popular
content is to be copied locally, as in the case of a down-
loaded movie, or to be downloaded from the application
server and cached locally, as in the case of a sports news,
by matching the traffic labels with the content users may
be interested in.

G Content Provisioning: On the one hand, when the user
initiates an application request, the system will check
whether the corresponding content is already locally
cached and thus can be sent directly. On the other hand,
according to the content recommendation via big data
analysis, the system will check if it is cached locally and
push to the user directly.

B. BIG DATA BASED FLEXIBLE DEPLOYMENT
AND FUNCTIONALITY
Big data algorithms can be used to analyze regional user and
service characteristics to help facilitate flexible network and
functionality deployment.

FIGURE 6. A paradigm of flexible network deployment.

1) FLEXIBLE NETWORK DEPLOYMENT
As shown in Fig.6, diverse low cost access points (APs)
are to be supported in 5G, such as coverage APs which
guarantee the coverage, and hot spot APs which fulfill the
high throughput requirements in certain area, full stack APs
and semi stack APs. Big data algorithm can help analyze
and predict the traffic characteristic, providing the basis for
realizing dynamical network deployment.

For example, firstly, the regional traffic distribution trend
and characteristics is analyzed via big data algorithms,
e.g., LDA, with collection of traffic and user attribute. Then
the hot spot APs will be deployed (such as plug and play) or
turned on according to the results of the analysis to meet the
throughput requirement of hot spot in a certain period of time.

2) FLEXIBLE FUNCTIONALITY DEPLOYMENT
Software and hardware decoupling of network equipment is
the fundamental of flexible functionality deployment. Big
data algorithms can help analyze and predict regional user

and service requirements, which is the basis of dynamic
functionality deployment.

For example, the regional user and service requirements
are analyzed via big data algorithms, e.g., Collaborative
Filtering [14], with user and traffic information. Then the
corresponding network functionality module will be
deployed according to the analysis, such as to deploy
Multimedia Broadcast Multicast Service (MBMS) function-
ality module in areas where there is much broadcasting
requirement, to deploy device to device (D2D) functionality
module in areas where there is group communication require-
ment, and to deploy safety functionality module in areas
where there is high requirement of security.

C. BIG DATA BASED USER BEHAVIOR AWARENESS
Wireless resources need to be optimized according to user and
service requirements in 5G to improve efficiency and the user
experience. It is found that a 93% potential predictability in
user mobility (route and time) across the whole user base by
studying the mobility patterns of anonymized mobile phone
users [15]. As shown in Fig.7, some users often get on the
train at a certain station via subway or high-speed rail, and get
off at another station. The motion trajectory can be predicted
via big data analysis to pre-configure the network.

FIGURE 7. A paradigm of user behavior awareness.

The APs will record the historical AP list of each user, and
directly upload it to a central processing module, or to a target
AP when the serving AP is changed. Then the collected user
motion data is analyzed to predict the motion trajectory via
the big data algorithms. As shown in Fig.7, whenAP 1 (cell 1)
get the predication that the user motion trajectory is from
cell1 to cell 5 via cell 2, 3, and 4, it will send the configuration
of cell 2, 3, 4, 5 to the corresponding terminal to facilitate
pre-configuration of these cells.

D. BIG DATA BASED HIGH EFFICIENCY
NETWORK OPERATION
The Big Data based network operation system includes:
traffic sensing, user capability sensing, centralized &
personalized functionality management and distribution,
unified wireless platform, among other modules.

Fig. 8 shows a paradigm of big data based network opera-
tion. It includes user information collection and strategymak-
ing which belong to decision making domain, as well as UE
context management and function configuration which com-
pose implementation domain. The system is divided into two
parts: the decision making domain and the implementation
domain. The decision making domain is mainly responsible
for the collection and management of user information, as
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FIGURE 8. A paradigm of big data based network operation.

well as service and terminal state, network upgrade, selection,
configuration and unified management, etc. The implementa-
tion domain is responsible for the user, terminal and network
status reporting, network configuration and dynamic deploy-
ment, etc.

The decision making domain provides the basic
configuration via big data analysis to initialize the network.
Then the decision making domain chooses and deploys the
functionalities and APs which meet the user requirements.
The implementation domain will build multi-connectivity
bearers with terminals via dynamic APs, functionality and
configuration according to the requirements after receiving
the personalized configuration.

The efficiency of the big data based network operation
can be maximized, through optimal resource allocation
(frequency, time, antenna, power, etc) to each AP and to
each user, such that the required service is provided from the
optimal set of APs with optimally allocated resources. For
example, in the 5G ultra dense deployment scenario, it may
be a problem for users to have too many neighbor cells,
which may be redundant and consume too much unnecessary
power, and sometimes interfere with each other. To resolve
this issue, big data algorithms can help analyze user and
service requirements with the collection of network status.
Then the system can choose the corresponding configuration
of neighboring cell according to the analysis. For example,
it is possible that not all the APs support downlink 256QAM.
If a service needs the downlink 256QAM functionality, only
those APs with this functionality will be configured as the
neighboring cells, with remaining neighboring cells turned
off for power saving. The decision making domain needs to
have the whole picture of functionality distribution in the
network and the requirements of users and services. The
implementation domain configures the terminal according to
the command from the decision making domain to fulfill
user-centric neighboring cell configuration.

E. BIG DATA BASED MULTI-RAT OR
HetNet ENERGY SAVING
In multi-RAT or HetNet mobile networks, for energy saving
purposes, certain small cells may enter into dormant state
when the aggregate traffic is below a predefined threshold.
Existing users within the coverage areas of the dormant cells
would be served by nearby small cells via cell breathing
or directly served by the corresponding umbrella macro

cell [19]. The following small cell activation schemes have
been specified in [20].

G Operation, Administration and Management (OAM)
Based Scheme: The macro cell will schedule small cells
in its coverage to be On or Off according to the traffic
load gathered by the OAM system.

G Interference Over Thermal (IOT) Ratio Based Scheme:
When the traffic load of the macro cell exceeds some
threshold, the macro cell will request some ‘‘Off’’ small
cells to turn on and measure their uplink IOT ratios.
Small cells with sufficiently high ratios will be activated.

G UEMeasurement Based Scheme:When the traffic of the
macro cell exceeds some threshold, the macro cell will
request some ‘‘Off’’ small cells to enter into ‘‘probe’’
mode in which the small cells would transmit downlink
reference signals. The macro cell will then request UEs
to measure the reference signals from the small cells in
‘‘probe’’ mode and feedback the measurement results.
The macro cell will then decide if and which small cells
should be activated.

There are drawbacks in the energy saving schemes above.
These schemes operate under a relatively long time scale and
hence fail to adapt closely to the dynamic temporal and spatial
traffic variations. When new UEs or mobile UEs during
handover attempt to access the network where cell
activation is required, the corresponding small cells needs to
be activated first, and then operate normally, e.g. transmit
the broadcast information and downlink reference signals.
UEs will only then be able to access the network per standard
procedures. This process might lead to an unacceptable
latency for the UEs to access the cells of the best match.

FIGURE 9. Energy saving with big data based network entry.

With big data analytic, small cell activation and UE access
to the network can be optimally implemented, as illustrated
in figure 9. This will bring much enhanced access latency and
achieve the maximum energy saving possible according to
dynamic traffic variations. The detailed procedure of the big
data based user-centric network entry is as follows:
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G The macro cell and small cells have coordinated
resource allocation for uplink sounding in the uplink
probe mode, in which all the cells need to monitor
the uplink signals from UEs. This can be done
semi-statically.

G Based on the uplink random access signals of new UEs
or UEs with handover requirement, also based on the
traffic variation of the existing UEs in the network, the
central controller will decide whether some dormant
small cells need to be activated and whether some
activated small cells need to enter into dormant mode.

G Upon receiving the mode transition request (to ‘probe’),
the dormant cells and the already activated cells will
start uplink probe procedure and monitor the uplink
reference signals with the dedicated uplink probe time
and frequency resources. These resources are aligned
among all the adjacent cells and broadcast to UEs.

G The UEs will synchronize in the downlink and choose
the cell with the best downlink channel and acquire the
dedicated uplink probe resources allocation via
broadcast.

G Then all the cells including the macro cell will monitor
the uplink reference signals from UEs on the dedicated
uplink probe resources. Based on the uplink measure-
ment results and traffic load of each cell, the central
controller will determine which dormant small cell to
activate, which activated small cell should be dormant,
and which cell each UE should access. The decision
will be transmitted from the cell which was selected by
each UE for the downlink synchronization and broadcast
information acquisition. The uplink parameter adjust-
ment information for each UEwith the best cell will also
be conveyed.

G UEs will then access to the best cell based on the
received information.

As shown in figure 9, cell A, B, D, E are activated, while
cell C is dormant before the arrival of theUE of interest. Then,
after the above procedure, only cell A and cell C are activated,
while the remaining three cells are dormant. This roughly
results in a 50% reduction of base station power consumption.
In the traditional HetNet or multi-RAT scenario, a new UE’s
access to the network is generally based on the measurement
results of downlink reference signals. The UE will choose
one proper cell for initial network entry. For the big data
based user-centric network operation, UEs’ access and energy
saving can be jointly optimized.

Multi-RAT Cooperation Energy-saving System (MCES)
is developed by China Mobile to improve network energy
efficiency by collaborative operation in a multi-RAT scenario
with GSM, TD-SCDMA and Time Division Long Term Evo-
lution (TD-LTE). As shown in figure 10, the MCES system
is composed of three functional modules: data collection
module, policy decision module and execution module. In
the data collection module, the network information and user
information, such as users’ QoS and location, network con-
figuration and traffic data, will be collected. Policy decision

FIGURE 10. Multi-RAT Cooperation Energy-saving System (MCES).

module will run the collaborative energy saving algorithms
to obtain the optimal traffic distribution scheme. Finally the
execution module will issue the turning on/off orders to the
cell in time. According to the field test results, MCES could
achieve 20% energy saving for every cell.

F. COMPRESSIVE SENSING TO EASE BIG
DATA ACQUISITION IN 5G
One major limiting factor to 5G big data is the acquisition
of all the necessary data, e.g. signaling, user data, and
wireless channel state information (CSI) etc. 5G networks
are expected to be ultra-dense with significantly increased
number of base stations, antennas and terminals. This will
naturally lead to extremely high overhead in CSI measure-
ment and feedback. One potential solution to ease big data
acquisition is sparsity exploration, e.g., compressive sens-
ing (CS) [17], which is a breakthrough in signal processing.
CS technologies encode sparse signals by using far lower
sampling rates than the classical Nyquist rate by exploiting
the signal sparsity, thus significantly reducing the incurred
overhead. The motivation behind applying CS in 5G is
that more and more experimental evidence suggests that
many kinds of signals in wireless communications are sparse
or compressible in some transform domains (e.g., sparse
channel, spare user activity, sparse spectrum unitization, etc.),
especially in the ultra dense 5G networks. It’s anticipated
that the adoption of sparsity exploration design into 5G may
significantly alleviate the burden of complex signaling and
data processing in the ultra-dense 5G networks, and facilitate
big data processing.

IV. CONCLUSIONS
In this paper, the application and perspective of big data
analysis in mobile communication network is discussed.
A signaling data based intelligent network optimization
scheme is first introduced for existing networks. Then the
application of big data in 5G is investigated, which helps
to achieve flatter network architecture, flexible network and
functionality deployment, smart user and traffic awareness,
and highly efficient network operation with lower energy
consumption and lower cost. According to the analysis, big
data analytics will play a critical role in making mobile
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communication networks more agile and efficient, i.e., soft
and green.

The data volumn to be analyzed in the mobile commu-
nication network may be quite challenging in the future.
By the end of 2015, the data volumn to be analyzed per day
in one operator’s network will be about 6.8 PB. In 5G era,
the volumn will be even greater. Big data algorithm with
relative low complexity for high volume data, such as
distributed matrix [18] will be particularly attractive. More
understanding of the network data classes will be essential as
well.

ACKNOWLEDGEMENT
The authors would like to thank the team members in the
Green Communication Research Center and the Wireless
Department of China Mobile Research Institute, particularly
Mr. Xidong Wang for his efforts in the preparation of
Multi-RAT Cooperation Energy-saving System (MCES).

REFERENCES
[1] C.-L. I, C. Rowell, S. Han, Z. Xu, G. Li, and Z. Pan, ‘‘Toward green and

soft: A 5G perspective,’’ IEEE Commun. Mag., vol. 52, no. 2, pp. 66–73,
Feb. 2014.

[2] D. Agrawal, S. Das, and A. El Abbadi, ‘‘Big data and cloud computing:
Current state and future opportunities,’’ in Proc. 14th Int. Conf. Extending
Database Technol., 2011, pp. 530–533.

[3] D. Howe et al., ‘‘Big data: The future of biocuration,’’ Nature, vol. 455,
no. 7209, pp. 47–50, 2008.

[4] A. Jacobs, ‘‘The pathologies of big data,’’ Commun. ACM, vol. 52, no. 8,
pp. 36–44, Aug. 2009.

[5] A. Labrinidis and H. Jagadish, ‘‘Challenges and opportunities with big
data,’’ Proc. VLDB Endowment, vol. 5, no. 12, pp. 2032–2033, 2012.

[6] C. Lynch, ‘‘Big data: How do your data grow?’’ Nature, vol. 455, no. 7209,
pp. 28–29, Sep. 2008.

[7] X. Wu, X. Zhu, G.-Q. Wu, and W. Ding, ‘‘Data mining with big data,’’
IEEE Trans. Knowl. Data Eng., vol. 26, no. 1, pp. 97–107, Jan. 2014.

[8] P. Zikopoulos and C. Eaton, Understanding Big Data: Analytics for
Enterprise Class Hadoop and Streaming Data. New York, NY, USA:
McGraw-Hill, 2011.

[9] J Manyika et al., ‘‘Big data: The next frontier for innovation, competition,
and productivity,’’ McKinsey Global Inst., New York, NY, USA, Tech.
Rep., 2011.

[10] A. McAfee and E. Brynjolfsson, ‘‘Big data: The management revolution,’’
Harvard Bus. Rev., vol. 90, no. 10, pp. 61–67, 2012.

[11] IMT-2020(5G) PG-White Paper on 5G Vision and Requirements,
China IMT-2020 Promotion Group, Beijing, China, May 2014.

[12] J. A. Hartigan and M. A. Wong, ‘‘Algorithm AS 136: A K-means clus-
tering algorithm,’’ J. Roy. Statist. Soc. C, Appl. Statist., vol. 28, no. 1,
pp. 100–108, 1979.

[13] T. Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko, R. Silverman,
and A. Y. Wu, ‘‘An efficient k-means clustering algorithm: Analysis and
implementation,’’ IEEE Trans. Pattern Anal. Mach. Intell., vol. 24, no. 7,
pp. 881–892, Jul. 2002.

[14] D. M. Blei, A. Y. Ng, and M. I. Jordan, ‘‘Latent Dirichlet allocation,’’
J. Mach. Learn. Res., vol. 3, pp. 993–1022, Jan. 2003.

[15] M. Sirivianos, K. Kim, and X. Yang, ‘‘SocialFilter: Introducing social trust
to collaborative spam mitigation,’’ in Proc. IEEE INFOCOM, Apr. 2011,
pp. 2300–2308.

[16] C. Song, Z. Qu, N. Blumm, and A.-L. Barabási, ‘‘Limits of predictability in
human mobility,’’ Science, vol. 327, no. 5968, pp. 1018–1021, Feb. 2010.

[17] D. L. Donoho, ‘‘Compressed sensing,’’ IEEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1289–1306, Apr. 2006.

[18] L. Dai, Z. Wang, and Z. Yang, ‘‘Spectrally efficient time-frequency train-
ing OFDM for mobile large-scale MIMO systems,’’ IEEE J. Sel. Areas
Commun., vol. 31, no. 2, pp. 251–263, Feb. 2013.

[19] Z. Qian et al., ‘‘MadLINQ: Large-scale distributed matrix computation for
the cloud,’’ in Proc. 7th ACM Eur. Conf. Comput. Syst. (EuroSys), 2012,
pp. 197–210.

[20] Z. Niu, Y. Wu, J. Gong, and Z. Yang, ‘‘Cell zooming for cost-
efficient green cellular networks,’’ IEEE Commun. Mag., vol. 48, no. 11,
pp. 74–79, Nov. 2010.

[21] 3GPP, ‘‘Evolved universal terrestrial radio access (E-UTRA): Potential
solutions for energy saving for E-UTRAN,’’ 3GPP Tech. Rep. 36.927
V12.0.0.

CHIH-LIN I received the Ph.D. degree in
electrical engineering from Stanford University.
She has been with multiple world-class companies
and research institutes leading the research and
development, including AT&T Bell Labs, AT&T
HQ, the Industrial Technology Research Institute,
Taiwan, and the Hong Kong Applied Science and
Technology Research Institute, Hong Kong. She is
currently the Chief Scientist ofWireless Technolo-
gies with the China Mobile Research Institute, and

has established the Green Communications Research Center, spearheading
major initiatives, including key 5G technology research and development;
high energy efficiency system architectures, technologies, and devices; green
energy; and Cloud-RAN (C-RAN) and soft base stations. Her research inter-
ests are green communications, C-RAN, network convergence, bandwidth
refarming, Energy Efficiency-Spectrum Efficiency (EE-SE) co-design, mas-
siveMultiple-Input andMultiple-Output (MIMO), and active antenna arrays.
She received the IEEE TRANSACTIONS ON COMMUNICATIONS Stephen Rice Best
Paper Award and is a winner of the CCCP National 1000 Talent program.
She was an Elected Board Member of the IEEE ComSoc, the Chair of the
ComSoc Meetings and Conferences Board, and the Founding Chair of the
IEEE WCNC Steering Committee. She is an Executive Board Member of
GreenTouch and a Network Operator Council Member of ETSI NFV.

YUNLU LIU received the B.E. and M.S. degrees
from Shandong University, China, in 2003 and
2006, respectively, and the Ph.D. degree from
Beihang University, China, in 2012, all in com-
puter science. She was a Visiting Scholar with the
Computer Science Department, Carnegie Mellon
University, from 2009 to 2011. She has been a
Researcher with the China Mobile Research Insti-
tute since 2012. She mainly focuses on wireless
networking, big data algorithms, and industrial

Internet.

SHUANGFENG HAN received the M.S. and
Ph.D. degrees in electrical engineering from
Tsinghua University, in 2002 and 2006, respec-
tively. He joined Samsung Electronics as a Senior
Engineer in 2006, where hewas involved inMIMO
and multi-BS MIMO. Since 2012, he has been a
Senior Project Manager with the Green Commu-
nication Research Center, China Mobile Research
Institute. His research interests are green 5G,
massiveMIMO, full duplex, Non-orthogonal Mul-

tiple Access, and EE-SE co-design. He is currently the Vice Chair of the
Wireless Technology Work Group in the China’s IMT-2020 (5G) Promotion
Group.

3074 VOLUME 3, 2015



C.-L. I et al.: On Big Data Analytics for Greener and Softer RAN

SIHAI WANG received the Ph.D. degree in
electrical engineering from Tsinghua University,
in 2002. He joined Samsung Electronics as a
Senior Engineer in 2004, where he was involved
in synchronization Ethernet and WiBro. Since
2008, he has been a Senior Researcher and the
Team Leader with theWireless Department, China
Mobile Research Institute (Research and Develop-
ment of ChinaMobile). He mainly focuses on LTE
field trial, wireless networking, and development

of wireless network optimization tools.

GUANGYI LIU was the Chief Technology Officer
of Wireless Development with the China Mobile
Research Institute. Before he joined China Mobile
in 2006, he was with Siemens and Shanghai Bell
(now ALU), where he was involved in 3G research
and development for a few years. He is currently
the CTO of the Wireless Department with the
China Mobile Research Institute (Research and
Development of China Mobile), where he is in
charge of the wireless technology’s research and

development, including LTE/LTE-advanced and 5G. He is very active in
global industrialization activities, e.g., acting as the Chair of the Spectrum
Working Group of Global TD-LTE Initiative and the Vice Chair of CCSA
TC5 WG6.

VOLUME 3, 2015 3075


