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ABSTRACT This paper presents a complete approach to a successful utilization of a high-performance
extreme learning machines (ELMs) Toolbox1 for Big Data. It summarizes recent advantages in algorithmic
performance; gives a fresh view on the ELM solution in relation to the traditional linear algebraic
performance; and reaps the latest software and hardware performance achievements. The results are
applicable to a wide range of machine learning problems and thus provide a solid ground for tackling
numerous Big Data challenges. The included toolbox is targeted at enabling the full potential of ELMs
to the widest range of users.

INDEX TERMS Learning systems, Supervised learning, Machine learning, Prediction methods, Predictive
models, Neural networks, Artificial neural networks, Feedforward neural networks, Radial basis function
networks, Computer applications, Scientific computing, Performance analysis, High performance computing
Software, Open source software, Utility programs.

I. INTRODUCTION
Extreme Learning Machines [1]–[4] (ELM) as
important emergent machine learning techniques, are
proposed for both ‘‘generalized’’ Single-Layer Feed-forward
Networks (SLFNs) [1], [3], [5]–[7] and multi layered
feedforward networks [6]. Unlike traditional learning
theories and learning algorithms, ELM theories show that
hidden neurons need not be tuned in learning and their
parameters can be independent of the training data, but
nevertheless ELMs have universal approximation and clas-
sification properties [5]–[7]. In most cases, the ELM hidden
neurons can be randomly generated, which means that all the
parameters of the hidden neurons (e.g., the input weights and
biases of additive neurons, the centres and the impact factors
of RBF nodes, frequencies and the shift of Fourier series, etc)
can be randomly generated and therefore also independent of
the training data. Some related efforts had been attempted
before [8]–[10] with parts of SLFN generated randomly or
taken from a subset of data samples [11], however, they either
lack proof of the universal approximation capability for fully
randomized hidden neurons, or can be considered as specific
cases of ELM [12].

ELM, consisting of a wide type of feed forward neural
networks, is the first method [6], [7], which can univer-
sally approximate any continuous function with almost any
nonlinear and piecewise continuous hidden neurons.

1Download from https://pypi.python.org/pypi/hpelm or install from termi-
nal: pip install hpelm

A distinct property of ELM is the non-iterative linear
solution for the output weights, which is possible because
there is no dependence between the input and output
weights like in the Back-propagation [13] training procedure.
A non-iterative solution of ELMs provides a speedup
of 5 orders of magnitude compared to Multilayer
Perceptron [14] (MLP) or 6 orders of magnitude compared
to Support Vector Machines [15] (SVM), as shown in the
experimental section.

ELM originally belongs to the set of regression
methods [1], [16]. The universal approximation property
implies that an ELM can solve any regression problem with a
desired accuracy, if it has enough hidden neurons and training
data to learn parameters for all the hidden neurons. ELMs
are also easily adapted for classification problems [3]. For
multiclass classification, the index of the output node with
the highest output indicates the predicted label of input. Then
the predicted class is assigned by the maximum output of
an ELM. Multi-label classification [17] is handled similarly,
but the predicted classes are assigned by all outputs, which
are greater than some threshold value.

Extreme Learning Machines are well suited for solving
Big Data [18] problems because their solution is so
rapidly obtained. Indeed, they are used for analyzing
Big Data [19]–[22]. But only two ELM toolboxes [23], [24]
of all2 available can process a dataset larger than a given

2http://www.ntu.edu.sg/home/egbhuang/elm_codes.html
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computer memory, and they both implement a particular
method rather than focus on overall ELM performance.
A GPU acceleration [25], [26] speeds up the computation
significantly, but there is no ready to use implementation
before the current work in this article.

Extreme Learning Machines also benefit greatly from
model structure selection and regularization, which reduces
the negative effects of random initialization and over-fitting.
The methods include L1 [27], [28] and L2 [29] regulariza-
tion, as well as other methods [30] like handling imbalance
classification [31]. The problem is again the absence of ready
to use toolboxes, which are focused on particular existing
methods [28]. One reason for this is found in the fact that
these methods are challenging to implement since they are
typically computationally intensive and are not well suitable
for Big Data.

The goal of this work is to approach the vast field of
Extreme Learning Machines from a practical performance
point of view, and to provide an efficient and easy toolbox,
which saves time of researchers and data analysts desiring
to apply ELM to their existing problems. An analysis of
training methods is done in this piece of software, to select
the fastest, least bounded by memory, scalable and simplest
way of training ELMs. An efficient implementation is created
which suits even old machines of low performance, and the
software also handles Big Data on modern workstations with
accelerators. The proposed toolbox includes all major model
structure selection options and regularization methods, tools
for Big Data pre-processing and parallel computing. In the
next two sections we explain theoretical and practical aspects
of the ELMs methodology. Section IV explains the actual
ELM toolbox, and section V compares and discusses on the
toolbox performance on various datasets, including test sets
of Big Data.

II. EXTREME LEARNING MACHINES METHODOLOGY
A. ELM MODEL
An ELM is a fast training method for SLFN networks
(Figure 1). A SLFN has three layers of neurons, but the name
Single comes from the only layer of non-linear neurons in the
model: the hidden layer. Input layer provides data features
and performs no computations, while an output layer is linear
without a transformation function and without bias.

In the ELM method, input layer weights W and biases b
are set randomly and never adjusted (random distribution of
the weights is discussed in section III-A). Because the input
weights are fixed, the output weights β are independent of
them (unlike in Back-propagation [13] training method) and
have a direct solution without iteration. For a linear output
layer, such solution is also linear and very fast to compute.

Random input layer weights improve the generalization
properties of the solution of a linear output layer, because
they produce almost orthogonal (weakly correlated) hidden
layer features. The solution of a linear system is always in
a span of inputs. If the range of solution weights is limited,

FIGURE 1. Computing the output of an SLFN (ELM) model.

orthogonal inputs provide a larger solution space volumewith
these constrained weights. Small norms of the weights tend to
make the system more stable and noise resistant as errors in
input will not be amplified in the output of the linear system
with smaller coefficients. Thus random hidden layer gener-
ates weakly correlated hidden layer features, which allow
for a solution with a small norm and a good generalization
performance.

A formal description of an ELM is following. Consider a
set of N distinct training samples (xi, ti), i ∈ J1,N K with
xi ∈ Rd and ti ∈ Rc. Then a SLFN with L hidden neurons
has the following output equation:

L∑
j=1

β jφ(wjxi + bj), i ∈ J1,N K, (1)

with φ being the activation function (a sigmoid function is a
common choice, but other activation functions are possible
including linear) [3], [6], [7], wi the input weights, bi the
biases and β i the output weights.
The relation between inputs xi of the network, target

outputs ti and estimated outputs yi is:

yi =
L∑
j=1

β jφ(wjxi + bj) = ti + εi, i ∈ J1,N K, (2)

where ε is noise. Here the noise includes both random noise
and dependency on variables not presented in the inputs X.

B. HIDDEN NEURONS
Hidden neurons transform the input data into a different
representation. The transformation is done in two steps. First,
the data is projected into the hidden layer using the input layer
weights and biases. Second, the projected data is transformed.
A non-linear transformation function greatly increases the
learning capabilities of an ELM, because it is the only place
where a non-linear part can be added in ELM method. After
transformation, the data in the hidden layer representation h
(see Figure 1) is used for finding output layer weights.
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The hidden layer is not constrained to have only one
type of transformation function in neurons. Different
functions can be used (sigmoid, hyperbolic tangent,
threshold, etc.) [3], [6], [7]. Some neurons may have no
transformation function at all. They are linear neurons, and
learn linear dependencies between data features and targets
directly, without approximating them by a non-linear
function. Usually the number of linear neurons equals the
number of data features, and each of these neurons copy the
corresponding feature (by using an identity W and zero b).

Another type of neurons commonly present in ELMs is
the Radial Basis Function (RBF) neurons [32]. They use
distances to centroids as inputs to the hidden layer, instead
of a linear projections. The non-linear projection function
is applied as usual. ELMs with RBF neurons compute
predictions based on similar training data samples, which
helps solving tasks with a complex dependency between
data features and targets. Any function (norm) of distances
between samples and centroids can be used, for instance L2,
L1 or L∞ norms.

C. MATRIX FORM OF ELMs
Practically, ELMs are often solved in a matrix form by a
closed form solution. An implementation with matrices is
easy to write and fast to run on computers. An ELM is written
in a matrix form by gathering outputs of all hidden neurons
into a matrix H as on equation 3. A graphical representation
is shown in Figure 2. The matrix form of ELMs is used in the
paper hereafter.

H =

φ(w1x1 + b1) · · · φ(wLx1 + bL)
...

. . .
...

φ(w1xN + b1) · · · φ(wLxN + bL)

, (3)

β =
(
βT1 · · ·β

T
L

)T
, T =

(
yT1 · · · y

T
N

)T
. (4)

FIGURE 2. A matrix form of an ELM.

Although the ELM procedure includes a training aspect,
like other neural networks, the network structure itself is not
noticeable in practice. Mathematically, there is only a matrix

describing the projection between the two linear spaces.
Thus an ELM is viewed as two projections: input XW and
output Hβ, with a (non-linear) transformation between them
H = φ(XW + b). The number of hidden neurons regulates
the size of matricesW,H and β; but the network neurons are
never treated separately.

With different types of hidden neurons, the first projection
and transformation are performed independently for each
type of neurons. Then the resulted sub-matrices H1 are
concatenated along the second dimension. For two types of
hidden neurons:

H = [H1 | H2] = [φ1(XW1 + b1) | φ2(XW2 + b2)]. (5)

Linear neurons are added into ELM by simply copying
inputs into the hidden layer outputs:

H = [H1 | H2 | X]

= [φ1(XW1 + b1) | φ2(XW2 + b2) | X]. (6)

D. ELM SOLUTION WITH PSEUDO-INVERSE
Most often, an ELM problem is over-determined (N > L),
with the number of training data samples larger than the
number of hidden neurons. For determined (N = L) and
under-determined (N < L) instances, ELM should use
regularization [3]. Otherwise it has a poor generalization
performance.

A unique solution for an over-determined system is given
by a minimum L2 norm of the training error. It may be
found using the Moore-Penrose generalized inverse [33]
(pseudoinverse) of the matrix H, denoted as H†. As the
matrix H has a full column rank, the pseudoinverse is
computed as in equation (9).

Hβ = T (7)

β = H†T (8)

H†
= (HTH)−1HT , (9)

The pseudoinverse is prone to numerical instabilities if the
matrixHTH is close to singular. Practically (in Matlab R© and
Python), the implementations of the pseudoinverse include
a small regularization term H†

= (HTH + αI)HT where
α = 50ε and ε is the machine precision for a used type of
floating point numbers. Adding a regularization term makes
matrix HTH non-singular, and the same solution applicable
also for determined and under-determined systems.

E. CLASSIFICATION WITH ELMs
An ELM is a regression model, but it is easily adapted for
classification. To classify a dataset with ELM, data targets
need to be set in a special encoding manner.

If the classes are categorical and independent, then one
target is created for each class. Targets for the correct classes
are set to one, and targets for irrelevant classes are set to
zero. This encoding creates a unit length vector for each class,
which is orthogonal to vectors of all other classes. Distances
between target vectors of different classes are the same, so the
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class independence is kept. The predicted class is assigned
according to the target with the largest ELM output.

If the classes are ordinal and have a ranking, then they are
translated into real numbers. Only one target is created for all
the classes, and a predicted class is the one with the closest
number to an ELM output.

In a multi-label problem, a sample can have multiple
correct classes. The targets are created similarly as in the
independent classes problem formulation. The predicted
classes are assigned for all ELM outputs greater than a
threshold value.

Using ELM for classification with independent classes
changes the way how the prediction error is calculated. The
classification error does not penalize (or encourage) small
changes in the ELM output values, which do not lead to
a different classification. This makes a difference in the
model structure selection (described in section II-F), where an
optimization w.r.t. the MSE regression error finds an
incorrect optimal number of hidden neurons, and creates
a model with a sub-optimal classification prediction
performance.

F. MODEL STRUCTURE SELECTION IN ELMs
Model structure selection prevents ELM from learning noise
from data and over-fitting. It does so by artificially limiting
the learning ability of an ELM.A training dataset hasmultiple
instances of inputs, and the corresponding targets, which are
generated by the projected data and an added noise. The noise
term includes both random noise and projection from features
not present in the inputs. Learning particular data samples
with the associated noise is called over-fitting. An over-fitted
ELM model has worse generalization performance
(prediction performance on new data), which can be
measured using a validation set of data. A model structure
selection process finds an optimal generalization perfor-
mance by changing the amount of model parameters or
applying regularization to the model.

A hyper-parameter of ELMs, which governs the amount of
effective parameters, is the number of hidden neurons. The
optimum number of neurons is found with a validation set,
a cross-validation procedure or a Leave-One-Out validation
procedure (which has an efficient solution in ELMs). Hidden
neurons can be added and removed randomly, or they can
be ranked by their relevance to the problem. This ranking
is called ‘‘Optimal Pruning’’ [28] and it achieves better
performance with a trade-off of a longer runtime. Neuron
pruning methods correspond to L1-regularization.
Another model structure selection technique available in

ELMs is the Tikhonov regularization [34]. It reduces an
effective number of model parameters by reducing the
influence of neuron outputs without removing neurons
by themselves. Tikhonov regularization is efficient for
achieving numerical stability in near-singular ELMs (and
linear problems in general). This regularization corresponds
to L2-regularization, and can be combined with L1 to achieve
the best results [29].

Model structure selection is less important in Big Data
tasks, because with a large number of samples a model learns
to ignore noise. Large tasks are often complex enough not to
overfit even at the limits of the hardware. Also, most model
structure selection methods significantly increase runtime,
which is a limiting factor for training large ELM models. For
the provided reasons, only one fast neuron pruning method
with a validation set is included in the toolbox part for large
data.

III. ELMs IN PRACTICE
A. DATA NORMALIZATION
Input data normalization is a critical preprocessing step for
manyMachine Learningmethods, including ELMs. Raw data
often has features of different scales, for example an age of
a man is at a scale 1-100, and his annual salary in dollars is
3 orders of magnitude larger. Without normalization, small
relative variations in the salary make large relative variations
in the age negligible. Normalization sets all features at the
same scale. Then all features have the same influence, and the
training method learns which ones to use for the prediction.

In the ELM toolbox, weights can be given explicitly or
generated automatically. Automatic weights generation
assumes that the data has zero mean and unit variance. The
generated weights keep the performance of neural network
with sigmoid neurons near the optimum, and compensate for
large number of inputs. The explanation and experimental
evaluation of the automatic random weights parameters are
given in the experimental Section V-B.

B. ELM SOLUTION WITH BEST LINEAR
UNBIASED ESTIMATOR
The best linear unbiased estimator gives the optimal least
squares solution to thematrix equationXβ = T for stochastic
vectors x and t combined into the corresponding matrices.
It uses two theoretical correlation matrices

E[xT x] = Cxx , E[xT t] = Cxt (10)

which are assumed to be known. The best linear unbiased
estimator of T, denoted by Y, is then

Y = C−1xx CxtX = βX. (11)

The inverse of Cxx exists because x is a stochastic variable
for which Cxx = E[xT x] has a full rank.
The ELM problem has a finite amount of projected data

samples H and corresponding targets T, so the correlation
matrices are replaced by their estimations

Cxx ≈ HTH = �h, Cxt ≈ HTT = �t , (12)

and the ELM output weights are computed from those
estimates

β = (HTH)−1(HTT) = �−1h �t . (13)

The inverse of �h = HTH matrix exists if it has full rank.
In ELM model, the nonlinear random projection produces
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almost orthogonal features which are linearly independent.
The number of hidden neurons (columns of H) is smaller
than the number of training samples (rows of H), otherwise
the liner model will learn training samples perfectly and
overfit. Under such constraints, the rank of matrix H equals
its number of columns, thus matrix HTH = �h is full rank
and its inverse exists.

C. NUMERICAL STABILITY OF AN ELM SOLUTION
WITH CORRELATION MATRICES
If numerical instabilities are faced in the inverse, a regulariza-
tion term is applied to the correlationmatrix�h = HTH+αI,
where α is a small positive constant. This approach is called
Ridge Regression [35] aka. Tikhonov regularization [34].
A greater than zero parameter α reduces the effective number
of variable in the model, increasing the inverse stability but
decreasing predictive power. The default Ridge regression
is used in all matrix inverse functions of Python (Numpy)
and Matlab R© with α = 50ε where ε is a machine precision
constant.

D. OUT-OF-MEMORY INCREMENTAL ELMs
ELMs easily run out of memory for storing the matrixHwith
large number of data samples and hidden neurons. Previously
this problem was tackled by iteratively updating the output
weights. However, these methods are computationally slower
because they perform updates of large matrices for each data
sample [24], or need to calculate a solution repeatedly [3].

An easier way of finding solution of a large ELM is
possible using the notations of estimated correlation matri-
ces. It addresses memory limitation by being invariant to
the number of training samples. The runtime is virtually the
same as for a pseudoinverse solution on a machine with
infinite memory. The comparison of computational complex-
ity and memory requirements for the pseudo-inverse versus
correlation matrices ELM solutions are presented in Table 1.

TABLE 1. ELM computation and memory requirements; computations
along the dimension Ñ can be performed incrementally
in L-size batches.

A memory requirement of a correlation ELM solution is
constant for any number of training samples, because the
correlation matrices �h and �t can be computed for batches
of training data. The batch computation replaces the
number of samples N in the memory requirements by a batch
size. A good trade-off in terms of memory requirement and
computational overhead is achieved with a batch size equal
to L. The final �h and �t are computed from batches by a
simple summation. The summation operation adds to runtime
overhead, because in software and hardware implementa-
tions, matrix multiplication and summation are performed in
a single operation3: gemm(A,B,C) = AB+ C.

E. WEIGHTED CLASSIFICATION WITH ELMs
In a classification task with highly uneven number of data
samples for different classes, ELM predictions are biased
towards the class with the most data. This behaviour is
improved by using a weighted linear system solution in the
output layer of an ELM [31]. A weighted linear system has
a Least Squares solution similar to the Best linear unbiased
estimator solution:

�h = HTAH, �t = HTAT, (14)

where A ∈ RN×N is an arbitrary weight matrix. If only
sample weights are used, the A matrix is diagonal; but these
weights are complicated to obtain if they are not given
explicitly. In a classification task, diagonal elements of A for
all samples of class j ∈ J1, cK are given the same weight aj

aj =
N∑N
i=1 Tij

, j ∈ J1, cK. (15)

The solution of ELM obtained this way is unbiased for
any class. An additional multiplication by A is avoided by
applying weights √aj directly to the rows of matrices H,T
which correspond to the data samples of a class j.

Alternatively, the correlation matrices can be computed
for each class separately �1

h,�
1
t , . . . ,�

c
h,�

c
t . Then the

weights are applied during the summation of the correlation
matrices �h and �t :

�h = α1�
1
h + . . .+ αc�

c
h, (16)

�t = α1�
1
t + . . .+ αc�

c
t . (17)

IV. TOOLBOX OVERVIEW
The HP-ELM toolbox implements the state-of-the-art knowl-
edge in ELMs and high-performance programming. It is
written to save the time of end users on creating yet another
implementation of ELM, which is better spent on their own
research or application area instead.

An ELM is a simple method which can be written in
three lines in Matlab R©. But performance of such ELMs is
sub-optimal. ELMs achieve best accuracy with parameter
selection, regularization and pruning for small datasets, and
best scalability with out-of-memory accelerated processing

3http://www.netlib.org/blas/#_level_3
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on Big Data. The toolbox is written to provide the best
performing ELM implementation to all interested researchers
and end users.

A. HOW TO GET THE TOOLBOX
The toolbox is a Python library, also available fromMatlab R©.
It is written in Python programming language using efficient
numerical libraries Numpy4 and Scipy.5

The toolbox requires Python and the following libraries:
Numpy, Scipy, Numexpr and pyTables.6 The easiest way to
get Python with all required libraries is to use the Anaconda7

Python distribution. It is a one-click install on Windows/
Linux/OSX, free and provides free MKL acceleration to all
university affiliates. Any other Python installation will work
as well.

To install the toolbox for CPU, open the console and type
pip install hpelm. This will download and install the
toolbox with all required libraries. Anaconda provides a
python console on Windows; Linux and OSX have built-in
ones.

To obtain an accelerated toolbox, first download and
install MAGMA8 math library for your accelerator:
Nvidia GPU with CUDA, AMD GPU with OpenCL or
Xeon Phi accelerator card (called MIC architecture). All ver-
sions of MAGMA are available from the website; it also has
a forum for installation support. To build MAGMA, rename
one of the make.inc.xxxx files as make.inc and edit
that file according to your system installation. Then install
MAGMA by running make, make shared and
make install in console from MAGMA directory.
Second, download the toolbox archive from its repository

https://pypi.python.org/pypi/hpelm or the latest version from
Github,9 extract it and go to a sub-folder ./hpelm/acc.
There is an accelerated code which must be compiled.
To get compilation flags, add your MAGMA library to
pkg-config path, or use the same flags as MAGMA
used to compile its tutorial files during an installation.
To compile an accelerated ELM library,
run python setup_gpu.py build_ext -inplace
replacing _gpu by _ocl for OpenCLMAGMA or_mic for
Xeon Phi MAGMA. You can test an acceleration by running
pyhton try_gpu.py from the same folder. After that,
go to the root directory of the toolbox and install the now-
accelerated toolbox with python setup.py install.

B. BIG DATA VERSUS SMALL DATA
Based on the number of training samples and underlying
model complexity, all machine learning tasks can be
separated into two categories: big data and small data. In the
big data, the number of samples is enough to learn the
model accurately without over-fitting, but the training time is

4http://www.numpy.org
5http://www.scipy.org
6http://www.pytables.org
7http://continuum.io/downloads
8http://icl.cs.utk.edu/magma/
9https://github.com/akusok/hpelm

a limiting factor. For the small data, there is not enough
samples for learning an underlying model exactly, thus a
model structure selection is necessary to find an optimal
model complexity.

Training a small data model is computationally intensive,
but the whole data is kept in the working memory for quick
access. The big data training algorithm relies on iterative
processing of small chunks of data (which normally does not
fit into memory), but with a huge amount of training samples
there is no need for a model structure selection process (larger
model provides better performance). Processing a small data
which does not fit into memory is not implemented, because a
typical server node has up to 256-512GB RAM, and anything
larger would certainly be limited by the computational speed.
A big data for an easy problem which fits into memory is
solved by either of the two first methods.

C. OUT-OF-MEMORY ACCELERATED BIG DATA ELM
The HP-ELM toolbox for big data is provided by the
hpelm.HPELM class. All data is stored in HDF510 format.
The toolbox takes names of HDF5 files as inputs and outputs.
Thus a size of processed data is limited only by disk capacity.

TheHDF5file format provides a fast and convenient access
to huge data matrices on a hard drive as if they are in memory:
data can be read from or written to any place of a matrix.
It also supports transparent data compression, and is native
to Matlab R©. A convention is used to store only one matrix
in one HDF5 file. Additional utility functions make_hdf5
and normalize_hdf5 create HDF5 files from text/csv or
matrix data, and normalize these files.

The HPELM class supports a GPU or Xeon Phi
acceleration. The accelerated functions are provided by
MAGMA library, an accelerated linear algebra library similar
to LAPACK. It must be compiled by a user to get the
acceleration, but it supports any brands of GPUs and
Xeon Phi accelerators. Accelerated parts are correlation
matrices computation from BLUE ELM solution, and the
calculation of β. These two operations take more than
95% of runtime for ELMs with very large numbers of hidden
neurons.

The ELM solution is computed iteratively by reading
chunks of data from HDF5 files. Only the �h, �t and
β matrices are stored in memory. The largeHmatrix is never
obtained explicitly. Targets for new inputs are also predicted
iteratively and saved into an HDF5 file; and the error is
computed iteratively. This makes Big Data ELM independent
of the number of samples in the dataset, so even the largest
problems can be solved on a workstation with GPU.
HPELM has one model structure selection function that

tests different numbers of hidden neurons on a validation
set. It takes pre-computed �h, �t as an input, and creates
solutions βk for different k ∈ J3,LK spaced equally on
a logarithmic scale. Then the validation data is projected
iteratively, and errors for all values of k are computed from

10http://www.hdfgroup.org/HDF5/
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the same projected data. This function does the most time
consuming process of projecting the data (see section V-E)
only once. The optimal number of hidden neurons is chosen
by a minimum validation error.

D. MODEL STRUCTURE SELECTION FOR SMALL DATA ELM
The small data support in the HP-ELM toolbox is pro-
vided by the hpelm.ELM class. It has three types of model
structure selection alternatives: with a validation set, with
cross-validation and with a LOO validation error computed
by PRESS statistics. All model structure selection methods
find an optimal number of hidden neurons less or equal than
current L. Neurons are ordered randomly, except when the
L1 regularization is used. These methods remove the extra
neurons from the model and re-calculate the solution.

Both L1 and L2 regularization are available in ELM.
The L1 regularization is done by MRSR [36], a multi-
output version of LARS [37]. It ranks the neurons starting
from the most relevant to the problem. All model structure
selectionmethods work better with such ranked neurons, with
a trade-off of extra runtime.

The toolbox includes another method of performing
L1-regularization, based on an updated MRSR
algorithm [38]. The original MRSR includes a part with
O(2c) complexity w.r.t. number of outputs c. It takes
noticeable runtime with 10 outputs, and makes the method
impractically slow with more than 15 outputs. The complex-
ity of an updated version scales linearly with the number
of outputs. It allows L1 regularization for a larger set of
problems, including an auto-encoder for ELMs in image
processing [22].
L2 regularization is a class parameter of ELM called

alpha which can be changed freely. A notable benefit from
L2 regularization is making an ill-conditioned ELM solvable.
One can use any single-variable optimization method to find
an optimum value of L2 parameter. The resulted method will
be similar to TROP-ELM [29].

E. WHAT KIND OF DATA DOES HP-ELM SUPPORT?
The ELM supports matrices (second order tensors) as inputs,
and HPELM uses names of HDF5 files as inputs. The utility
function make_hdf5 creates an HDF5 file from a matrix, or
a text/csv file.

F. WHAT ABOUT CLASSIFICATION?
The HP-ELM toolbox supports three kinds of classification:
multi-class (one correct class for each sample), multi-label
(arbitrary number of correct classes for each sample) and
weighted multi-class (each class has a weight, it is indepen-
dent of the number of samples in a class). ELM targets must
have one feature per class (binary classification is a two-class
multi-class classification), where the true class(es) for
a sample are set to one and irrelevant classes are set to zero.
This convention is required for correct work of the classifica-
tion error and model structure selection. Classification is set
with an argument while training, see section IV-H below.

G. HOW TO CREATE AN ELM?
An ELM is an object of ELM or HPELM class. Twomandatory
parameters are numbers of input and output features. The
HPELM also accepts a batch size for iterative processing, and
a type of accelerator.

An ELM is created without any neurons. Neurons
are added with elm.add_neurons function. It has
two mandatory parameters: a number of neurons and their
type, and two optional ones: projection matrix W and bias
vector b. Types of neurons are the following: lin, sigm,
tanh, rbf_l1, rbf_l2, rbf_linf. For RBF neurons,
W are coordinates of RBF centers and b are corresponding
kernel widths. Multiple different types of neurons can be
added to a single ELM.

H. HOW TO TRAIN AN ELM?
The train function provides a universal wrapper for
training an ELM. Two mandatory parameters are data
samples X and targets T, and optional arguments and key-
word arguments specify the selected way of training:
• "V" — perform a model structure selection using
validation error; requires keyword arguments Xv and Tv
for validation dataset

• "CV" — perform a model structure selection using
cross-validation error; optional keyword argument k for
number of data splits (k ≥ 3)

• "LOO" — perform a model structure selection using
PRESS LOO error

• "OP" — perform L1 regularization that ranks neurons
starting from the most useful one; works with any model
structure selection

• "c", "mc", "wc" — use classification multi-class/
multi-label/weighted multi-class error instead of MSE,
see explanations above; "wc" requires keyword
argument w for class weights vector.

I. HOW TO TRAIN A LARGE ELM IN PARALLEL?
For an ELM with a large number of neurons trained on
a huge dataset, almost all the running time is spent on
computing �h. Hopefully, an operation of computing �h is
conveniently parallel: a large dataset can be split in n parts,
matrices �i

h,�
i
t , i ∈ J1, nK computed simultaneously for all

the parts of a dataset using the same ELMparameters (loading
the same ELM model). The results are combined together by
a simple summation �h =

∑n
i=1�

i
h, �t =

∑n
i=1�

i
t . The

output weights β will take seconds to compute.
To perform ELM training in parallel, first split the data into

multiple parts and store them in HDF5 format required by
HPELM. Then compute partial matrices�i

h,�
i
t using function

HPELM._project on each data part separately. This oper-
ation takes the most runtime, and is easy to run in parallel.
Save the outputs on a disk as they are computed. When
all partial matrices are ready, obtain the final correlation
matrices by a summation �h =

∑
i�

i
h, �t =

∑
i�

i
t .

The output weights β are computed from�h,�t by function
HPELM._solve_corr.
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To validate multiple different numbers of hidden
neurons efficiently, use function HPELM.train_hpv with
pre-computed �h,�t and a validation data set. It outputs
errors for each of the given numbers of neurons, and solves
β for an optimal number of neurons.

J. HOW TO USE A TRAINED ELM?
The predict function takes inputs X and returns corre-
sponding calculated outputs Y. Works only on a trained
ELM. For HPELM, the second input gives an HDF5 file name
forYwhere the predicted outputs arewritten, and the function
returns nothing. ELM predictionsY are always real numbers,
predicted classes are found by taking the maximum number
(multi-class) or a threshold Y > 0.5 (multi-label).

K. HOW TO GET AN ERROR OF AN ELM?
Error of model predictions is given by error function of
ELM, which takes true targets T and predicted targets Y as
inputs. It uses the same classification settings as the ones used
for training, if any. For HPELM, the error function takes file
names of HDF5 files containing T and Y matrices.

L. THREE EXAMPLES OF HP-ELM TOOLBOX
Below there are three examples of running the ELM and
HPELM toolboxes in Python, with the data obtained from
Matlab R©. The input data has 9 features and the output has
one. Example ELMs using 100 sigmoid and 9 linear neurons
are given. If the data is already in Python, one can skip the
import from Matlab R© section.

Matlab R© section for Examples 1 and 2. Here
four variables:x,y,xtest andytest are saved as a comma
separated values (.cvs files).
c s vw r i t e ( ‘ x . csv ’ , x )
c s vw r i t e ( ‘ t . csv ’ , y )
c s vw r i t e ( ‘ x t e s t . csv ’ , x t e s t )
c s vw r i t e ( ‘ t t e s t . csv ’ , y t e s t )

Example 1, Python part. Here the .csv files are converted
to HDF5 ones in Python, and an HPELM is trained with those
files. Training and test errors are printed.
impo r t hpelm

hpelm . make_hdf5 ( ‘ x . csv ’ , ‘ x . h5 ’ , d e l i m i t e r = ‘ , ’ )
hpelm . make_hdf5 ( ‘ t . csv ’ , ‘ t . h5 ’ , d e l i m i t e r = ‘ , ’ )
hpelm . make_hdf5 ( ‘ x t e s t . csv ’ , ‘ x t e s t . h5 ’ , d e l i m i t e r = ‘ , ’ )
hpelm . make_hdf5 ( ‘ t t e s t . csv ’ , ‘ t t e s t . h5 ’ , d e l i m i t e r = ‘ , ’ )

model=hpelm .HPELM(9 , 1 )
model . add_neu rons (100 , ‘ sigm ’ )
model . add_neu rons ( 9 , ‘ l i n ’ )

model . t r a i n ( ‘ x . h5 ’ , ‘ t . h5 ’ )
model . p r e d i c t ( ‘ x . h5 ’ , ‘ y . h5 ’ )
p r i n t model . e r r o r ( ‘ y . h5 ’ , ‘ t . h5 ’ )

model . p r e d i c t ( ‘ x t e s t . h5 ’ , ‘ y t e s t . h5 ’ )
p r i n t model . e r r o r ( ‘ y t e s t . h5 ’ , ‘ t t e s t . h5 ’ )

Example 2, Python part. Here the ELM model is trained
with different model structure selection. Previously created
.csv files are loaded into Python and normalized to zero
mean and unit variance. Then a basic ELM is trained printing
the training and test error. After that a 10-fold cross-validation

is used to reduce the number of neurons, showing an updated
test error and selected neurons in the model. Finally the
model is re-trained using an L1 regularization (OP parameter),
showing again re-calculated test error and model neurons.
impo r t hpelm
impo r t numpy

x=numpy . l o a d t x t ( ‘ x . csv ’ , d e l i m i t e r = ‘ , ’ )
t =numpy . l o a d t x t ( ‘ t . csv ’ , d e l i m i t e r = ‘ , ’ )
x t e s t =numpy . l o a d t x t ( ‘ x t e s t . csv ’ , d e l i m i t e r = ‘ , ’ )
t t e s t =numpy . l o a d t x t ( ‘ t t e s t . csv ’ , d e l i m i t e r = ‘ , ’ )

xx =(x−x . mean ( 0 ) ) / x . s t d ( 0 )
t t =( t−t . mean ( 0 ) ) / t . s t d ( 0 )
x x t e s t =( x t e s t−x . mean ( 0 ) ) / x . s t d ( 0 )
t t t e s t =( t t e s t −t . mean ( 0 ) ) / t . s t d ( 0 )

model=hpelm .ELM( 9 , 1 )
model . add_neu rons (100 , ‘ sigm ’ )
model . add_neu rons ( 9 , ‘ l i n ’ )

model . t r a i n ( xx , t t )
t t h =model . p r e d i c t ( xx )
p r i n t model . e r r o r ( t t , t t h )
y y t e s t =model . p r e d i c t ( x x t e s t )
p r i n t model . e r r o r ( y y t e s t , t t t e s t )

model . t r a i n ( xx , t t , ‘CV’ , k =10)
y y t e s t =model . p r e d i c t ( x x t e s t )
p r i n t model . e r r o r ( y y t e s t , t t t e s t )
p r i n t s t r ( model )

model . t r a i n ( xx , t t , ‘LOO’ , ‘OP ’ )
y y t e s t =model . p r e d i c t ( x x t e s t )
p r i n t model . e r r o r ( y y t e s t , t t t e s t )
p r i n t s t r ( model )

Matlab R© section for Example 3. The training data:
x and y is saved as HDF5 files using build-in Matlab R©

functions. Note the transpose operation, as Matlab R© uses
Fortran matrix ordering by default for HDF5 files.
h 5 c r e a t e ( ‘ x . h5 ’ , ‘ / da t a ’ , s i z e ( x ’ ) ) ;
h 5 c r e a t e ( ‘ t . h5 ’ , ‘ / da t a ’ , s i z e ( y ’ ) ) ;
h 5w r i t e ( ‘ x . h5 ’ , ‘ / da t a ’ , x ’ ) ;
h 5w r i t e ( ‘ t . h5 ’ , ‘ / da t a ’ , y ’ ) ;

Python part for Example 3. An HPELM is built and trained
using the HDF5 files created by Matlab R©.
impo r t hpelm
model=hpelm .HPELM(9 , 1 )
model . add_neu rons (100 , ‘ sigm ’ )
model . add_neu rons ( 9 , ‘ l i n ’ )
model . t r a i n ( ‘ x . h5 ’ , ‘ t . h5 ’ )
model . p r e d i c t ( ‘ x . h5 ’ , ‘ y . h5 ’ )
p r i n t model . e r r o r ( ‘ y . h5 ’ , ‘ t . h5 ’ )

M. HOW TO USE GAUSSIAN (RBF) NEURONS?
The ELM toolbox has Gaussian neurons. Centroids are given
instead of a projection matrix W and kernel widths in a
bias vector b. There are three kinds of distance functions:
L2 (Euclidean), L1 and L∞. They are chosen by a type of
neurons: rbf_l2, rbf_l1 or rbf_linf correspondingly. The RBF
neurons are about 10 times slower to compute than sigmoid
ones, even though the computation is parallelized.

N. MY ELM SOLUTION DOES NOT EXIST!
An ELM may not converge if there are a few input
features (2-3) with a large number of hidden neurons, if the
data features are strongly correlated and not independent, or if
the number of data samples is close to the number of hidden

1018 VOLUME 3, 2015



A. Akusok et al.: High-Performance ELMs

neurons. In these cases, matrix �h will be almost singular,
and it’s inverse is numerically unstable.

The numerical stability problem is solved by increasing
the value of the L2 regularization parameter α (an ELM
parameter called alpha). The default value of α = 10−9

can be increased up to 10−2 or higher. This reduces the
effective number of parameters in the model. The regulariza-
tion parameter α should be increased if the output matrix β
has elements with a large magnitude (larger than 102 . . . 103).
However, it is not worthwhile increasing the parameter
excessively, as this may reduce the accuracy of
ELM predictions.

V. EXPERIMENTAL RESULTS
A. DATASETS
The HP-ELM toolbox is tested in three scenarios: regular
datasets with regularization, large datasets and a Big Data
problem.

Small datasets are 11 regression and 4 classification
problems from the University of California at Irvine (UCI)
Machine Learning Repository [39]. Ten different permuta-
tions of the datasets are taken without replacements, and
for each of them 2/3 of the data is used for training
and 1/3 for testing. The data permutations are obtained
from the an author of the OP-ELM [28] paper exactly as
they are used there. Comparison results for Support Vector
Machines [40] (SVM), Multilayer Perceptron [41] (MLP),
Gaussian Processes [42] (GP) are taken from the same
article [28]. Small datasets are tested on ELMs with model
structure selection and without.

Large datasets are 6 relatively large datasets, available
from UCI Machine Learning repository with clear prediction
targets. They are Banana dataset of two banana species, Adult
dataset of people with annual income below/above $50,000,
MNIST handwritten digits dataset for classification of
10 digits based on their image representation, Record
Linkage dataset for detecting duplicate person records with
5.5 millions samples, and HIGGS dataset for detecting pro-
cesses which produce a Higgs boson or not, with 11 million
samples (one of the largest UCI datasets available). Each
dataset is split into training and test parts (respecting the
guidelines where applicable), stored in HDF5 file format and
normalized to zero mean and unit variance for all features.
Categorical features from Adult dataset are encoded as binary
inputs (one per each category); these are not normalized.
Large datasets are tested without model structure selection,
but multiple ELMs are built with different numbers of hidden
neurons.

The Big Data is obtained from a Face/Skin Detection
dataset [43]. It consists of 4000 photos of people with
hand-made masks for skin and faces, under various lightning
conditions, surrounding and human skin colors. Skin
occupies roughly 20% of the pixels in all images. The
dataset is separated into 2000 training and 2000 test images.
The problem is to classify each image pixel to be a
skin or a non-skin. Dataset inputs are RGB color values

of 7 × 7 pixel mask centered on a classified pixel. The
3-pixel wide boundaries of images are omitted. There are
7 × 7 × 3(RGB) = 147 features and 109 (one billion) data
samples in total. It gives a 1.1 TB dataset in HDF5 format
when stored in double precision. Two separate datasets for
all training and all test samples are created from training/test
images. Data features (color values of pixels) are normalized
to zero mean and unit variance. A single ELM is trained
with 19,000 neurons, limited by the available GPU memory.
Performance is tested on differently sized subsets of these
19,000 neurons, as explained in section IV-I.

B. PARAMETERS OF AUTOMATICALLY GENERATED
RANDOM WEIGHTS
Sigmoid function is a common choice of a non-linear trans-
formation function for hidden nodes of ELM. However, it is
sensitive to the range of input weights, which are XW + b.
If inputs to the sigmoid function have small magnitude,
it performs similarly to linear function. If these inputs have
very large magnitude, it performs as a cutoff value. The effect
can be seen by checking the difference between predictions of
SLFNs with the same weights and sigmoid/linear/threshold
transformation functions. If the input data has zero mean
and unit variance, the range of inputs to SLFN is governed
by the range of weights W generated from W = N (0, s)
with different values of standard deviation s. The effect is
shown on Figure 3. The range of weights W also affects the
performance, as on Figure 4.

FIGURE 3. Mean squared error difference of predictions of SLFNs with
5 hidden neurons for Iris dataset (average over 100 runs), for different
values of s in W =N (0, s). For small s, outputs of sigmoid SLFN are
similar to linear SLFN, and for large s they are similar
threshold SLFN.

Another issue is an increase in standard deviation of
inputs to the transformation function, if the dataset has high
dimensionality. For a single additive hidden layer neuron, an
input to the transformation function ak =

∑d
i=1 xiwi,k is a

sum of d components. If a single component has standard
deviation s, then that sum has a larger standard deviation

√
ds.

This leads to larger magnitudes of inputs to a transfor-
mation function and sub-optimal performance for large d ,
for example in MNIST dataset (see Figure 5). The effect
of large input dimensionality is fixed by dividing the
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FIGURE 4. Test error of SLFNs with 25 hidden neurons on Iris dataset
(averaged over 100 runs), for different values of s in W =N (0, s). The
data has 100 training and 50 test samples, balanced over the 3 classes.

FIGURE 5. MSE difference (top) of predictions, and test error (bottom)
of SLFNs with 500 hidden neurons on MNIST dataset (averaged over
10 runs), for different values of s in W =N (0, s). The data has
60000 training and 10000 test samples. Due to high dimensionality of
inputs, the optimal value of s differs from 1.

standard deviation s by
√
d , and generating weights as

W = N (0, s/
√
d) (see Figure 6).

In the following experiments, ELM is used with automat-
ically generated weights from W = N (0, s/

√
d). The input

data is normalized to zero mean and unit variance. Biases are
initialized from N (0, 1).

C. PERFORMANCE ON SMALL DATASETS
The performance results and runtime for regular size datasets
are presented on Tables 2 and 3. Three ELM setups are
tested using the toolbox: a basic ELM (ELM ), an ELM with
pruning of hidden neurons (P-ELM ) using a Leave-One-Out

FIGURE 6. MSE difference (top) of predictions, and test error (bottom)
of SLFNs with 500 hidden neurons on MNIST dataset (averaged over
10 runs), for different values of s. With input dimensionality fix
W =N (0, s/

√
d ), the optimal value of s is around 1 even for

high dimensional data.

error, and an OP-ELM (OP-ELM ) which is an L1 regularized
P-ELM. The three ELMs are initialized with 100 hidden neu-
rons and sigmoid activation function. The actual number of
neurons in P-ELM and OP-ELM is smaller after pruning. In
three regression problems the pruning algorithm has selected
> 95% of neurons, pointing to an insufficient model com-
plexity. For these tasks (denoted by an asterisk), the number
of neurons is increased to 500 where the pruning algorithm
selects < 90% of neurons on average; the accuracy and
runtime for L = 500 are reported. Experiments are run on
a single 2.6GHz core on a cluster for comparable runtimes.

The MSE and classification performance of the proposed
HP-ELM toolbox is consistent with the results of other
methods. The basic ELM performs worse in some cases
(Auto Price), but P-ELM and OP-ELM results are compa-
rable to the best result between the other three methods.

Considering runtime, ELM is much faster than other
methods, and this speedup does not decrease the
performance. A basic ELM is 6 orders of magnitude faster
than SVM in Computer regression problem and 5 orders of
magnitude faster in Wisconsin Breast Cancer classification
problem, and it has better performance in both cases.

D. PERFORMANCE ON LARGE DATASETS
Large datasets are classified with the toolbox on a worksta-
tion with 4-core 4GHz CPU and GTX Titan Black GPU.
Additional experiments show runtime comparison with a
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TABLE 2. Meas Squared Error (bold) and runtime in seconds for the regression datasets. Results denoted by ∗ are computed with
500 hidden neurons, as suggested by pruning.

TABLE 3. Accuracy in % (bold) and runtime in seconds
for the classification datasets.

cluster node having two 8-core 2.6GHz CPUs, and with a
Macbook Air laptop having a 2-core 1.4GHz CPU.

Dataset is split into training and test sets, stored in
HDF5 format. They are processed by HPELM toolbox
class on both CPU (up to 4096 hidden neurons) and GPU
(up to 19,000 hidden neurons, limited by the GPU memory).
The classification is done by a basic ELM model with
sigmoid hidden neurons. Multiple models are trained for
different numbers of hidden neurons. Prediction performance
on a test set and training time are shown on Figure 7.

The results show fast training times even for the largest
datasets with moderate numbers of neurons. Only the largest
ELM models surpass the 1 hour training time. With low
number of neurons, even HIGGS datasets is processed in a
few seconds on any hardware including the laptop.

High computational power devices like GPU on
multi-processor nodes speedup ELM training with more than
1000 hidden neurons. This happens because operations with
small matrices cannot fully utilize those devices, thus the
sequential performance and disk access become limiting
factors. With very high L, a speedup provided by the GPU
is roughly 5 times, which is consistent with the relative
theoretical CPU:GPU= 1:5 performance in double precision.
A low-power laptop performs surprisinglywell in compari-

son with other hardware. The maximum difference in runtime
(vs. a GPU at L = 4096) is only 10 times. For smaller

numbers of neurons the runtime difference is even less. Thus
a medium size ELM model can be trained fast even on a
common laptop with a low-power CPU.

E. RUNTIME ANALYSIS OF HPELM WITH MNIST DATASET
The runtime analysis of the HPELM implementation from
the toolbox is done on MNIST classification dataset. It has
60,000 training samples with 784 features, and 10 target
classes. The training and test data is stored in HDF5 file
format. Experiments are performed using a basic ELM with
small (64) and large (4096) numbers of sigmoid hidden neu-
rons. First, an ELM model is trained for each number of
neurons. Second, classes are predicted for the training data
and a mis-classification error is computed. The training data
is used for prediction to obtain a comparable runtime.

The runtime for 3 different hardware setups is shown on
Figure 8 (64 neurons) and Figure 9 (4096 neurons). The run-
time is obtained with a Python line profiler11 tool. Processing
steps with insignificant runtime are omitted; altogether they
take less than 1% of runtime.

For a small number of hidden neurons, the training takes
only 0.2 seconds on 4-core CPU. The runtime is spent on
loading, projecting the data and applying a non-linear func-
tion. The largest overhead is reading data from an HDF5 file,
where a laptop with a slow CPU spends half of the runtime.
Applying a function has a larger overhead on 4-core CPU
because it starts in parallel on all cores. Also, there is a small
overhead for using a GPU to computeHTH. The useful work
(XW, HTH and f ()) takes about a half of the runtime, which
is normal for such short runtimes with a universal toolbox.

With 4096 hidden neurons, > 98% of runtime is spent on
actual computations. File access time and other overheads
are negligible. Computing the covariance matrix HTH = �h
takes the most of runtime during training. The time to com-
pute �h is reduced significantly by GPU acceleration. The
prediction runtime on all devices is completely dominated by
the cost of projecting the input data into hidden layer, which
is not accelerated by the GPU.

Interestingly, computing weights β has an insignificant

11https://pypi.python.org/pypi/line_profiler
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FIGURE 7. Test errors (a) and runtimes (b) on different hardware (c) for
large datasets, on logarithmic scale. Runtime on different hardware is
shown for two datasets only for image clarity. The 4-core CPU runs
at 4 GHz, 2x8-core CPU run at 2.6 GHz, a 2-core laptop CPU runs an
1.4 GHz and the GPU is GTX Titan Black (similar to Tesla K40).

runtime when done from correlation matrices �h and �t .
Data read and write with HDF5 files is fast, thus the
HDF5 file format is used in HP-ELM. Also, an application
of a non-linear function takes little time, which is noticeable
only on slow hardware and small models.

The GPU in the current HP-ELM accelerates the
computation of �h, �t and β. It speeds up an ELM with
large number of neurons (see Figure 9) because ELM com-
putational complexity is cubic w.r.t. the number of neurons.

Overall, the runtime analysis shows high efficiency of
the proposed toolbox. The effective runtime starts at 50%
with a small ELM and goes over 98% for larger models.
These computations are done by calling extremely well

FIGURE 8. Training (a) and prediction (b) runtimes of a basic ELM for
MNIST dataset with 64 neurons. ELM predictions are obtained on the
same training dataset for comparable runtimes.

FIGURE 9. Training (a) and prediction (b) runtimes of a basic ELM for
MNIST dataset with 4096 neurons. ELM predictions are obtained on the
same training dataset for comparable runtimes.

optimized BLAS matrix subroutimes, which guarantee the
smallest possible runtime. BLAS subroutimes are called by
Numpy Python library, which can use various implementa-
tions of BLAS including open source ones.

Also the analysis clearly shows the part which requires
acceleration in large ELM mode: the computation of
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�h = HTH. It is combined with HTT and β in a simple
GPU-accelerated part, which however greatly benefits the
training time of larger ELMs (reducing it twice on Figure 9).

F. BIG DATA PROCESSING AND PERFORMANCE
An example Big Data problem has 0.5 billion training
samples in 147-dimensional space. It is solved by training
an ELM with 19,000 sigmoid hidden neurons. A weighted
classification is used to counter imbalance between the
two target classes. The computations are done by splitting
the data into small parts with about 1 hour of processing
time each. This prevents the loss of data in case of computer
failure, and allows for parallelization.

The skin detection Big Data dataset sets two additional
challenges to the ELM model compared to large datasets.
It requires a balanced classification as the amount of data
in the two classes is uneven (17% of skin and 83% of
non-skin). It also requires testing different numbers of
neurons to find out whether 19,000 hidden neurons is enough
and if there is any over-fitting. The two aforementioned
requirements become challenges, because the training time
with 0.5 billion training data samples is so long that an ELM
can be trained only once. More specifically, the matrix �h
can be computed once as it takes more than 99% of the
runtime. The model structure selection and class balancing
must rely on one particular computed �h. Same holds true
for the matrix �t , but with only two outputs it’s much faster
to compute.

An ELM is trained using one workstation with
4-core 4GHz CPU with GTX Titian Black GPU (similar to
Tesla K40). Due to GPU acceleration, it took 135 hours in
total which is less than a week. Runtimes for other hardware
are estimated in Table 4. Without GPU acceleration, the
processing time of Big Data problem becomes prohibitively
large — almost 2 months using a laptop.

TABLE 4. Training time of an ELM with 19,000 hidden neurons on
0,5 billion samples with 147 features.

The final test accuracy with 19,000 hidden neurons is
86,46%, and the confusion matrix is presented on Table 5.

TABLE 5. Test confusion matrix for ELM with 19,000 neurons.

Test accuracy for different numbers of neurons is com-
puted from a single matrix �h, as explained in section IV-I.
100 different numbers of neurons are tested, spaced equally
on a logarithmic scale from 3 to 19,000. For each number,

FIGURE 10. Test classification accuracy for skin and non-skin pixels.
Model does not overfit with 19,000 neurons. Note the logarithmic x axis.
(a) Test classification accuracy. (b) Zoom on skin accuracy. (c) Zoom on
non-skin accuracy.

ELM output weights β are solved and a separate confu-
sion matrix is computed. The classification results for skin
and non-skin from these confusion matrices are shown on
Figure 10. Getting this test accuracy plot took 60 hours:
13 hours to obtain hidden layer output H, and 47 hours to
compute confusion matrices for all the 100 different numbers
on hidden neurons.

The test accuracy plot shows very good results for skin
pixels classification, owing to a balanced classification
method used. An ELM without class balancing would be
heavily biased towards predicting non-skin pixels, which are
83% of samples in the dataset. The improvement of skin
classification accuracy slows down past 128 hidden neurons,
so a smaller ELM can be used for detecting skin. However,
the non-skin classification accuracy grows steadily up to
the maximum number of neurons. This can be explained
by a higher variety of non-skin pixel masks than skin ones.
ELM does not overfit even with 19,000 neurons,
although the performance gain decreases at large numbers
of hidden neurons.
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VI. CONCLUSION
The paper presents a methodology and a toolbox for highly
scalable Extreme Learning Machines. This toolkit creates
generalized SLFNs and trains them using ELM methods, but
can be a building block for future works on multi-layered
ELMs. It is fast, easy to install and easy to use. It solves clas-
sification and regression problems on all kinds of datasets —
small ones with model structure selection and regularization,
and large ones with accelerated computations.

The toolbox is optimized to reduce overheads, including
a fast file storage and efficient matrix algebra libraries.
It includes an accelerated part for which any accelerator
can be used: CUDA-based GPU, OpenCL-based GPU, or a
Xeon Phi card.

Big Data problems are the ultimate target of this
toolbox. Efficient file storage and an easily parallelized solu-
tion method are the necessary parts of the toolbox dealing
with Big Data. The GPU acceleration is a key feature which
allows solving the largest problems on modest hardware, like
a personal workstation with a powerful video card.
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