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ABSTRACT The early success of wireless sensor networks has led to a new generation of increasingly
sophisticated sensor network applications, such as HP’s CeNSE. These applications demand high network
throughput that easily exceeds the capability of the low-power 802.15.4 radios most commonly used
in today’s sensor nodes. To address this issue, this paper investigates an energy-efficient approach to
supplementing an 802.15.4-based wireless sensor network with high bandwidth, high power, longer range
radios, such as 802.11. Exploiting a key observation that the high-bandwidth radio achieves low energy
consumption per bit of transmitted data due to its inherent transmission efficiency, we propose a hybrid
network architecture that utilizes an optimal density of dual-radio (802.15.4 and 802.11) nodes to augment
a sensor network having only 802.15.4 radios. We present a cross-layer mathematical model to calculate
this optimal density, which strikes a delicate balance between the low energy consumption per transmitted
bit of the high-bandwidth radio and low sleep power of the 802.15.4. Experimental results obtained using
a wireless sensor network testbed reveal that our architecture improves the average energy per bit, time
elapsed before the first node drains its battery, time elapsed before half of the nodes drain their batteries, and
end-to-end delay by significant margins compared with a network having only 802.15.4.

INDEX TERMS Ad hoc networks, cyberspace, radio communication, wireless sensor networks, network
topology.

I. INTRODUCTION
Energy scarcity is one of the most prominent obstacles to
the mass deployment of sensor networks. It is traditionally
believed that the radios used on sensor nodes are usually
responsible for most of the energy consumption [1]. As a
result, much research effort [2] has been devoted to minimiz-
ing radio energy consumption. Since most of the early sensor
network applications such as environmental monitoring [3],
habitat monitoring [4], landslide detection [5], etc., required
only infrequent data transmissions, early work on energy
minimization focused on lowering the sleep-mode power
consumption of radios. As a result, a number of ultra-low-
power IEEE 802.15.4 compliant radio chips are now available
commercially [6].

However, as sensor network technology has matured over
the past decade, more sophisticated systems and applications
have begun to emerge. An example is Hewlett Packard’s
CeNSE [7], which attempts to build a ‘‘planet wide sens-
ing network.’’ One of its applications is to build a sensing

system for collecting high-resolution data pertinent to seismic
imaging in order to enable exploration of natural gas and
oil reservoirs. Besides, acoustic sensing [8], machine health
monitoring [9], and AC sensing [10] are a few other appli-
cations that fall into this new generation of sensor network
applications. A direct consequence of the increased degree of
sophistication in the new applications is the demand for much
higher network data rates than before.
802.15.4 radios, designed for low sleep-mode power as

mentioned above, are not well suited to cope with this
demand for high data rates. An alternative choice is to
replace all the 802.15.4 radios in a sensor network with high-
bandwidth, transmission-efficient radios such as 802.11 [11].
Here, the term transmission-efficiency refers to the fact
that these radios have lower energy consumption per bit
of transmitted data in comparison to 802.15.4 radios. Such
transmission-efficient radios, however, typically have high
sleep-mode power. Further, the increased range of these
radios adversely affects the amount of spatial reuse possible.
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Therefore, if the transmission-efficient radios are too densely
deployed, the energy benefits (i.e., transmission efficiency) of
these radios are lost. Consequently, the network-level energy
efficiency with transmission-efficient radios can be even
worse than using only 802.15.4 radios in such cases of dense
deployment, as confirmed by our analysis (Section III-D and
Section IV-C).

In this paper, we make a key observation that there is
a delicate balance between the low sleep power with high
spatial reuse capability of short-range 802.15.4 radios and
the transmission efficiency of high-bandwidth, long-range
802.11 radios [12]. Exploiting this observation, we propose
an energy-efficient network architecture, which we term as
Backpacking. Our proposed architecture judiciously utilizes
both types of radios. Here, in addition to the traditional belief
that the radios used on sensor nodes are usually responsible
for most of the energy consumption [1], we also consider
energy consumption by CPUs on sensor nodes due to their
considerable energy consumption while operating with high-
bandwidth 802.11 radios.

Consequently, we make the following set of contributions
in this paper:
• We analyze network-level energy efficiency of the
low-sleep-power 802.15.4 radio and the transmission-
efficient 802.11 radio, under varying end-to-end
distances, data rates, and sensor node densities.

• Utilizing the results of our analysis, we propose a novel
energy-efficient network architecture for high-data-rate
sensor networks. The architecture exploits both the low-
sleep-power 802.15.4 radio to transmit sensed data and
the transmission-efficient 802.11 radio to backpack, i.e.,
to relay, accumulated sensed data towards the base
station.

• We present the solution to a key design challenge in our
network architecture: what is the optimal deployment
density of the transmission-efficient radio? Our solution
is based on a cross-layer mathematical model that char-
acterizes the delicate balance between usage of the two
different types of radio.

• Finally, we evaluate the energy efficiency of our pro-
posed architecture using experiments on a real testbed.
Our results demonstrate that the proposed architecture
can improve average energy per bit, the time elapsed
before the first node dies, the time elapsed before half
of the nodes die, and end-to-end delay by significant
margins compared to an architecture that uses only one
802.15.4 radio per node.

II. MOTIVATION AND RELATED WORK
There are a number of research studies on improving
throughput [13]–[15], energy efficiency [16], [17], and both
of them [18] for wireless sensor networks utilizing only
802.15.4. However, the limited capacity of 802.15.4 makes
it inherently suitable for low-data-rate networks. Therefore,
the sole utilization of 802.15.4 is not enough for supporting
emerging high-data-rate wireless sensor network applications

(see Section III for more detail). Consequently, research stud-
ies exploiting evenmultiple 802.15.4s [15] are not suitable for
the high-data-rate applications. Note that [15] reports better
energy efficiency using multiple 802.15.4s, however, from
single-node perspective. The network-level energy efficiency
can exhibit a completely different phenomena compared to
the single-node perspective. This happens as the network-
level energy efficiency considers the impact of transmissions
from multiple nodes, which is ignored in the single-node
case. Consequently, the network-level energy efficiency can
significantly vary depending on different network parame-
ters, whereas the single-node case remains same indepen-
dent of the network dynamics (see Section III). Another
argument on exploiting multiple 802.15.4s [15] not being
suitable for the high-data-rate applications is that exploiting
multiple 802.15.4s can split the application data over avail-
able 802.15.4s to enhance energy efficiency. Such splitting
reduces data transmission rate over each available 802.15.4.
However, even with such reduction, we cannot achieve any
significant improvement from the perspective of network-
level energy efficiency (see Fig. 4a, where network-level
energy efficiency remains almost same even after reducing
data transmission rate over 802.15.4 to less than its half value,
i.e., from 500 pps to 200 pps). As a result, exploiting heteroge-
neous radios in wireless sensor networks becomes a necessity
rather an ambitious extension of the in situ 802.15.4-based
networks.
In recent times, the notion of exploiting heterogeneous

radios in wireless sensor networks has been investigated by
several research studies for efficient data collection [19]–[21]
and for improving network scalability [22], [23]. However,
none of these studies focuses on energy efficiency of the net-
work. Some other studies [24]–[28] investigate exploitation
of heterogeneous radios mainly focusing on energy efficiency
from the perspective of a single sensor node. However, such
node-level energy efficiency significantly differs from the
network-level energy efficiency. Our thorough illustration
on network-level energy efficiency, presented in this paper,
clearly depicts the difference.
Besides, a theoretical study [29] on heterogeneous wireless

sensor networks proposes Integer Linear Programming based
models and heuristic algorithms for optimally deploying gate-
ways in the network. However, this study does not consider
impacts of various characteristics of real radios (such as
bandwidth, transmission range, etc., which we will present
in Section III-A). Moreover, it does not take into account
different modes of operations of sensor nodes (such as sleep
mode, transmission mode, etc.) while focusing on energy
consumption. Consequently, this study can not be applied for
optimizing network-level energy efficiency of a real wire-
less sensor network. Additionally, Siphon [30] exploits the
applicability of a long-range radio along with the conven-
tional 802.15.4 in sensor networks to alleviate congestion
by escaping the area of congestion using the long range of
the additional radio. It mainly considers the reduction in the
number of dropped packets by utilizing the additional
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long-range radio rather than focusing on energy-efficient
deployment of the additional radio. Besides, [21] investigates
deployment of dual-channel and dual-band radios for enhanc-
ing delivery rates and network scalability. However, this study
suggests that such deployment decreases network energy
efficiency while enhancing the intended metrics. Therefore,
similar to the previous study, this study also ignores the notion
of energy-efficient deployment of multiple radios.

In addition, BCP [31] investigates the applicability of
802.11 in a sensor network by deploying them in all sensor
nodes. It argues for buffering the sensed data and delay-
ing the transmission of the buffered data to exploit the
energy efficiency of 802.11. Here, the notions of buffer-
ing and delaying eventually increase the end-to-end delay
during the operation. In addition, BCP does not con-
sider the impact of interference resulted from simultane-
ous data transmission from multiple nodes. However, such
impact can adversely affect the network-level energy effi-
ciency while deploying 802.11 at each sensor node, which
we confirm through our simulation results presented in
Section III-D. Similarly, another study [32] investigates
the applicability of Bluetooth radio to all sensor nodes in
the network. Nonetheless, both [31] and [32] attempt to
exploit a transmission-efficient radio by only considering
its high bandwidth. They do not consider the impact of
deployment density of the long-range radio, which has the
potential to significantly affect network-level energy effi-
ciency even in an adverse way (discussed in Section III-D).
Moreover, deployment of transmission-efficient radio to all
sensor nodes can significantly degrade network-level energy
efficiency of a sensor network (see Section III-D) as sleep
mode power of the transmission-efficient radio is very high
and even comparable to transmissionmode power of 802.15.4
(see Section II-B).

To the best of our knowledge, we [12] are the first to
study the impact of deployment density of long-range and
high-bandwidth radios, in addition to the impact of their
power consumption, transmission range, and bandwidth, to
eventually optimize network-level energy efficiency of a
wireless sensor network experiencing high-data-rate trans-
mission. Besides, we simultaneously consider the impact
of transmissions from multiple radios while analyzing the
network-level energy efficiency. In this paper, we extend the
analysis presented in [12] (see Section III-C, III-D, and IV-C).
Besides, in this paper, we present new testbed experiments
consisting only sensor nodes (Section V), whereas we have
utilized laptops in place of accumulator nodes in [12].
Additionally, in this paper, we investigate the impact of
deployment of a higher number of accumulator nodes in the
testbed to validate the outcome of our proposed mathematical
model, which we did not do in [12]. Finally, we also elaborate
applicability of our study in this paper (Section VII), which
was not present in [12].

It is worth mentioning that there are a number of
studies in the literature on clustering wireless sensor
networks [33]–[38] and on judicious deployment of sensor

nodes [39]–[41], which exhibit somewhat similar flavor from
the high-level while being comparedwith our study. However,
none of these already-available studies focuses on high-data-
rate transmission over wireless sensor networks, which we do
in our study presented in this paper.
Now, before presenting our study in this paper, we further

illustrate the motivation of our work in the following two
subsections. First, we elaborate on wireless sensor networks
experiencing high-data-rate transmission.

A. HIGH-DATA-RATE TRANSMISSION
IN WIRELESS SENSOR NETWORKS
A number of wireless sensor networks are experiencing high-
data-rate transmission in recent times. In these networks, the
high data rate may arise in two different cases:
1) Due to accumulation of data from a low-data-rate

application in a large sensor network,
2) Due to the presence of a high-data-rate application

itself.
CeNSE [7], which attempts to build a ‘‘Central Nervous
System’’ for the Earth by deploying millions of sensor nodes,
provides an emerging example corresponding to the first case.
Besides, other large-scale sensor networks [42], [43] can also
experience high-data-rate transmission within the network in
a similar way. In the second case, we can find several recent
high-data-rate applications of sensor networks. For exam-
ple, seismoacoustic monitoring demands a high-data-rate
transmission of∼100 packets per second (pps) [44], and thus
significantly threatens network lifetime through high power
consumption at each sensor node. Structural health monitor-
ing is another prominent example of high-data-rate applica-
tion of sensor networks [45]–[51], which can involve a data
rate of 500 pps [46], [48]. Such networks are already deployed
in several places such as in Stanford Earthquake Engineering
Center [49], [50] and at Golden Gate Bridge [51]. Another
example of high-data-rate sensor network applications is
condition-based maintenance [52], [53]. Besides, the sensor
networks used for biological monitoring of neural signals
also demand high-data-rate transmission (∼100 pps) [54].
In addition, performing acoustic sensing over sensor net-
works, may demand an even higher rate of data transmission
(∼8000 pps) [54]. Finally, some emerging applications of
sensor networks such as aerospace applications (for example
aircraft testing) [55] also demand high-data-rate transmission.
To summarize, there are numerous cases where wireless

sensor networks are experiencing high-data-rate transmis-
sion. The data rate may even be increased in future appli-
cations. Therefore, we attempt to study a suitable network
architecture, exploiting multiple heterogeneous radios, to
support such high-data-rate applications over wireless sensor
networks.

B. AVAILABLE RADIO ALTERNATIVES FOR SUPPORTING
THE HIGH-DATA-RATE TRANSMISSION
State-of-the-art network architecture of wireless sensor
networks uses only 802.15.4 radios, and hence is not
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capable of supporting high-data-rate applications. Conse-
quently, several research studies such as LEAP [27] and
mPlatform [25] attempted to use transmission-efficient radios
on sensor nodes. However, these studies mainly focused on
developing advanced sensor platforms rather than investi-
gating how to deploy the transmission-efficient radios in
a wireless sensor network in an energy-efficient manner.
Subsequent studies utilizing transmission-efficient radios
[15], [28], [32] analyzed the notion of energy-efficient
operation, however, being limited to a single-node perspec-
tive rather than exploring the network perspective. Few
studies [21], [31] investigated network energy consumption
while using transmission-efficient radios at each sensor node.
However, these studies did not analyze the notion of selective
deployment of the transmission-efficient radios, i.e., low
density deployment of the radios.

A primary challenge in enhancing the energy efficiency
of wireless sensor networks from the network perspective
using transmission-efficient radios is how to determine the
deployment density of the transmission-efficient radios. The
density of deployment determines the number of nodes that
are affected by the blackout footprint of a transmitting node.
The short transmission range of 802.15.4 radios generally
limits the number of such affected nodes to a small value,
and hence exhibits meager impact in this regard. However,
the long range of transmission-efficient radios results in a
larger number of such affected nodes. Therefore, the deploy-
ment density exhibits a significant impact in the case of
transmission-efficient radios. Moreover, changing the state of
the affected nodes to sleep mode would not help either, as
the sleep power of the transmission-efficient radios is compa-
rable to the transmission power of 802.15.4 radios [6], [56].
To further analyze such tradeoff, we investigate network-level
energy efficiency of different radios in the next section.

III. RADIO ENERGY EFFICIENCY: NETWORK PERSPECTIVE
We start our study by comparing the energy efficiencies of
802.15.4 and 802.11 radios from the network perspective.
A previous comparison study [24] was for a single sensor
node, which ignores the impact of transmissions from mul-
tiple nodes and variation in transmission ranges of the radios.
In the following, we study the comparison by separately
deploying the radios in varying network settings.

Henceforth, we refer to the transmission-efficient radio,
i.e., 802.11, as the Backpack radio, as we intend to deploy
it in sensor networks to backpack sensed data towards the
base station. In addition to 802.11, we also discuss other
possibilities for the Backpack radio technology in Section VI.

A. DIVERSITY IN ENERGY EFFICIENCIES
OF DIFFERENT RADIOS
We compare the energy efficiency of 802.15.4 and a variant
of 802.11 (802.11b) considering their power consump-
tion, bandwidths, and transmission ranges. We utilize the
measurements provided in [6] and [56] to calculate the
power consumption of the radios. We present the power

consumption in different modes, transmission ranges, and
bandwidths of 802.15.4 (in TelosB [2]) and 802.11b
(in Stargate [26]) in Table 1. The associated CPUs with
the radios (MSP430 for 802.15.4 and XScale PXA255
for 802.11b) also consume power during their operations.
Since the consumption by the CPU for operating the
high-bandwidth radio such as 802.11b can be consider-
able [24], we incorporate the power consumption of the
CPU in the power ratings presented in the table. Fur-
ther, we consider 10% duty cycling in the calculation of
the sleep power for both the radios. Here, we adopt the
value of duty cycle to be 10% (or equivalently 0.1), as
such value has frequently been adopted for wireless sensor
networks [57]–[60]. Besides, we do not choose a lower value
for duty cycle to better support high-data-rate transmission,
which is our focus in this paper. Besides, our consideration
of duty cycling leads to taking a weighted sum of original
sleep-mode power and idle-mode power as the sleep power
in operation. Here, we consider 0.9 × Psleep + 0.1 × Pidle
as the sleep power in our study adopting 10% duty cycling,
where Psleep is the original sleep-mode power and Pidle is the
original idle-mode power.

TABLE 1. Power consumption in different modes, transmission ranges,
and bandwidths for 802.15.4 and 802.11b radios.

Table 1 shows that the transmission, reception, and sleep
power of 802.11b are higher than that of 802.15.4 by about
32, 26, and 64 times accordingly. However, the transmission
range and bandwidth of 802.11b are higher than that of
802.15.4 by about 6 and 44 times respectively. Therefore,
802.15.4 provides its low power consumption at the expense
of a reduced transmission range and small bandwidth. As a
consequence, 802.15.4 requires a deployment of more nodes
to cover the same area and more transmission time to transmit
the same amount of data in comparison to 802.11b. Both of
these requirements incur increased energy consumption for
802.15.4. Therefore, the trade-off in deployments of 802.15.4
and 802.11b for optimized energy-efficiency is not obvi-
ous. To understand this trade-off, we perform a rigorous
experimental analysis to compare the energy efficiencies of
802.15.4 and 802.11b. We perform our experiments using
ns-2 [61] simulations in different network topologies.

B. SIMULATION SETTINGS
We simulate linear and random topologies to gain the insight
of energy efficiencies of 802.15.4 and 802.11. In the case
of 802.11, we use system attributes pertinent for 802.11b.
However, as we mainly focus on the transmission efficiency
of 802.11, from now on, we refer to the 802.11b using 802.11
and omit the specific protocol.
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In ns-2, the MAC layers associated with 802.15.4 [62]
and 802.11 are different. Here, the MAC layer of 802.11
utilizes the notion of RTS and CTS supplementing
CSMA/CA, whereas the MAC layer of 802.15.4 omits the
notion of RTS and CTS. In the case of 802.15.4, we utilize
unslotted CSMA/CA in theMAC layer having default param-
eters as utilized in the development of 802.15.4 in ns-2
(presented in [62]). We adopt the unslotted CSMA/CA due
to its low operational overhead [63]. Now, considering the
variation in the MAC layer operations, we also simulate the
combination of 802.15.4 radio along with the MAC layer
associated with 802.11 to make a fare comparison between
the two radios irrespective the operations of the MAC layers.
We term this combination as the ‘‘802.15.4+RTS/CTS.’’
We utilize the measurements presented in Table 1 along

with the radio startup power in our simulation. In the sim-
ulation, we utilize an updated energy module of ns-2 [64]
to compute energy consumption of sensor nodes while oper-
ating with duty cycling. Besides, we consider an applica-
tion payload of 64 bytes in each packet transmitted from a
sender node. Here, we adopt the Two-Ray Ground Reflection
model [65] as the wave propagationmodel in the transmission
of the packets. In addition, we use a drop-tail, priority queue
having a capacity of 50 packets in each node for buffering
the packets intended for transmission. Finally, we use UDP
as the transport layer protocol and DSDV [66] as the routing
protocol to enable transmissions over loop-free, minimum-
hop paths. It is worth mentioning that we have utilized
UDP and DSDV in our simulation due to the availability
of their corresponding modules in ns-2. Other protocols,
which are more common in the case of wireless sensor
networks [36], [67], could be used in this regard. Nonetheless,
we argue that simulation with any of these protocols will
eventually lead to similar relative results for different radio
alternatives in our study, as our study mainly focuses on
the radio capabilities rather exploiting the efficiency of the
higher-layer protocols.

C. ANALYSIS IN THE LINEAR TOPOLOGY
We start our analysis in a simple linear topology. We use one
source-destination pair placed at two ends of the topology to
evaluate the performance of 802.15.4 and 802.11. We sepa-
rately vary the distance between the source-destination pair
and the data rate at the source node. The motivation behind
varying the distance is to study the impact of deploying an
increased number of nodes with 802.15.4 than with 802.11
to cover increasingly large distances. The reasons behind the
impact are twofold. First, the increased number of nodes with
802.15.4 increases the total energy consumption. In addition,
it also increases the number of hops, which decreases the
network throughput. On the other hand, we vary the data
rate to reveal the phenomena that occur when the data rate
exceeds the capacity of 802.15.4 while remaining within that
of 802.11.

First, we vary the distance between the source-destination
pair from 60m to 150m. We place the nodes with 802.15.4

30m apart from the adjacent nodes to cover the varying
distance. Therefore, an increase in distance by 30m implies
an increase in the number of hops by 1 when using 802.15.4.
On the other hand, we place only two nodes with 802.11 to
cover up to 150m distance in between them. In both cases,
we consider that the source node transmits at the rate of
1000 packets per second (pps) to the destination node.
It is worth mentioning that we do not consider any denser

deployment with 802.15.4, as such denser deployment would
result in worse network performance in presence of high-data-
rate transmission. For example, we simulate the case with
60m distance between the source-destination pair consider-
ing two denser deployments by setting the distance between
two adjacent nodes to 20m and 15m respectively. In both
the cases, network throughput decreases and total energy
consumption increases compared to that we get with 30m
distance between two adjacent nodes. Consequently, we find
2 times and 5237 times increased average energy per bit in
these two settings respectively compared to that we get with
30m distance. Here, the menacing increase of 5237 times in
the case of 15m distance is due to ending up with a very small
network throughput. This outcome contradicts the intuitive
increasing change [68] on throughput with a decrease in the
distance between two adjacent nodes. This contradiction hap-
pens in our simulation due to high rate in data transmission.
Such high-data-rate transmission significantly increases the
extent of interference in a denser topology due to having a
larger number of transmitting nodes within the interference
rage of a node.
In addition, note that we perform our simulation up to

the distance of 150m between the source-destination pair.
We have not presented results beyond that distance as such
increase significantly decreases network throughput over
the settings with 802.15.4. Here, the network throughput
completely diminishes in case of 210m and 240m distances
over the networks with 802.15.4 and 802.15.4+RTS/CTS
respectively.
Now, we present our simulation results. Fig. 1 shows the

impact of variation in the distance between the source and
destination nodes. Fig. 1a depicts that after a certain distance
(90m), using 802.11 consumes less average energy per trans-
mitted bit than using 802.15.4 and using 802.15.4+RTS/CTS.
This occurs due to the decrease in throughput (Fig. 1b) and
increase in total energy consumption (Fig. 1c) in the later
two cases, whereas both the throughput and total energy
consumption remain the same for 802.11 in response to the
increase in the distance. Here, the decrease in throughput
results from the decrease in packet delivery ratio due to an
increase in the number of hops, which we depict in Fig. 1d.
Further, using 802.11 exhibits significantly smaller end-to-
end delay (Fig. 1e) due to its single-hop and high-bandwidth
transmission.
Second, we place the source and destination nodes at a

distance of 120m apart to analyze the impact of variation
in data rates. The results, shown in Fig. 2a, suggest that
using 802.11 consumes less average energy per bit than both
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FIGURE 1. Impact of variation in end-to-end distance. (a) Average energy per bit. (b) Total network throughput. (c) Total energy
consumption. (d) Delivery ratio. (e) Average end-to-end delay.

using 802.15.4 and using 802.15.4+RTS/CTS after a certain
data rate (400 pps). This occurs due to the faster increase
in throughput than that in total energy consumption in the
case of 802.11, whereas both throughput and total energy
consumption remain at almost constant values for 802.15.4
in response to the increase in the data rate. Fig. 2b and Fig. 2c
show the trends in throughput and total energy consumption
respectively. Here, the fast increasing trend in throughput
of 802.11 results from the fast increasing phenomena in its
packet delivery ratio, which we depict in Fig. 2d. Besides,
similar to the case of variation in distance, 802.11 again
exhibits significantly smaller end-to-end delay (Fig. 2e) for
all the data rates due to its single-hop and high-bandwidth
transmission.

In Fig. 1 and Fig. 2, 802.15.4+RTS/CTS exhibits a bit fluc-
tuating performance with the increases in distance and data
rate due to varying impact of the hidden stations. However,
even with the fluctuation, it performs worse than 802.15.4
in most of the cases due to the overhead involved with
RTS/CTS.

Besides, it is worth mentioning that we attempt to show
the difference in the capabilities of two radios, 802.15.4
and 802.11, even under similar MAC in Fig. 1 and Fig. 2.
Here, the bottleneck in the case of worse performance with
802.15.4 is the shorter transmission range and low bandwidth
of 802.15.4 rather the operation of any higher layer such as
the corresponding MAC layer. This becomes evident through
analyzing the performance of 802.15.4 with two different
variants of MAC. Here, even in the presence of CSMAMAC
excluding RTS/CTS, which is the more suitable option for
802.15.4 [62], the performance with 802.15.4 is significantly
worse compared to that of 802.11. Consequently, we argue
that our motivation, based on the results presented in this
section, holds irrespective of utilizing different variants of
higher layers (such as MAC) with 802.15.4.

D. ANALYSIS IN THE RANDOM TOPOLOGY
To gain further insight into the impact of the long
transmission range of 802.11, we perform simulation in a
random topology. We simulate several random topologies
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FIGURE 2. Impact of variation in data transmission rate. (a) Average energy per bit. (b) Total network throughput. (c) Total
energy consumption. (d) Delivery ratio. (e) Average end-to-end delay.

FIGURE 3. Example scenarios of random node placement over a coverage area of 150 × 150m2 having a cornered
base station. (a) Random placement of 25 nodes. (b) Random placement of 4 nodes.

over a coverage area of 150 × 150m2 having a base sta-
tion at (150m, 150m), i.e., at a corner of the coverage
area. Here, we compare four different deployment scenarios.
In the first two scenarios, we randomly place 25 nodes with
802.15.4 and 802.15.4+RTS/CTS, respectively, over the cov-
erage area in two separate settings. In the last two scenarios,

we place 25 and 4 nodes with 802.11 in two other sepa-
rate settings, respectively, to analyze the impact of high and
low density 802.11 deployments accordingly. The average
number of neighbor nodes is 3 in the settings with 802.15.4,
802.15.4+RTS/CTS, and low density 802.11, and 24 for the
setting with high density 802.11. Fig. 3 shows two examples
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FIGURE 4. Performance comparison in random topologies over an area of 150 × 150m2. (a) Average energy consumption per bit.
(b) Total network throughput. (c) Total energy consumption. (d) Delivery ratio. (e) Number of sent packets. (f) Average end-to-end
delay.

of random node placement with 25 (Fig. 3a) and 4 (Fig. 3b)
nodes.

In all cases with random node placement, we enable simul-
taneous data transmissions from all nodes toward the base
station at two different data rates, 200 pps and 500 pps, to
ensure that the trend in the simulation results is independent
of the changes in data rates. With these network settings, we
take the average of five simulation runs and present the results
in Fig. 4.

Using 802.15.4 and using 802.15.4+RTS/CTS exhibit
similar values in average energy per bit, total network

throughput, and total energy consumption. However, the end-
to-end delay using 802.15.4+RTS/CTS is higher than that of
using 802.15.4 due to the overhead of RTS/CTS. Therefore,
from now on we focus on 802.15.4, eliminating the notion of
RTS/CTS with it.
On the other hand, 802.11 radio exhibits significantly

varying performance for different densities in the random
topology. Irrespective of the variation in density, using
802.11 always exhibits higher throughput (Fig. 4b) than that
using 802.15.4 due to the higher bandwidth of 802.11 in
comparison to 802.15.4. The phenomenon of this higher
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throughput results from a combined effect of packet deliv-
ery ratio (Fig. 4d) and number of sent packets (Fig. 4e).
Either of these two outcomes is significantly higher in the
case of 802.11. Consequently, their product, i.e., throughput,
becomes higher in this case compared to that using 802.15.4.

Nevertheless, we achieve lower network throughput in the
high density 802.11 setting than in the low density setting.
This results from the high extent of interference with 802.11.
The reason behind the high extent is the longer transmission
range of 802.11, which eventually results in a larger interfer-
ence region. The larger interference region shows significant
impact even though we use RTS/CTS.

In the presence of the larger interference region, RTS/CTS
itself becomes highly prone to interference.We get an essence
of this phenomena by analyzing Fig. 4e. Here, the high den-
sity setting sends 6.27 times the packets compared to low
density setting. However, the increase in the number of nodes
is 4.25 times, and all nodes transmit data at the same speed.
Moreover, for both the settings, each node is within inter-
ference regions of all other nodes and thus should observe
RTS/CTS from other nodes in a similar way. Therefore, the
expected increase in the number of sent packets should not
exceed 4.25 times. Here, the unexpected increase, i.e., the
increase by 6.27 times going beyond 4.25 times, arises from
significant losses of RTS/CTS itself due to interference.

Further, the high density setting consumes significantly
higher total energy than that in the low density setting
(Fig. 4c) due to the sleep energy consumption by 802.11while
being in a blackout period. The combined impact of higher
total energy consumption and lower throughput explain the
high average energy per bit in the case of a high density setting
(Fig. 4a). Besides, the waiting time in the high density setting
results in a significant increase in end-to-end delay (Fig. 4f).

We analyze the results of random topologies over an area
of 150 × 150m2 (Fig. 4) in depth to highlight the severe
consequence of deploying 802.11 in a high density manner.
To further investigate the consequence, in addition to ana-
lyzing the capability of 802.15.4, we have also simulated
random topologies over an area of 250×250m2. Fig. 5 shows

FIGURE 5. Average energy consumption per bit in random topologies
over an area of 250 × 250m2.

average energy consumption per bit in this case. Here, similar
to the earlier case, we find the lowest values of energy con-
sumption while using low density 802.11. Besides, this figure
reveals that the performance of 802.15.4 gets worse over the
larger area of 250 × 250m2. This happens as the distance
between source and destination nodes increases in random
topologies over the larger area. Consequently, following the
finding of Fig. 1a, i.e., energy consumption per bit increases
in case of 802.15.4 with higher values of distance between
source and destination nodes, using 802.15.4 results in higher
values of energy per bit compared to the previous case over
150× 150m2.
To further validate this finding of getting worse perfor-

mance using 802.15.4 over larger coverage area, we perform
similar simulation over an area of 400 × 400m2. Here, we
separately deploy 100 nodes each having one 802.15.4 and
4 nodes each having one 802.11. We increase the number
of nodes each having 802.15.4 from 25 to 100 considering
the smaller transmission range of the radio. Our simulation
results over an area of 400 × 400m2 demonstrate that using
802.15.4 exhibits 113 times average energy consumption per
transmitted bit compared to that found using 802.11. In the
earlier case over 250 × 250m2 area, we have found that
using 802.15.4 exhibits 19 times average energy consumption
per transmitted bit compared to that found using 802.11.
Nonetheless, in the first case (over 150 × 150m2 area), the
same ratio was only 2, i.e., only 2 times average energy
consumption per transmitted bit using 802.15.4 compared to
that found using 802.11. These results clearly indicate that
using 802.15.4 exhibits significantly worse performance over
larger coverage areas in case of high-data-rate transmission.
This finding reveals incompetence of state-of-the-art network
architecture for high-data-rate wireless sensor networks hav-
ing larger coverage areas. Consequently, this finding points
out the significance of using Backpacking architecture with
no other alternative for high-data-rate wireless sensor net-
works having larger coverage areas.
It is worth mentioning that in both the latter cases, i.e., over

an area of 250 × 250m2 and over an area of 400 × 400m2,
we experience multi-hop data transmissions over 802.11.1

To clarify the multi-hop data transmission, note that the diag-
onals of the areas are 354m and 566m respectively. Both
of these diagonals are greater than the transmission range
of 802.11, i.e., 250m, which enforces the multi-hop trans-
mission. Consequently, we can state that findings from our
simulation results cover impacts of multi-hop transmissions
over both the radios.
Finally, note that the high-density deployments of 802.11

in all the cases also investigate the scenario of deploying
802.11 at each sensor node in place of 802.15.4, i.e., com-
plete replacement of 802.15.4 by 802.11 at each sensor node.
All such cases exhibit higher average energy consumption per

1Such multi-hop transmissions over 802.11 were absent in the first case
while simulating over 150× 150m2 area, as the diagonal of this area (212m)
is less than the transmission range of 802.11 (250m).
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bit compared to that in low-density deployment of 802.11.
Therefore, the results suggest that complete replacement of
802.15.4 by 802.11, or inclusion of 802.11 at each sensor
node, is not the most energy-efficient solution.

E. SUMMARY OF FINDINGS
We summarize four key findings obtained from our simula-
tion study over the deployments, having different radios in
linear and random topologies as follows:

1) Using 802.15.4 consumes higher average energy per bit
than using 802.11 above a certain distance between the
source and destination sensor nodes of a flow.

2) Using 802.15.4 consumes higher average energy per
transmitted bit than using 802.11 above a certain data
transmission rate.

3) The high density deployment of 802.11 nullifies the
energy efficiency that is achieved due to its high band-
width.

4) Using 802.11 achieves significantly low average end-
to-end delay in low density deployment due to the
exploitation of its higher bandwidth and low waiting
time as well.

Based on these findings, we design an architecture that
makes use of both types of radio in wireless sensor networks.

IV. DESIGN OF AN ENERGY-EFFICIENT ARCHITECTURE
In this section, we propose a hybrid energy-efficient archi-
tecture for high-data-rate sensor networks. The architecture
utilizes both 802.15.4 and 802.11 radios to exploit all of the
key findings revealed in the previous section.

A. ARCHITECTURE
In the proposed architecture, we consider two types of sensor
nodes, originator and accumulator. An originator node only
performs sensing tasks. It is equipped with one 802.15.4 to
transmit the sensed data over it. However, an accumulator
node utilizes an 802.15.4 and an 802.11. It accumulates
sensed data from other originator nodes using 802.15.4 and
backpacks the accumulated sensed data towards the base
station using 802.11. Due to the notion of the backpack opera-
tion, we term our architecture as Backpacking. Fig. 6 presents

FIGURE 6. Data accumulation at the base station in our proposed
Backpacking architecture.

data accumulation at a base station through different types
of nodes using different radios in our proposed architecture.
The architecture exhibits a flavor of being hierarchical. Note
that the accumulator nodes may perform data aggregation
before backpacking accumulated data towards the base sta-
tion over 802.11. However, in the analysis presented in this
paper, we have not considered such aggregation. Therefore,
in our analysis, the accumulator nodes simply backpacks its
accumulated data as they are in an instantaneous manner.
An originator node transmits its sensed data to the nearest

accumulator node. We minimize the transmission distance
between an originator node and the nearest accumulator
node by imposing minimum-hop and loop-free routing over
802.15.4 to exploit the first key finding.
An accumulator node accumulates the sensed data from

some originator nodes and transmits that towards the base
station. The transmission of such accumulated sensed data
follows minimum-hop paths only over 802.11. Here, the
data accumulation enables high-data-rate transmission over
each 802.11 in the network and thus exploits the second key
finding.
Finally, to exploit the third and fourth key findings, we need

to find the optimal density of 802.11 in the network. We find
the optimal density using a cross-layer mathematical model.

B. MATHEMATICAL MODEL FOR
OPTIMAL BACKPACK DENSITY
We consider UDP at the transport layer and minimum-hop
routing at the network layer in our formulation. We further
consider transmission of RTS/CTS in the case of theMAC for
802.11 and best-effort transmission in the case of the MAC
for 802.15.4. Besides, we adopt the RSS-based Physical
Model [69] for data transmission at the physical layer.
In our work, we assume fixed transmission power for

both 802.15.4 and 802.11. There are several transmit power
control algorithms available for 802.15.4 [70], [71] and
802.11 [72], [73]. However, a recent study [74] demonstrates
that the notion of power control can adversely affect the
network throughput in presence of multi-hop data trans-
mission over mesh connectivity. Now, in our proposed net-
work architecture, we attempt to simultaneously increase
network throughput and decrease energy consumption per
transmitted bit through utilizing high-bandwidth radios in a
network experiencing multi-hop data transmission. Conse-
quently, considering the adverse impact in the case of such
multi-hop data transmission, we do not consider power con-
trol in our work.
Besides, in the case of node placement, we assume ran-

domly placed originator nodes in the network. Therefore, we
consider evenly distributed accumulator nodes such that each
802.11 can backpack the sensed data from almost the same
number of originator nodes. In the expected case, we estimate
the number as η = No

Na
, where No and Na are the numbers of

originator and accumulator nodes.
Let the average number of hops from an originator

node to an accumulator node be n̄15_4 . We can estimate
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n̄15_4 as
(2+
√
2)×
√
η + 3

6 assuming minimum-hop routing over
randomly placed originator nodes in a square network cov-
erage area where the random placement follows a uniform
distribution.

We estimate average transmission energy consumption per
second by an originator node as follows:

ξtx_o =
(Ns + Nr_15_4)× l̄p_15_4

BW15_4
× Ptx_15_4 (1)

where Ns and Nr_15_4 are the average number of transmis-
sions of self-sensed packets and relay packets at an origi-
nator node in one second. We estimate Nr_15_4 by taking
the average number of packets received from the minimum
number of hops (i.e., 1) to the maximum number of hops
(i.e., 2 × n̄15_4 − 1). Besides, l̄p_15_4 is the average number
of bits in each transmitted packet, BW15_4 is the bandwidth,
and Ptx_15_4 is the transmission power of 802.15.4.
In our estimation of the average transmission energy con-

sumption per second in Eq. 1, the first multiplicand in the
right hand side calculates average time spent in transmission
mode by an originator node within one second of its operation
and the second multiplicand gives power consumption by
the node in transmission mode. Performing similar type of
multiplications, we estimate average reception (ξrx_o) and
sleep (ξsl_o) energy consumption per second by an originator
sensor node as follows:

ξrx_o =
Nr_15_4 × l̄p_15_4

BW15_4
× Prx_15_4 (2)

ξsl_o=

(
1−

(Ns + 2× Nr_15_4)× l̄p_15_4
BW15_4

)
×Psl_15_4 (3)

where Prx_15_4 and Psl_15_4 are the reception power and sleep
power of 802.15.4. Here, we assume duty cycling for the
802.15.4 radio.We adopt the overhead of duty cycling, caused
by idle-mode power consumption, within the sleep power that
is utilized in the model. Consequently, to adopt the overhead,
we calculate the sleep power as a weighted sum of original
idle-mode and sleep-mode powers (see explanation on the
weighted sum in Section III-A). Besides, it is worth men-
tioning that we make the assumption of duty cycling, while
deploying high-bandwidth 802.11 in addition to the low-
bandwidth 802.15.4, to achieve a delicate trade-off between
minimizing power consumption in the network and max-
imizing network throughput. The objective of minimizing
power consumption is to sustain with well-known energy
constraint of wireless sensor networks, whereas the objective
of maximizing network throughput is to support high-data-
rate transmission over the network. Here, the duty cycling,
in addition to deploying low-power 802.15.4, ensures mini-
mization of power consumption through enabling the radios
to be in sleep mode. The sleep mode power consumption is
about 1

80 times and 1
40 times compared to idle mode power

consumption in the case of 802.15.4 and 802.11 respectively
(Table 1). Consequently, the notion of duty cycling can lead
to a significant reduction in the power consumption of a

wireless sensor network. On the other hand, the deployment
of high-bandwidth 802.11 ensures maximization of network
throughput through quickly carrying high-rate data utilizing
the high bandwidth.
Additionally, it is worth mentioning that we perform our

energy modeling based on packet profiling, i.e., based on the
number of transmitted and received packets. Therefore, we
adopt consistent probability models for duty cycling. More
general distribution models for duty cycling will be required
in case of considering variations in different timers such as
sleep timer, listen timer, etc. As we adopt fixed values for
these timers, we do not emphasize on more general distri-
bution models for duty cycling. Nonetheless, such general
distribution models can be found in [75]. We need to incorpo-
rate these models with our model in case we want to analyze
the impact of variations in different timers in our proposed
architecture.
Now, combining all the power components, we deduce the

average power consumption by an originator node, Po as

Po = ξtx_o + ξrx_o + ξsl_o (4)

Similarly, we can find the average power consumption by
an accumulator node, Pa as follows:

Pa = ξtx_a + ξrx_a + ξsl_a (5)

where ξtx_a, ξrx_a, and ξsl_a are transmission, reception, and
sleep energy consumption per second by an accumulator
node. Performing similar type of multiplications as done
in Eq. 1-3, we deduce each of these components as

ξtx_a =
Nr_B × l̄p_B

BWB
× Ptx_B (6)

ξrx_a =
Nr_B_B × l̄p_B

BWB
× Prx_B

+
Nr_B_15_4 × l̄p_15_4

BW15_4
× Prx_15_4 (7)

ξsl_a =

(
1−

(Nr_B + Nr_B_B)× l̄p_B
BWB

)
×Psl_B

+

(
1−

Nr_B_15_4 × l̄p_15_4
BW15_4

)
×Psl_15_4 (8)

where l̄p_B is the average number of bits in each packet
transmitted over 802.11 and BWB is the bandwidth of 802.11.
Besides, Ptx_B, Prx_B, and Psl_B are the transmission, recep-
tion, and sleep power of 802.11 respectively. In addition,
Nr_B is the number of relay packets transmitted over 802.11,
which consists of relay packets received by both 802.15.4
(Nr_B_15_4) and 802.11 (Nr_B_B). We estimate Nr_B_15_4 by
assuming reception of packets from η nodes at n̄15_4 hops
away. We estimate Nr_B_B similarly. We utilize the ratio
between the total network coverage and the transmission
coverage of 802.11 to compute the average number of hops
from an 802.11 to the base station, n̄B , which we use to
calculate Nr_B_B.
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Note that in Eq. 6, 7, and 8, we consider fixed bandwidth
for 802.11. However, 802.11 can be rate-controlled through
adopting different rate adaptation mechanisms [76]–[83].
If we would accommodate any such rate adaptation
mechanism, then we need to put corresponding mathematical
formulation of the rate achieved over 802.11 [81]–[84] in
place of BWB in the equations.
It is worth mentioning that the sleep energy of 802.11, i.e.,

the first component in the expression of ξsl_a, decreases with
an increase in the number of the relay packets. In a high-data-
rate sensor network, the number of relay packets is indeed
very high. Therefore, the sleep energy of 802.11 is confined
to a small value, indicating most of its operational period in
either transmission or reception mode. Therefore, the high
value of sleep power of 802.11 (Table 1) does not exhibit
a significant impact in our architecture. Besides, a network
typically requires a small number of 802.11 in the case of
our proposed energy-efficient architecture. We confirm this
requirement of a small number of 802.11 in the next sub-
section. The small number of 802.11 further decreases the
significance of their high sleep power.

Combining all the power components in Eq. (1-8), we
estimate the total power consumption over the network as

Ptotal = No × Po + Na × Pa (9)

Here, the first term in addition in the right hand side calculates
the energy consumed by all originator nodes and the sec-
ond term calculates the energy consumed by all accumulator
nodes in the network. In calculation of the first term, we need
to combine Eq. (1-4). Similarly, in calculation of the second
term, we need to combine Eq. (5-8).

Next, we calculate the network throughput for UDP as

Ttotal=No×Ns× l̄p×(ρ15_4 )
n̄15_4×(ρB )

n̄B×
Na
Na_cs

(10)

where l̄p is the average number of bits in the sensed data
and Na_cs is the number of accumulator nodes within the
carrier sensing region of an 802.11. Here, Na

Na_cs
indicates the

average number of simultaneously transmitting 802.11 over
the whole network. Besides, ρ15_4 and ρB are the probabilities
of successful single-hop deliveries over 802.15.4 and 802.11
respectively. We determine the probability of success (ρ)
using the probability of failure (ρ′), where we define ρ′ =
ρ′i + ρ

′
ee + ρ

′
q_drop. Here, ρ

′
i , ρ
′
ee, and ρ

′
q_drop are the prob-

abilities of transmission failure due to transmission from an
interferer, due to environmental effects, and due to drop at the
queue of a node respectively. The major component among
these values is ρ′i , which signifies transmission failures at the
MAC layer. We separately estimate ρ′i for the two radios as

ρ′i_15_4 = (π × r2tx_15_4)× d15_4 ×

(
l̄p_15_4
BW15_4

)2

(11)

ρ′i_B = (π × r2if _B − Ac)× dB ×

(
l̄p_B
BWB

)2

(12)

where rtx_15_4 is the transmission range of 802.15.4, rif _B is
the interference range of 802.11, and d denotes the density
of the corresponding radio. Besides, Ac is the common area
between the carrier sensing region of a transmitting node
and the interference region of the receiver node placed at the
average distance of one hop away from the transmitting node.
Here, we consider only the hidden stations as the interferers
in the case of 802.11 due to the use of RTS/CTS. Note
that the usage of RTS/CTS can be replaced by a different
rate adaptation mechanism pertinent for 802.11 [76]–[83],
as RTS/CTS may not be required in case of small-sized
sensed packets [85], [86]. In such a case, we need to put
corresponding mathematical formulation of the rate achieved
over 802.11 [81]–[84] in place of BWB in Eq. 6, 7, 8, and 12.
Nonetheless, in case of variable-sized sensed packets, we
need to consider the modified equations up to the threshold
above which RTS/CTS is activated and we need to consider
our formulated equations afterwards.
In both Eq. 11 and Eq. 12, the first multiplicand in the

right hand side calculates the area of interference and the
second multiplicand denotes average node density. These two
terms combined calculates average number of interferers.
Additionally, the third multiplicand in the right hand side
calculates probability of two simultaneous data transmission
attempts.
In addition to computing ρ′i , we estimate ρ′ee considering

RSS [84], [87] to emulate the Physical Model. Besides, we
introduce ρ′q_drop by considering the arrival and processing
rates at the queue as presented in [84]. Nonetheless, it is
worth mentioning that probability of packet drops due to duty
cycling will also contribute in determining the probability
of failure, i.e., ρ′. However, such probability owing to duty
cycling will be very small in case of high-data-rate transmis-
sion. As we consider only high-data-rate transmission in this
paper, we do not incorporate the probability in the calculation
of ρ′.
Finally, we estimate the average energy per bit, ζ , by taking

the ratio between Ptotal and Ttotal as follows:

ζ =
Ptotal
Ttotal

(13)

Consequently, our goal of finding the optimal density of
802.11 radio ends up with a minimization problem as

dB_opt = min
dB
(ζ ) (14)

It is worth mentioning that we focus on the notion of
average energy per bit as the performance metric throughout
the whole paper. There are some other performance metrics,
such as network lifetime, which are relevant in this regard.
However, the lifetime of a network vastly depends on the
initial energy availability that significantly differs over var-
ious architectures consisting different number of accumu-
lator nodes. On the other hand, the average energy per bit
depends only on throughput and power consumption, which
are invariant to the initial energy availability. Consequently,
we argue that the consideration of average energy per bit in
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the network is more relevant than network lifetime in the
case of our architecture consisting different types of sen-
sor nodes. Nonetheless, we also discuss the impact of our
proposed architecture on network lifetime later in this paper
(Section V).

Now, the value of ζ , found from our formulation (Eq. 13),
varies depending on the density of the accumulator node, i.e.,
the density of 802.11. It would be convenient if we could
deduce a closed form for the optimal density, i.e., dB_opt .
However, the density depends onNa, which exhibits a number
of intricate relationships in the expression of ζ . For example,
Na appears as a denominator in the expression of η, η appears
as a square-root in the expression of n̄15_4 , and n̄15_4 appears as
an exponent in the expression of Ttotal . The presence of sev-
eral such intricate relationships ofNa inhibits the deduction of
a closed form for the optimal density. Therefore, we deduce
the optimal density by analyzing the variation in ζ in response
to the change in dB (which also reveals the variation in ζ in
response to the change in Na) through numerical simulation.

C. NUMERICAL OPTIMIZATION OF DENSITY
OF THE BACKPACK RADIO
In this section, we analyze the impact of the density of 802.11,
i.e., the Backpack radio, using our mathematical model to
identify its optimal density. We consider an example scenario
with a coverage area of 250 × 250m2 having 100 originator
nodes. Each originator node transmits 50 packets per second
destined to the base station, which is located at the corner
position of (250m, 250m). Each packet contains 64 bytes
application payload.

First, we vary the number of nodes containing 802.11, from
0 to 25 over the whole coverage area, to analyze the impact of
such variation in proximity to the optimal density of 802.11.
We present the impact of such variation to focus on the phe-
nomena experienced at the low deployment density of 802.11,
which is of the utmost significance in our study. Nonetheless,
we will also present an extensive numerical analysis of the
phenomena, varying the number of nodes containing 802.11
from 0 to 100, later in this section (Fig. 8).

In our numerical analysis, we denote the number of 802.11
in 100 × 100m2 area as its density. We can get the exact
number of 802.11 from the density value through multiplying
it by 6.25 (as 250×250m2

100×100m2 = 6.25). We present our analysis
in terms of density rather than in terms of the exact number
of 802.11. We do so to make the analysis more general, as
we can utilize the density analysis presented in the paper in
similar and proportionate networks, whereas the exact num-
ber is applicable only to the networks having exactly same
configurations as we consider here. Besides, for the system
specifications of the radios in our analysis, we use similar
attributes of 802.15.4 and 802.11 as stated in Section III.

We start with analyzing the impact of variation in the
density of 802.11 over average energy consumption per trans-
mitted bit in the network. Fig. 7a shows the average energy
per bit as the density of 802.11 varies. For clarity, we omit

the large value corresponding to using zero 802.11 in the
figure, which is consistent with our earlier finding found in
Section III-D (see Fig. 5). The figure shows that the average
energy per bit decays as the density of 802.11 increases at
the beginning, and then starts to increase after reaching an
optimal density of the 802.11.
To gain insight into this phenomenon, we measure the

variation in the total network throughput and total power con-
sumption in the network. Fig. 7b shows that the total network
throughput is very low without any 802.11, which indicates
the impotency of the sole deployment of 802.15.4 to carry
sensed data to the base station. With the deployment of the
first accumulator node, i.e., the first 802.11, the total network
throughput decreases due to the high interference around the
sole accumulator node. However, deploying further 802.11
increases the total network throughput due to their parallel
and distributed data collection over the network, and their
usage of high bandwidth in the distributed data collection.
However, the rate of the throughput increase decays with the
increase in the density. Later, we will show that such a trend
over the increase in throughput indeed exists in real cases
using testbed results in Section V.
On the other hand, Fig. 7c shows that the total power

consumption in the network with no 802.11 is higher than that
with 802.11 at a few initial points. This happens due to the
large number of hops traversed over 802.15.4 to eventually
reach the base station in the absence of any 802.11. After
deploying the first 802.11, the total power consumption starts
to increase as the density of 802.11 increases. The rate of the
increase is small at a few initial points, and then starts to inten-
sify with significant margins with subsequent increases in the
density. This trend in total power consumption results from a
combined effect of power consumption by an originator node
and by an accumulator node following Eq. 9.
The power consumption of an originator node decreases

with an increase in the density of 802.11, which we depict
in Fig. 7d. The reason behind this trend is the offloading of
part of the transmission and reception tasks from the origi-
nator node through the deployment of the 802.11. Here, the
rate of decrease gradually diminishes following the law of
diminishing returns [88].
Additionally, in the case of an accumulator node, power

consumption increases at some initial points with an increase
in the density of 802.11, and then starts to gradually decrease.
Fig. 7e depicts this trend. Here, the increasing points have
three different trends over the rate of the increase. At a few
initial points, the rate is very low. This happens due to the
high extent of collision over the transmission of sensed data,
sent by originator nodes, in the presence of a few target
accumulator nodes with 802.11. Therefore, the accumulator
nodes do not have a large volume of data to relay to the
base station and thus exhibit low power consumption. After
these initial points, the extent of collision gets reduced due
to the increased number of accumulator nodes. This increase
in turn boosts transmission and sensing tasks of the accu-
mulator nodes. Consequently, the rate of increase in their
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FIGURE 7. Impact of variation in density of the Backpack radio in proximity to its optimal density. (a) Average
energy per bit. (b) Network throughput. (c) Total power consumption. (d) Power consumption by an originator
node. (e) Power consumption by an accumulator node.

power consumption also increases. After these points with
higher rates of increase, the transmission and sensing tasks
of an accumulator node again start to gradually diminish.
This happens due to a decrease in the average number of
originator nodes per accumulator node. The diminishing trend
in the rate of increase in power consumption by accumula-
tor nodes eventually leads to a negative value for the rate
of increase after a certain point (density = 3.04). There-
fore, the power consumption by accumulator nodes starts to
decrease onward. The combined effect of the power con-
sumption of an originator and of an accumulator node along
with the varying number of the accumulator nodes deter-
mines the total power consumption in the network. Here,
it is worth mentioning that the accumulator nodes consume
higher power than the originator nodes due to the presence
of 802.11.

The overall impact of total power consumption and total
network throughput results in such a trend in average energy
per bit that we can find the existence of an optimal density
of 802.11 (0.96 in Fig. 7a). We have to confine the density
of 802.11 close to the optimal point to achieve the best trade

off between the total network throughput and the total power
consumption in the network.
Up to this point, we analyze energy efficiency of Backpack-

ing close to the point of the optimal density of 802.11. Now,
we attempt to provide an extensive analysis in this regard.
In the extensive analysis, we analyze the energy efficiency
for all possible densities of 802.11. To do so, we consider
the density from 0 to 16 to mimic the number of accumulator
nodes from 0 to 100, i.e., up to the total number of originator
nodes. Fig. 8 depicts various components that are required to
analyze the energy efficiency corresponding to such variation.
In the extensive analysis, we reveal a new trend in total

network throughput that was not present in the case of the
analysis in proximity to the optimal density of 802.11. Fig. 8b
depicts the complete trend in total network throughput. Here,
the throughput increases up to a certain density of 802.11,
and then starts to decrease with a decreasing rate onward.
The initial increase is achieved by exploiting the high band-
width of 802.11. On the other hand, the subsequent decrease
in throughput occurs due to the long transmission range of
802.11. The long transmission range eventually results in
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FIGURE 8. Impact of all possible variation in the density of Backpack radio. (a) Average energy per bit. (b) Network
throughput. (c) Total power consumption. (d) Power consumption of an originator node. (e) Power consumption of
an accumulator node.

large footprints, which in turn result in a high extent of
interference even in the presence of RTS/CTS. We have
already discussed the tradeoff between these two opposing
phenomena in Section III-D.

We achieve the highest total network throughput at the
density of 4 (or equivalently 25 802.11s in the network) in
our numerical simulation. Thus, the density of 4 is the optimal
one in terms of total network throughput. Therefore, we can
also utilize our model to determine the density required for
the highest throughput.

In our extensive analysis, we can find two different trends
in the power consumption of an originator node and of an
accumulator node. Fig. 8d and Fig. 8e depict these two trends
respectively. Here, these trends are similar to the trends that
are already described in the analysis in proximity to the
optimal density of 802.11. The combined effect of these two
trends results in a near-linear increasing phenomena in total
power consumption in the network, with an increase in the
density of 802.11.

In addition to the trend in total power consumption, we also
present a breakdown of the power consumption of 802.15.4
and of 802.11 in the network. Here, we present the breakdown

in three cases: with no 802.11, with an optimal number of
802.11, and with 802.11 in all sensor nodes. Fig. 9 depicts
the breakdown. This figure reveals that power consumption
of 802.15.4 is significantly reduced at the optimal density of
802.11 so that the high power consumption of 802.11 can be
compensated by the reduction.

FIGURE 9. Breakdown of total power consumption in the network.
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Note that the individual power consumption of 802.11 is
significantly higher than that of 802.15.4 even at the optimal
number of 802.11 as shown in Fig. 9. Therefore, the initial
energy of accumulator nodes containing 802.11 needs to be
high compared to that of originator nodes containing only
802.15.4. However, the number of such high-power nodes
in the network is small at the optimal deployment density.
Consequently, we need to supply high amount of energy to
only a small number of nodes in our proposed architecture.
Note that even in case of failure of the high-power nodes due
to energy depletion or any other reasons such as hardware
failure, the whole network turns back to a classical wireless
sensor network consisting only 802.15.4, and thus continue its
operation over only 802.15.4. If the network is unable to con-
tinue its operation in the classical topology and demands exis-
tences of the accumulator nodes (see Case 1 in Section VII),
then we need to analyze the impact of failure of accumulator
nodes in a more sophisticated manner through analyzing
the network-level reliability of our proposed network archi-
tecture. Such an analysis [89] is beyond the scope of this
paper.

Now, the trends in total power consumption and in total
network throughput simultaneously control average energy
consumption per transmitted bit in the network. Up to the
optimal density for total network throughput, the trend in
average energy per bit follows the analysis, which we have
already presented. After this point, average energy per bit
starts to increase with an increasing rate as the total network
throughput starts to decrease from this point. Here, we can
find the highest average energy per bit in the case of the high-
est density of 802.11. This scenario is somewhat similar to the
complete replacement of 802.15.4 by 802.11. Therefore, this
result again reveals that a complete replacement of 802.15.4
by a high-bandwidth radio, 802.11 in our case, will not be an
energy-efficient solution. We have also revealed the similar
finding in Section III-D.

It is worth mentioning that we consider random placements
of originator nodes containing only 802.15.4 and uniform
placements of accumulator nodes containing both 802.11
and 802.15.4 in our analysis presented in this paper. In case
of non-uniform placements of accumulator nodes, their
deployment should be carefully planned for optimizing the
performance of the network. For example, in case of clus-
tered originator node deployment around several hotspots,
the deployment of accumulator node should also follow the
hotspots distribution. Determining such deployment of accu-
mulator node for optimizing network performance is known
to be NP-hard [90], [91] and several heuristic-based mecha-
nisms [90]–[93] are available in the literature for similar node
deployment problems. Nonetheless, optimizing deployment
of the originator nodes is also a complex problem, which
depends on multiple parameters [94] such as routing, power
management, locationmanagement, etc. Few research studies
in the literature have investigated similar node deployment
problems [95]. In case of such optimization in the deploy-
ment of originator nodes, we also need to carefully plan

deployment of accumulator nodes after performing the opti-
mization in our proposed architecture.
Up to this point, we present numerical outcomes from our

formulated mathematical model. Next, we validate the out-
come of our model through experiments over a real testbed.
The outcomes of the experiments also evaluate the efficacy of
our proposed network architecture. We present the validation
and the evaluation in the next section.

V. TESTBED EVALUATION
In this section, we evaluate the efficacy of the proposed
hybrid architecture on a wireless sensor network testbed.
In our evaluation, we also validate the optimal density of
802.11 derived in the previous section. Before presenting the
evaluation results, we briefly describe the testbed settings.

A. TESTBED SETTINGS
We arrange a testbed consisting of twenty randomly placed
originator nodes.2 We use TelosB motes [2] as the origina-
tor nodes each equipped with a 250Kbps 802.15.4 radio in
our testbed experiment. We program the TelosB motes to
a low transmission power level using TinyOS 2.x [97] to
impose multi-hop transmission during the experiment. Each
originator node transmits 25 UDP packets per second, each
consisting of 28 bytes of application payload. These nodes
continue transmission for 30 seconds after an initial delay of
105 seconds. We utilize the initial delay to let the originator
nodes develop stable routing path information.
In our experiment, we utilize a Beagleboard [98] to build

a dual-radio accumulator node. A Beagleboard consists of
a 3.1′′ × 3′′ PCB. The board contains a 1 GHz Cortex A8
DM3730CBP processor [99]. The processor has 800 MHz
DSP speed and 200MHz SGX speed. The board also contains
a 200 MHz MDDR SDRAM having a capacity of 512 MB as
its memory. The processor and memory are connected using
a technique called Package on Package (POP) that exhibits a
compact way to mount the memory on top of the processor
to reduce the size of the unit. The small size, along with
high-speed processor and memory having a considerably low
power consumption, presents the suitability of a Beagleboard
as a pragmatic choice for the dual-radio accumulator node in
wireless sensor networks.
Now, the Beagleboard does not have any radio connected

to it. Therefore, we externally connect a TelosB mote and
a Trendnet Dongle [100] to it through USB ports. Here,
we utilize the 802.15.4 radio of the TelosB mote and the
802.11 radio of the Dongle in our experiment. During the
experiment, we set the channels of 802.15.4 and 802.11 radios
to two non-interfering channels. A Beagleboard along with
these two external radios serves as an accumulator node in
the testbed. We provide a snapshot of this accumulator node
in Fig. 10. This figure shows both a board view (Fig. 10a) and
a cached view (Fig. 10b) of an accumulator node.

2Similar small-scale testbeds already exist [96] for performance evaluation
of wireless sensor networks.
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FIGURE 10. A custom-assembled accumulator node used in testbed evaluation. (a) Board view. (b) Cached view.

In our testbed, we randomly place the originator nodes.
However, we uniformly place the accumulator nodes so that
they backpack the sensed data of about the same number of
originator nodes. We utilize the power ratings presented in
Table 1 along with the radio startup power to calculate the
energy consumption of all the nodes in the testbed. Here, it is
worth mentioning that the consideration of duty cycles in the
ratings (Section III-A) emulates the LPL [101] of TinyOS.

We adopt a dynamic, table-driven routing mechanism for
transmission over both 802.15.4 and 802.11 in our experi-
ment. Themechanism resembles the loop-free, minimum-hop
routing considered in Section IV-A. In our testbed, each node
periodically transmits routing control packets at an interval
of 5s indicating its minimum-hop distance to the base station.
These periodic control messages help to update the entries of
the routing table in each sensor node.

We consider the number of hops to the base station3 as
the primary routing metric and the number of successors
as the secondary routing metric to update the entries in the
routing table. The entries in a routing table maintain soft
states, i.e., each table entry expires after a certain interval
(20s in our experiment). The soft states ensure freshness of
the routing table entries. However, due to the maintenance of
the soft states, a node may not have any routing information
for a period of time due to the intermediate drops of control
packets. In such situations, we impose broadcasting of sensed
data.

We utilize our mathematical model to compute the optimal
number of 802.11 in our testbed setting. The model indicates
the optimal number as 2 following Eq. 14. Therefore, we
perform our experiment in five different settings: with no
802.11 and with 1 ∼ 4 802.11s. We present a snapshot of
the testbed setting having 2 802.11s in Fig. 11.

B. EXPERIMENTAL RESULTS
We start our experimental evaluation by focusing on two met-
rics: total network throughput and total power consumption.
The comparisons over these twometrics eventually lead to the

3The actual values of the number of hops vary from 1 to 5 over different
settings. Besides, average values of the number of hops remain within the
range of [2, 3] in all settings.

FIGURE 11. Testbed setting.

evaluation of average energy consumption per transmitted bit.
We count the total number of transmitted and received bits
at each sensor node and then calculate its total power con-
sumption considering the bandwidth of its radio along with
the power measurements in different operational modes of
the radio. Besides, we consider duty cycling for 802.11 in our
calculation. The 802.11s in our testbed only directly transmit
data, which is accumulated by the 802.15.4 of corresponding
accumulator nodes, towards the base station. Here, the base
station always remains active for data reception. Therefore,
the duty cycling of 802.11s of the accumulator nodes4 will
only influence their power consumptions, exhibiting no influ-
ence on network throughput. Consequently, the consideration
of duty cycling in the calculation of the power consumption
of 802.11s does not result any deviation from reality in the
calculation of network throughput.
Exploitation of 802.11 boosts the total network throughput

(Fig. 12a) over the testbed. This increase results from the
high number of packets received at the base station. Fig. 13
depicts the phenomena of receiving a high number of packets

4We can use batteries to power accumulator nodes having 802.11, as recent
designs of sensor modules incorporating 802.11 promises to do so [102].

VOLUME 2, 2014 1297



A. B. M. A. Al Islam et al.: Energy-Efficient Deployment of Heterogeneous Radios

FIGURE 12. Network performance in five different testbed settings. (a) Total network throughput. (b) Total power
consumption. (c) Average energy per bit. (d) End-to-end delay.

FIGURE 13. Number of received packets at the base station.

with 802.11. This figure also shows that the number gradually
intensifies with an increase in the number of deployed 802.11.
However, the rate of the intensification gradually decreases
with the increase in the number of 802.11 following the law
of diminishing return [88]. This trend eventually results in a
similar phenomena, i.e., the diminishing return, in the case of
total network throughput. Fig. 14a shows the phenomena over
the increase in total network throughput.

We achieve the increased total network throughput at the
expense of an increase in total power consumption over the
network (Fig. 12b). Here, we reveal a near-linear trend in
the increase in total power consumption. Fig. 14b depicts
the near-linear trend. The combined effect of this near-liner
increase and the diminishing increase in the case of net-
work throughput results in a similar trend in energy per
bit that we have already discussed in Section IV-C while

focusing on Fig. 7a. Fig. 12c depicts the trend in energy
consumption per transmitted bit with a variation in the
number of accumulator nodes. The trend in this figure resem-
bles the trend in Fig. 7a. Here, we achieve 29%, 44%, 35%,
and 30% decreases in energy per bit with 1, 2, 3, and 4
accumulator nodes, having 802.11, respectively compared
to no accumulator node. The extent of these improvements
reveal that 2 is indeed the optimal number of accumulator
nodes for energy efficiency in terms of energy per bit. There-
fore, the testbed results validate the outcome of our proposed
mathematical model.
Besides, we achieve decreased end-to-end delay with

802.11 due to the low end-to-end delay property of the low
density 802.11. Fig. 12d shows end-to-end delays for different
settings with 802.11. Here, we observe 26%, 61%, 47%, and
67% decreases in the end-to-end delay with 1, 2, 3, and 4
802.11s respectively in comparison to no 802.11.
Next, we analyze energy consumption of the origina-

tor nodes deployed over the testbed in Fig. 15. Here, we
utilize line graphs to present high-level views of relative
total energy consumption and relative standard deviation
in energy consumption in different settings. Here, rela-
tively higher placement of a graph pertinent for a set-
ting (for example with no Backpack radio in Fig. 15a)
indicates relatively high energy consumption in that case.
Besides, relatively higher fluctuation over a graph perti-
nent for a setting (for example with no Backpack radio
in Fig. 15a) indicates relatively high standard deviation in that
case.
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FIGURE 14. Different trends over percentage increases in total network throughput and total power consumption with a
variation in the number of Backpack radios. (a) Percentage increases in total network throughput. (b) Percentage increases in
total power consumption over the network.

In Fig. 15, we first present total energy consumption of
these nodes in Fig. 15a. Here, we find that the decreased
values of total energy consumption for most of the originator
nodes are in the settings having 802.11 radios. We analyze
the decrease in total energy consumption by focusing
on the three components of the energy consumption.
Fig. 15b, Fig. 15c, and Fig. 15d show these components,
i.e., transmission energy, reception energy, and sleep energy,
respectively.

We find that most of the nodes consume decreased trans-
mission and reception energies while deploying 802.11.
Nonetheless, such deployments consume increased sleep
energy for most of the nodes. Here, it is worth mention-
ing that the sleep energy is significantly lower compared
to both transmission and reception energy, which we have
already discussed in Section III-A (using the data presented
in Table 1). As a result, even though the sleep energy is
increased, total energy consumption of the originator nodes
achieves significantly reduced values for most of the nodes in
the case of deploying 802.11s.

Besides, Fig. 15a reveals that the total energy consumption
with 802.11 exhibits a moderate fluctuation over the reduced
values. Therefore, we find decreased standard deviation of the
energy consumption in the settings with 802.11. We show the
variations in the average and in standard deviation of energy
consumption in Fig. 16. We also summarize the extents of
the average and standard deviation in Table 2. Here, we
observe 24%, 46%, 41%, and 43% decreases in average total
energy consumption with 1, 2, 3, and 4 802.11s respectively
in comparison to no 802.11. These values are 17%, 50%,
33%, and 33% accordingly in the case of decrease in standard
deviation of the total energy consumption of these nodes.

TABLE 2. Average and standard deviation of total energy consumption of
all sensor nodes with only 802.15.4 in the testbed evaluation.

Finally, we analyze the ultimate advantage of the decreased
average and standard deviation of total energy consumption.
Here, we focus on two metrics, First Node Dies (FND) and
Half of the Nodes Die (HND), in the analysis. FND indi-
cates the time elapsed before the death of the first node and
HND indicates the time elapsed before the death of half of
the nodes in the network [103]. We consider both the metrics
for the originator nodes containing only 802.15.4. We do
not cover the accumulator nodes containing both 802.11 and
802.15.4 in this analysis, as we have assumed that these nodes
are deployed with high initial energy (Section IV-C). Due to
the higher initial energy of accumulator nodes, computing
FND and HND covering accumulator nodes would lead to an
unfair treatment to originator nodes.
We present the improvement in FND and HNDwith differ-

ent number of Backpack radios in Fig. 17.We also summarize
the extents of improvement in Table 3. The results suggest
that we can achieve 28%, 58%, 45%, and 68% increases in
FND and 35%, 104%, 86%, and 121% increases in HND
using 1, 2, 3, and 4 802.11s respectively in comparison to
no 802.11. We achieve such improvement due to the low and
evenly distributed total energy consumption of the originator
nodes.

TABLE 3. Percentages of improvement in first node dies (FND) and half of
the nodes die (HND) in comparison to no Backpack radio in the testbed
evaluation.

Note that the improvement in FND exhibits higher values
in Table 3 compared to that presented in [12] (for the set-
tings with one and two 802.11s to be more specific). This
happens as we used larger-size laptops in the experiments
presented in [12], whereas we use smaller-size Beagleboards
in the experiments presented in this paper as accumulator
nodes. The larger size of a laptop along with its top-cover
display put obstacles to the 802.15.4 of the attached TelosB
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FIGURE 15. Energy consumption by each originator node along with its three components in the testbed evaluation. (a) Total energy
consumption. (b) Transmission energy consumption. (c) Reception energy consumption. (d) Sleep energy consumption.

in corresponding accumulator node. The obstacles came into
play as we program the TelosB motes to a low transmission
power level to impose multi-hop transmission during the
experiment, which reduces transmission range of 802.15.4

limiting its ability to successfully transmit data in presence of
obstacles. The impact of obstacles became highly significant
in case of the setting with one 802.11 or with one accumu-
lator node, as several originator nodes may have to directly
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FIGURE 16. Average and standard deviation of energy consumption by
originator nodes in the testbed evaluation.

FIGURE 17. Percentages of improvement in FND and HND using different
number of Backpack radios compared to using no Backpack radio in the
testbed evaluation.

communicate with the base station for not being able to con-
nect to the only-available accumulator node due to the obsta-
cle. Consequently, we ended up with significantly smaller
values of FND with 802.11 in [12] compared to that we get in
this paper. To validate this argument, we can analyze another
direct consequence of the phenomena. The consequence is
getting significantly decreased network throughput with one
802.11 in [12]. We can validate this consequence through
comparing Fig. 12a with corresponding figure in [12].

Now, we summarize our experimental results. All the
experimental results suggest that Backpacking has the
potential to enhance energy efficiency of high-data-rate appli-
cations. Here, the potential is twofold:

1) It enhances the energy efficiency in terms of a decrease
in the energy consumption per transmitted bit over
high-data-rate sensor networks. It attains the lower
value of energy per bit by achieving significant boosts
in network throughput while increasing total power
consumption in the network in a relatively lower extent.

2) It increases both the First Node Dies and the Half
of the Nodes Die in high-data-rate sensor networks.
It achieves the extended durations by offloading orig-
inator nodes from a part of their sensing and receiving
tasks by suitable exploitation of accumulator nodes.

VI. DISCUSSION
In this paper, we mainly focus on the characteristics
of a 802.15.4 radio of a TelosB mote. We achieve the
improvement in performance by addressing the short

transmission range and low data rate of the low-sleep-
power radio. However, there are some other motes, such as
IRIS [104] and Micaz [105] with 802.15.4 having higher
transmission ranges and higher sleep power than that of a
TelosBmote. Besides, other similar alternatives are also avail-
able in this regard. Examples include ultra-wide-band (UWB)
[106]–[108], which exhibit similar transmission range and
power consumption with higher bandwidth [106] compared
to that of conventional 802.15.4. If we consider either of
these alternatives, we have to plug its characteristics into
our mathematical model to compute the optimal density of
Backpack radios. Here, a more energy-efficient alternative of
the considered 802.15.4 is expected to result in a reduction in
the Backpack density, whereas a less energy-efficient alter-
native should increase the Backpack density in our proposed
network architecture.
In addition, we focus on the 802.11b of Stargate as the

Backpack radio in this paper due to wide acceptability of Star-
gate in recent applications [20]. Nonetheless, there are also
other alternatives for theBackpack radio than 802.11b. Exam-
ples include 802.11g, 802.11n, and Bluetooth 3.0. Opposing
the case with the alternatives of 802.15.4, a more energy-
efficient alternative of the considered Backpack radio is
expected to result in an increase in the Backpack density,
whereas a less energy-efficient alternative should decrease
the Backpack density in our proposed network architecture.
On the other hand, similar to the case with the alternatives
of 802.15.4, we have to plug the associated characteristics of
these alternatives of the Backpack radio into our model. The
outcome of the model leads to achieving energy efficiency
over high-data-rate sensor networks utilizing the desired
alternative.

There are a number of pragmatic instances of high-data-
rate sensor networks, where the notion of Backpacking can
be exploited. We have already pointed out several of these
instances in Section II-A. It is worth mentioning that we
have pointed out two processes for high-rate data generation
in that section as: 1) Accumulation of data from low-data-
rate applications in a large network, and 2) From high data
rate applications itself. We can utilize our proposed archi-
tecture irrespective the variation in the process of high-rate
data generation in a sensor network. Here, the actual net-
work architecture will vary based on the process of high-rate
data generation. This happens as the corresponding network
parameters, that eventually determine the optimal number of
accumulator nodes, will be different for the networks having
two different types of high-rate data generation processes.
Further, to provide a complete picture over the applications
of Backpacking, we present a comprehensive study on the
applications in the next section.

VII. APPLICATIONS OF BACKPACKING:
AN EXTENDED VIEW
We have already mentioned in Section II-A that state-of-
the-art network architecture can not support high-data-rate
transmission in wireless sensor networks, which is our main
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FIGURE 18. Trends in utility functions of elastic and inelastic applications in response to variation in throughput.
(a) Utility function of an elastic application. (b) Utility function of an inelastic application.

focus in this paper. Now, analyzing the experimental results
in Section V, we have found that Backpacking has the poten-
tial to improve energy efficiency from two different perspec-
tives: reducing energy consumption per transmitted bit, and
increasing FND and HND. We can utilize these two perspec-
tives for supporting a number of high-data-rate applications
over wireless sensor networks. Moreover, such utilization can
even cover some applications, which are currently being sup-
ported through state-of-the-art network architecture. In the
case of such applications, Backpacking enhances network
performance exceeding that provided by the state-of-the-art
network architecture. Now, to comprehensively analyze all
the applicabilities of Backpacking, while covering our main
focus on the applications exceeding capability of the state-of-
the-art network architecture, we first illustrate a notion called
elasticity of an application.
Elasticity [109] of an application implies its service level,

in terms of its utility or goodness, in response to changing
values of throughput. We can categorize most of the sensor
network applications into two types based on their elasticities:
elastic and inelastic applications.

An elastic application presents a non-zero utility as long as
it experiences a non-zero throughput following a logarithmic
function as follows:

Ue(Te) = log(Te + 1)

where Ue is utility of the elastic application and Te
is corresponding throughput. Fig. 18a depicts the shape
of the utility function of an elastic application. On the
other hand, an inelastic application presents a non-zero
utility only after it experiences a minimum threshold
throughput (Tmin). Besides, its utility saturates after a max-
imum threshold throughput (Tmax). The utility exhibits an
‘‘S-shaped’’ growth [110] in between these two thresholds
following a sigmoid function [111] as follows:

Ui(Ti)=


0 if Ti < Tmin

1
1+e−a×(Ti−b)

if Tmin ≤ Ti ≤ Tmax
1 if Ti > Tmax

where Ui is utility of the inelastic application, Ti is the cor-
responding throughput, b is the average of Tmin and Tmax ,

and a is a parametric multiplier that controls the slope of
the sigmoid utility function. Fig. 18b depicts the shape of the
utility function of an inelastic application.
We can find different examples of elastic and inelastic

high-data-rate sensor network applications. Structural health
monitoring is a prominent example of an elastic high-data-
rate sensor network application [112]. On the other hand,
aircraft testing is a possible example of an inelastic high-data-
rate sensor network application.
In addition to the elastic and inelastic applications,

there are also some other high-data-rate applications that
impose a minimum requirement on throughput for a non-
zero utility and present a logarithmic utility for subsequent
increases in the throughput as well. These applications inherit
partial characteristics from both elastic and inelastic
applications. These applications are frequently referred to
as quasi-elastic applications [113]. Seismoacoustic volcanic
monitoring is a probable quasi-elastic high-data-rate sensor
network application.
Now, addressing the variation in elasticity, we analyze

energy efficiency of Backpacking over different types of
high-data-rate applications as follows:
• All applications: Backpacking improves two metrics,
First Node Dies and Half of the Nodes Die, over high-
data-rate sensor networks irrespective of the elasticities
of the corresponding applications. This improvement is
achieved through the deployment of accumulator nodes,
which off-loads the originator nodes resulting in maxi-
mization of their lifetimes.

• Elastic applications: Backpacking achieves low energy
consumption per transmitted bit for an elastic application
through boosting its throughput. The boost in through-
put in turn enhances the utility of the elastic applica-
tion. Therefore, the impact of Backpacking in the case of
an elastic application covers two different perspectives:
1) Energy efficiency through utility enhancement of the
application traffic and 2) Improvement of FND andHND
through the enhancement of lifetimes of most of the
sensor nodes in the network.

• Inelastic applications: Energy efficiency of Backpack-
ing, through the enhancement of throughput, vastly
depends on the two thresholds: Tmin and Tmax in the
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case of an inelastic application. Here, we can analyze the
energy efficiency in four different cases based on these
two thresholds and corresponding network throughput
pertinent for two different settings: with no Backpacking
(Tno_B) and with Backpacking (TB).
1) Case 1 (Tno_B ≤ Tmin < TB ≤ Tmax): If Tno_B lies

prior to Tmin and TB lies beyond Tmin, then Back-
packing is mandatory to be deployed to achieve
a non-zero utility from the inelastic application.
In this case, Backpacking achieves energy effi-
ciency through boosting the throughput, which in
turn improves energy consumption per transmitted
bit.

2) Case 2 (Tmin ≤ Tno_B < TB ≤ Tmax): If
both of Tno_B and TB lie in between Tmin and
Tmax , then Backpacking again achieves energy effi-
ciency through boosting the throughput. This phe-
nomena in turn improves energy consumption per
transmitted bit. Here, Backpacking achieves utility
enhancement in a way, which is somewhat similar
to the case of an elastic application.

3) Case 3 (Tmin ≤ Tno_B < Tmax ≤ TB): If Tno_B lies
in between Tmin and Tmax , and TB lies beyond Tmax ,
then we have to redefine the energy efficiency
of Backpacking. In our formulation presented in
Section IV-B, we have defined the energy effi-
ciency in terms of energy consumption per trans-
mitted bit, ζ as Ptotal

Ttotal
, where Ptotal is the total power

consumption in the network and Ttotal is the total
network throughput. Now, in our current case, we

redefine ζ as Ptotal
Tmax

. After considering the redefini-
tion, we have to determine the energy consumption
per transmitted bit to assess the energy efficiency
of Backpacking.

4) Case 4 (Tmin < Tmax ≤ Tno_B < TB): If both
Tno_B and TB lie above Tmax , then the increase in
throughput through Backpacking does not result in
any utility enhancement. Therefore, this is the only
case where the decrease in energy consumption per
bit using Backpacking does not have any pragmatic
impact.

• Quasi-elastic applications: Finally, we can analyze the
energy efficiency of Backpacking for a quasi-elastic
application in a way that is similar to the analysis for
an inelastic application. A quasi-elastic application does
not involve the notion of Tmax and thus only considers
the presence of Tmin. Therefore, we will have only two
cases, which are similar to the first two cases (Case 1
and Case 2) pertinent to the inelastic application.

In summary, Backpacking always improves First Node
Dies and Half of the Nodes Die. Besides, it always enhances
energy efficiency of an elastic application and a quasi-elastic
application through decreasing energy consumption per trans-
mitted bit. Further, it also enhances energy efficiencies of
most of the inelastic applications in a similar way.

VIII. CONCLUSION
The demand for high-data-rate transmission has become
apparent in the emerging advanced sensor network
applications. This paper aims to address the demand by
supplementing sensor networks having de facto 802.15.4
with high-bandwidth and transmission-efficient 802.11 to
backpack accumulated sensed data towards the base sta-
tion. Consequently, this paper proposes a novel multi-radio
sensor network architecture and addresses the key design
challenges of determining optimal deployment density of the
transmission-efficient radio in our proposed architecture.
In this paper, a cross-layer mathematical model has

been formulated to calculate the optimal density of the
transmission-efficient radio in the proposed network archi-
tecture. The model characterizes a delicate balance between
spatial reuse of short-range transmissions over 802.15.4 and
energy-efficiency of long-range, high-data-rate transmissions
over 802.11.
A testbed experiment has been conducted to show the

effectiveness of the proposed energy-efficient architecture
along with accuracy of the mathematical model. The exper-
imental results reveal up to 44% and 67% improvement in
average energy per bit and end-to-end delaywith the proposed
architecture in comparison to that with no transmission-
efficient radio. Moreover, the proposed architecture attempts
to evenly distribute energy consumption throughout the net-
work. This phenomena eventually results in up to 68% and
121% increases in the time elapsed before the death of the
first node and half of the nodes having only 802.15.4 in
comparison to the architecture with no transmission-efficient
radio. These results confirm that the strategic deployment
of transmission-efficient radios can support high-data-rate
sensor network applications while achieving high energy
efficiency.
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