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ABSTRACT Regenerative braking is one of the most promising and environmentally friendly technologies
used in electric and hybrid electric vehicles to improve energy efficiency and vehicle stability. This paper
presents a systematic data-driven process for detecting and diagnosing faults in the regenerative braking
system of hybrid electric vehicles. The diagnostic process involves signal processing and statistical tech-
niques for feature extraction, data reduction for implementation in memory-constrained electronic control
units, and variety of fault classification methodologies to isolate faults in the regenerative braking system.
The results demonstrate that highly accurate fault diagnosis is possible with the classificationmethodologies.
The process can be employed for fault analysis in a wide variety of systems, ranging from automobiles to
buildings to aerospace systems.

INDEX TERMS Automotive systems, distance measure, fault classification, inference, multiple fault
diagnosis, regenerative braking system.

I. INTRODUCTION
Hybrid electric vehicles (HEVs) employ regenerative braking
to improve fuel economy and vehicle stability. The primary
function of the regenerative braking system (RBS) is to
convert kinetic energy (from thewheels) into electrical energy
during braking mode and store it in batteries for later use
in propelling the vehicle [1], [2]. Typically, these systems
employ electric motors for both traction and regenerative
braking aspects and involve continuous interactions among
mechanical/electrical components and their controllers
(electronic control units, ECUs) for reliable vehicle operation
and control. Faults occurring in these systems may signif-
icantly degrade the performance and efficiency of vehicle
operation and control. Hence, it is crucial to characterize
the nominal and faulty behavior via simulation-based fault
injection experiments (also known as software-in-the-loop
experiments), and subsequently, design detection and infer-
ence methodologies for timely diagnosis of faults.

Fault diagnosis methods can be broadly classified
into three major categories, viz., physics-based mode-
ling, data-driven and knowledge-based approaches [3].

The physics-based modeling approach uses a mathematical
representation of the system. This approach employs con-
sistency checks between the sensed measurements and the
outputs of a mathematical model. The expectation is that
inconsistencies are large in the presence of malfunctions
and small in the presence of normal disturbances, noise and
modeling errors. Two main methods for generating the con-
sistency checks are based on observers [4], [5] (e.g., Kalman
filters, reduced-order unknown input observers, interacting
multiple models, particle filters) and parity relations [6]
(dynamic consistency checks among measured variables
from physical or information redundancy relations). This
approach is applicable to systems, where satisfactory physics-
based models of the system and an adequate number of
sensors to observe the state of the system are available. The
main advantage of a model-based approach is its ability
to incorporate a physical understanding of the process into
the process monitoring scheme. However, it is difficult
to apply the model-based approach to large-scale systems
because it requires detailed analytical models in order to be
effective [3], [7], [8].
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A data-driven approach is preferred when system
models are not available, but system monitoring data for
nominal and degraded conditions is available. Neural network
and statistical classification methods [9], [10] are illustra-
tive of data-driven techniques. In these cases, experimental
data from an operating system or simulated data from a
black-box simulator will be the major source of system
knowledge for diagnosis. Significant amount of data is
needed from monitored variables under nominal and faulty
scenarios for data-driven analysis [3], [7], [8].

The knowledge-based approach uses graphical models
such as dependency graphs (digraphs), Petri nets, multi-
signal (multi-functional) flow graphs, and Bayesian networks
for diagnostic knowledge representation and inference [11].
A nice feature of knowledge-based approach is that it can
embed qualitative and expert knowledge into themodel. How-
ever, acquiring, managing and maintaining knowledge is a
challenge with this approach.

The existing literature suggests that major research effort
on HEVs has been on the design and control methodolo-
gies for improved energy regeneration [12], optimal brak-
ing strategies [13] and system level control to improve
energy/fuel efficiency [14]–[16], while significantly less
attention has been given to fault analysis in HEV systems.
Song et al. [17] discussed a fault-tolerant powertrain topology
for series hybrid electric vehicles. They considered short-
switch and open-switch faults that compromise the reliable
operation of motor drive systems. Parsa and Toliyat [18]
proposed a control strategy that provides fault-tolerance to
five-phase permanent-magnet motors. It was concluded that
the system operated safely under loss of up to two phases
without any additional hardware. In [19], a simple on-board
fault diagnosis scheme based on reference frame theory is dis-
cussed to detect electric motor faults in HEVs during start-up
and idle conditions. An observer-based residual generation
method for detecting current sensor faults is presented in [20].
Jayabalan et al. [21] proposed the use of statistical moments
of higher orders to detect open-circuit and short-circuit faults
in cascaded multiple converter systems. A parity relation-
based residual generation method for fault detection and
isolation of actuators in electric vehicle is discussed in [22].

The existing fault diagnosis approaches for HEVs are
component-centric and do not explicitly consider commu-
nication aspects and system level interactions. This paper
considers hardware, software, and communication faults in
the regenerative braking system (RBS) of a HEV, and presents
a systematic data-driven methodology for detecting and
isolating faults. The faults studied include parametric and
sensor-related faults (physical system faults), software logic
faults, and network communication faults (missing messages,
too many messages, and outdated message faults). A series-
parallel drivetrain configuration [23] with regenerative
braking is considered. This configuration typically consists
of two energy sources for propelling the vehicle: (a) an
internal combustion engine and an electric generator; and
(b) an electric motor with battery as the energy storage

device [23]. At low speed/power demand, the vehicle runs
in electricity-only mode driven by the motor (series mode).
When the power demand at the wheels is higher, engine
together with the motor propels the vehicle (parallel mode).
More details about different powertrain configurations can be
found in [24].
The RBS is modeled using Powertrain System Analysis

Toolkit (PSAT), a vehicle simulation software tool [25].
Although the model is designed using PSAT software, it
is converted to run independently in MATLAB/Simulink.
This model is segregated into multiple ECUs and hardware
components to construct a realistic network of embed-
ded systems. The resulting model consists of a power-
train controller (supervisory controller making the high-level
decisions that affect the general state of the powertrain),
component controllers (ECUs), and the powertrain model
(engine, battery, motor, clutch, differential and so on).
Communication among the controllers (ECUs) occurs via a
controller area network (CAN) bus and the communication
aspects of the model are simulated using the Vector CANoe
software [26], [27]. The MATLAB/Simulink and Vector
CANoe co-simulation environment allowed us to inject faults,
evaluate the operational and faulty behavior of the system
by monitoring the residuals, and infer/diagnose the failed
components.
The fault diagnostic process for RBS primarily involves

the following steps: firstly, feature extraction/data reduction
techniques are employed to extract the most informative
features from the simulation data; secondly, trending and/or
threshold-based fault detection tests are designed to detect the
occurrence of fault(s); and finally, pattern recognition-based
classification techniques [9], [10], distance-based measures
and hidden Markov model (HMM) based inference algo-
rithms [28] are applied to isolate faults in the RBS.
The paper is organized as follows. Section II describes the

modeling of an RBS and section III presents the data-driven
fault diagnostic process to detect faults in the RBS system.
The simulation-based fault injection experiments conducted
on the RBS model and the related experimental results are
discussed in section IV. Finally, section V concludes the paper
with a summary.

II. MODELING OF REGENERATIVE BRAKING SYSTEM
The regenerative braking system with two wheel drive series-
parallel drivetrain configuration is modeled using PSAT. The
RBSmodel from PSAT is then segregated into multiple ECUs
and hardware components. The ensuing model consists of
a driver model, a component (physical system) model and
six ECUs, namely battery control unit, engine ECU, motor1
control unit, motor2 control unit, mechanical brake con-
trol unit, and powertrain controller. These individual models
in MATLAB/Simulink are converted into ‘‘dll’’ files using
MATLAB Real Time Workshop and then uploaded into the
Vector CANoe environment. The simulation setup of ECUs
and communication network of RBS is shown in Fig. 1. Com-
munication between the ECUs is carried out via signals on the
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FIGURE 1. Simulation setup of regenerative braking system in vector
CANoe environment.

TABLE 1. List of signals and messages in RBS.

CAN bus. Table 1 summarizes the list of signals/messages
being transmitted between the ECUs.

The high-level functional block diagram of the RBS model
is depicted in Fig. 2. The powertrain controller (PTC) is a
high-level controller that makes the supervisory control deci-
sions associated with the vehicle powertrain and accordingly
delivers the torque requests to the component controllers
(low-level regulatory controllers) based on the component
characteristics and its feedback. Subsequently, the low-level
controllers, such as the engine controller andmotor controller,
regulate the corresponding components in the powertrain
system. The following subsections briefly describe the func-
tionality of individual component and controller blocks in the
RBS model.

A. DRIVER MODEL
The driver model simulates the drive cycles (e.g., Urban
Dynamometer Driving Schedule (UDDS) [29]) by setting

FIGURE 2. Functional flow diagram of RBS.

accelerator and brake pedal positions to achieve the desired
vehicle speed. A simple proportional and integral (PI) con-
troller is designed to control the vehicle speed, and a suit-
able torque demand (τdmd ) is requested that is proportional
to the error between the desired and actual vehicle speed.
Subsequently, the torque demand is used to request the torque
from different powertrain components via the supervisory
control algorithm and the requested torque from different
powertrain components is regulated by control algorithms in
the ECUs.
The driver torque demand at the wheels is given by,

τdmd = τvariation + τloss_veh (1)

where τvariation is the torque demand that tracks the changes
in the speed demand and allows the vehicle to achieve the
desired speed, and τloss_veh is the torque loss due to vehicle
inertia, aerodynamic drag and road grade.
Formally,

τvariation = Kpe(t)+ Ki

∫
e(t)dt (2)

and τloss_veh = τveh_iner + τaero_drag + τroad_grade

= M
dVv
dt

Rw +
1
2
ρCdAf V 2

v Rw + CrrMgRw

(3)

where kp is the proportional gain, ki is the integral gain,
e is the error between the desired and actual vehicle speed,
M is the mass of the vehicle, Vv is the velocity of the vehicle,
Rw is the wheel radius, ρ is the air density, Cd is the aerody-
namic drag coefficient, Af is the frontal area,Crr is the rolling
friction coefficient, and g is the acceleration due to gravity.

B. POWERTRAIN CONTROLLER
The powertrain controller is the supervisory controller that
makes high-level decisions, such as engine on/off, operating
mode of the vehicle (e.g., propelling mode, regenerative brak-
ingmode), and accordingly delivers the torque requests to the
component controllers (see Fig. 2). The inputs to the pow-
ertrain controller are: driver’s torque demand, sensor signals
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FIGURE 3. Powertrain controller.

from the components, and the battery’s state-of-charge (SOC)
(Refer to Fig. 3).

PTC consists of three main sub-blocks: (i) constraints
block, which computes the physical limits for each of the
components, for instance, the maximum available torque for
the engine or the maximum propelling torque for the gen-
erator; (ii) demand block, which has control strategies for
propelling (that is, torque at the wheels is positive), shifting
(gear selection strategy), and braking (that is, torque at the
wheels is negative); and (iii) transient block, which provides
the demand signal in the event of a transient, for example,
gear shifting.

C. COMPONENT CONTROL UNITS
In the component controller, the desired torque demands from
the PTC are converted into component commands. These
commands are processed by the component blocks in the
powertrain model. The functions of each of the individual
control units are described below:

i. Engine Control Unit: Here, the desired torque from
the engine is converted into a percentage throttle
command.

ii. Mechanical Brake Control Unit: This control unit sends
braking command to the vehicle component block to
achieve the desired torque at the wheels.

iii. Motor1/Motor2 Control Unit: This control unit sends
percentage of torque requested from the maximum
allowable torque to the motor components.

iv. Battery Control Unit: In this control unit, the battery
current and temperature from the powertrain are used
by the SOC estimation algorithm to track the battery
SOC (see (8)). This SOC is employed by the powertrain
controller for engine on/off control. If the SOC is below
a certain threshold, the engine is commanded to stay on,
to sustain the battery SOC.

D. POWERTRAIN MODEL
The powertrain model consists of components that mimic
the hardware components such as the engine, the battery
and the motor. In order to achieve the requested torque, the
commands sent from the component controller are treated as
the actuator commands by the components in the powertrain
model. Each component produces an internal torque that
satisfies the demand from the controller, and this torque is
communicated to the subsequent component. Fig. 4 shows the
individual component blocks in the powertrain model (with a
series-parallel drive train configuration), including the clutch,
gearbox, and differential which forms the transmission. Each
component in the transmission, in turn, makes an internal
speed calculation, and reports the system status (e.g., engine
speed, motor current/speed) to the supervisory controller.
The mathematical modeling of the powertrain components is
briefly discussed below [25]:

1) BATTERY MODEL
A simple 0th order (i.e., resistive) battery model is used to
estimate the characteristics of the battery. The open circuit

FIGURE 4. Vehicle powertrain model with series-parallel configuration.
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FIGURE 5. Contour plot of discharge resistance as a function of
temperature and SOC.

voltage of the battery (Voc) is related to the battery terminal
voltage via,

Vbatt = Voc − Rint Ibatt (4)

where Vbatt is the effective terminal voltage of the bat-
tery, and Rint is the internal resistance of the battery. Both
Voc and Rint are modeled as functions of temperature and
SOC. Figures 5-7 show the contours of resistance and Voc as
a function of temperature and SOC. The component maps
in this paper were obtained using empirical data taken
from the PSAT database [25]. When the current is positive,
Rint is calculated from the charging map and when the current
is negative, Rint is computed from the discharging map. The
battery current is computed using the power supplied by the
battery, Pbatt (or the motor power, Pm) and Voc as follows.
From (4),

Pbatt = Pm = IbattVbatt = Vbatt
Voc − Vbatt

Rint
(5)

Solving the resulting quadratic equation for Vbatt , we obtain

Vbatt =
Voc +

√
V 2
oc − 4RintPm
2

(6)

Thus,

Ibatt =
Voc − Vbatt

Rint
=
Voc −

√
V 2
oc − 4RintPm
2Rint

(7)

Given the battery current and the temperature, the SOC can
be estimated in the battery control unit using (8),

SOC(t) = SOCinitial +
1

3600Cmax

t∫
0

ibattdt (8)

where SOCinitial is the initial SOC of the battery pack, and
Cmax is themaximum capacity in ampere-hour (varies slightly
with the battery’s internal temperature).

FIGURE 6. Contour plot of charge resistance as a function of temperature
and SOC.

FIGURE 7. Contour plot of open circuit voltage as a function of
temperature and SOC.

2) MOTOR MODEL
The electric power needed by the motor is formulated as a
function of motor output speed, ωm,out and output torque,
τm,out . The power supplied to the motor is bounded by the
maximum allowable current as in (9).

Im =
Pm
Vbatt

=
f (ωm,out , τm,out )

Vbatt
(9)

where Vbatt denotes the input DC voltage to the motor.
The output torque, τm,out is calculated from the available
torque as,

τm,out = τmot,maxmcmd . (10)

This maximum torque, τmot,max is limited both mechanically
and electrically. The mechanical torque limit is,

τmax,mech = τmot,contHindex + τmot,peak (1− Hindex). (11)

Here, τmot,cont and τmot,peak are the continuous and peak
torques, which depend on the current shaft speed. Fig. 8
shows the continuous and peak torques as a function of speed.
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FIGURE 8. Plot of continuous and peak torques of Motor.

Depending on the motor operation, the available torque
between the peak and continuous torques is fine-tuned via
heat index,Hindex , i.e., when heat index is 1 (i.e., motor is hot),
continuous torque curve is used in the torque computation.
Similarly, when the motor is at its operating temperature, the
maximum torque curve is used. The dynamics of heat index
are given by:

dHindex
dt

=
0.3

tmot,max

(∣∣∣∣ τm,outτmot,cont

∣∣∣∣− 1
)

(12)

where tmot,max is the motor time constant. The electrical
torque limit is implemented as a function of electrical power
and the motor speed, i.e., f (ωm,out ,Pm).

3) ENGINE MODEL
The engine model simulates the engine torque. It is calcu-
lated from the maximum and minimum torque curves which
are mapped as a function of speed. The torque output is
given by,

τeng,out = (1− θ )τCTT + θτWOT (13)

where θ is the normalized engine throttle from the engine
control unit, τCTT is the minimum torque curve of the engine
as a function of speed (closed-throttle torque curve), τWOT
is the maximum torque curve of the engine as a function
of speed (open-throttle torque curve). If the engine is in the
off state or at zero throttle, the torque output is zero. Fig. 9
shows the plot of maximum and minimum torque curves as a
function of speed.

4) CLUTCH MODEL
The clutch dynamics are given by,

Jcl,in
dωcl,in
dt
= τcl,in − τcl,out (14)

where τcl,in is the input torque from the engine, τcl,out is the
output torque to the transmission, and ωcl,in is the angular

FIGURE 9. Plot of maximum and minimum torque curves of engine.

velocity on the engine side of clutch. The output torque is a
function of clutch command and is given by,

τcl,out=

{
τslip_max clcmd sign(ωcl,in−ωcl,out ), if not locked
τcl,in, if locked.

(15)

Here, τslip_max is the maximum friction torque between the
clutch plates, clcmd is the normalized clutch command from
the controller (0=unlocked, 1=locked). The clutch is locked
(engaged) when the command is equal to 1 and unlocked
when the clutch is open. When the clutch is locked, the
angular velocities of the engine and transmission input shafts
are the same.

5) GEARBOX MODEL
The gearbox is modeled as a gear ratio and a loss term. The
torque supplied by the gearbox is given by,

τgb,out = gbratio(τcl,out − τgb,loss). (16)

Here, τgb,loss is a function of gearbox input torque (τgb,in,
a summation of clutch output torque and the motor1
torque), gearbox output speed (ωgb,out ) and gearbox ratio
(gbratio) i.e., f (τgb,in, ωgb,out , gbratio). The gearbox output
speed is,

ωgb,out =
ωgb,in

gbratio
. (17)

6) FINAL DRIVE MODEL
The wheel torque and gearbox speed are influenced by the
differential ratio via:

ωgb,out = ωwh fdratio (18)

τwh,in = diffratio(τgb,out − τdiff ,loss) (19)

where the final drive ratio, fdratio, and the loss term, τdiff,loss
are known constants.
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FIGURE 10. Fault detection and diagnosis process for regenerative braking system.

7) WHEEL MODEL
The angular speed of the wheel is calculated from the vehicle
linear speed using,

ωwh =
Vv
Rw

(20)

where Vv is the vehicle linear speed and Rw is the
wheel radius. The wheel torque output can be written in
terms of input torque, rolling resistance losses and brake
torque as,

τwh,out=τwh,in−τloss−τbrake=τdiff,out−τloss−τbrake. (21)

The brake torque is obtained from the maximum available
brake torque via (22) below to meet the desired brake torque
demand (normalized brake command) from the mechanical
brake control unit. The maximum available brake torque,
τmax_brake is assumed to be a constant.

τbrake = whcmd τmax_brake (22)

8) VEHICLE DYNAMICS MODEL
The vehicle longitudinal dynamics are modeled as follows:

M
dVv
dt
= Fw − Fgrade − Fdrag − Fbrake

=
τwh,out

Rw
− Fgrade − Fdrag − Fbrake (23)

where Vv and M are the velocity and mass of the vehicle,
respectively, and Fgrade is the force due to weight of the

vehicle and road grade angle, θ . Here θ is defined as the angle
of inclination between the vehicle and the ground. The Fgrade
is calculated using,

Fgrade = Mg sin θ. (24)

Here, g is the acceleration due to gravity. The aerodynamic
drag force is given by,

Fdrag =
1
2
ρCdAf V 2

v . (25)

The frictional brake force (Fbrake) is not modeled here. It is
assumed that the brakes provide the demand required by the
cycle. Appendix A summarizes the component specifications
for the series-parallel powertrain configuration.

III. FAULT DETECTION AND DIAGNOSIS PROCESS
The data-driven fault detection and diagnosis (FDD) process
for the RBS system consists of an offline training phase and an
online testing phase, as shown in Fig. 10. The process involves
three major steps: data reduction, fault detection and fault
classification.
In the off-line training phase, feature extraction/data reduc-

tion techniques are employed on the residuals (deviation of
actual measurements from the expected ones) from different
fault scenarios to extract salient features that capture the most
information from the data. Once the features are extracted,
the training of fault classifiers can be carried out in one of the
following four ways:
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(i) Use the extracted features to train fault classifiers, such
as the support vector machine (SVM) [30], and the
k-nearest neighbor (KNN) [9]; (or)

(ii) Use fault detection techniques [31], viz., trending and
thresholding to generate test results (pass/fail [P/F]
test outcomes), and use these results to train the fault
classifiers; (or)

(iii) Use the test results to learn the diagnostic matrix [11]
(D-Matrix) i.e., fault-test dependencies that can be
later used online for classifying faults using a dis-
tance metric (e.g., Hamming or Euclidean distance
measure [32]); (or)

(iv) Use the learned diagnostic matrix in a factorial hidden
Markov model (HMM) [33] based inference algorithm
to isolate the faults.

In the online testing phase, the trained fault classification
algorithms, viz., pattern classification techniques, Euclidean
distance-based metric, or an inference algorithm, are used to
classify the fault based on the extracted features (reduced
data). The following subsections describe briefly the steps
involved in the FDD process.

A. FEATURE EXTRACTION/DATA REDUCTION
Data reduction/feature extraction techniques are of signifi-
cant importance in real world applications to overcome the
problems associated with high-dimensional datasets, mainly
due to multiple modes of system operation and sensor
data collected over time [34], [35]. In Fig. 10, the feature
extraction block includes several signal processing algo-
rithms and statistical techniques, such as, multi-way partial
least squares (MPLS), multi-way principal component anal-
ysis (MPCA), discrete wavelet transform (DWT), and fast
Fourier transforms (FFT) to extract fine-grained information
for diagnosing faults. In our experiments, feature extraction
is done by applying wavelet transformation, MPLS, and sta-
tistical quantities such as time averaged or root mean square
(RMS) values of the residuals.

Wavelets have proven to be extremely useful feature extrac-
tors in recovering fine-grained mode-invariant information
from the data. They not only reduce the data size, but also
aid in capturing salient events in a signal, such as trends,
discontinuities, breakdown points, self-similarity, etc., and
this characteristic of wavelets results in the generation of a
strong feature set for classification [36]–[38].

Data-reduction techniques, such as MPCA and MPLS,
transform highly correlated data to a smaller number of rele-
vant and reduced set of transformed variables, called score
vectors. These score vectors capture a significant amount
of variation in the data. Both MPLS and MPCA techniques
can be used for fault detection. For example, in the MPLS
technique, if the distance of the score vectors is close to the
origin of the reduced feature space, then the system is in the
nominal state [39], [40]. The distance to these score vectors
from the origin can be computed via Hotelling statistic [41].
In this work, MPLS technique is primarily employed for data
reduction.

B. FAULT DETECTION
Fault detection is performed by monitoring the amount/rate
of deviation of a parameter from its nominal value (also
known as residuals). Tests such as cumulative sum (CUSUM)
test [42] and simple thresholds are used for the detection of
faults. Here, at each time instant k , the residuals of moni-
tored variables are computed within a measurement window
of size L, and the cumulative sum of squared residuals is
calculated. Let Sik be the cumulative sum of squared residual
of monitored signal i at time k , mathematically written as,

Sik =
k∑

j=k−L

r2ij (26)

where rij is the residual of the signal i at jth time instant,
and, is the difference between the actual sensor output and
nominal no-fault output. In the no-fault case, the expected
value of rij is zero, whereas in the presence of a fault, the
rij does not have zero-mean. Hence, a simple threshold test
on the cumulative sum of the squared residuals can determine
whether the system is in a faulty state or nominal state, i.e., if
Sik exceeds a threshold T then a fault is declared (see (27)).

Sik > T → fault detected

Sik ≤ T → no fault detected (27)

To detect communication faults, i.e., missing messages and
too many messages, a monitoring technique based on mes-
sage rate is employed. Since the messages from the controller
are periodic, and the periodicity is predefined, monitoring the
number of messages (message rate) that are received within a
measurement window would ascertain whether the messages
are being lost or if too many messages are being sent. If the
message rate in an interval is below a predefined nominal
threshold (Thlow) then it is determined that message loss fault
has occurred. In the same way, if the message rate in an
interval is above a predefined nominal threshold (Thhigh) then
a fault corresponding to too many messages has occurred
in the system. Here, Thlow and Thhigh are the low and high
nominal thresholds for the message rate. When the message
rate is between these two thresholds, the system is considered
to be in the nominal state.
Once a fault is detected in the system, fault classification

algorithms are then employed to accurately isolate the fault.

C. FAULT CLASSIFICATION
The fault classification is performed using the following tech-
niques (see Fig. 10):
(i) Pattern classification techniques, such as the sup-

port vector machines (SVM) and k-nearest neighbors
(KNN);

(ii) Euclidean distance measure; and/or
(iii) Inference algorithm.
The following subsections describe briefly the above men-
tioned techniques.
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1) PATTERN CLASSIFICATION TECHNIQUES
Here, support vector machine and the k-nearest neighbor are
employed for fault classification.

a: SUPPORT VECTOR MACHINE (SVM)
SVM is one of the most widely used supervised learning
algorithms for classification. Given a set of training samples
belonging to different classes, SVM finds an optimal hyper-
plane that maximizes the margin between the classes. Hence,
SVM is also known as the maximum-margin classifier. In the
case of non-linear classification, where a linear boundary is
not appropriate, a kernel function is used for mapping the
data onto a higher dimensional space. An optimal hyperplane
is then constructed in the new space. Some of the kernel
functions that are commonly used are polynomial, radial basis
functions, and hyperbolic tangent [30].

b: k-NEAREST NEIGHBOR (KNN)
KNN classifier is a simple non-parametric method that clas-
sifies test vectors based on the samples from the training data.
The classifier finds the k-nearest points to a test vector from
the training data, and the class with the maximum a posteriori
probability within those k points is declared as the most-
likely class. Normally, k is chosen as an odd number to avoid
ties [9].

2) DISTANCE MEASURE
In this method, a diagnostic matrix (D-Matrix) is generated
for all the faults in the training phase based on detection
techniques (or tests) such as thresholding, trending, or range-
checking on the features extracted from the residuals. Once
the diagnostic matrix is generated, similar tests can be applied
online in the testing phase to generate binary outcomes for
each of the tests. Subsequently, the distance between the code
generated from the test pattern and each entry of the diagnos-
tic matrix can be measured using distance metrics, such as the
Hamming distance or the Euclidean distance [32]. The test
pattern is classified as the fault that has the nearest distance
with the entry in the diagnostic matrix. Mathematically, it is
given as,

Euclidean Distance =

√√√√ n∑
i=1

(pi − qi)2

Hamming Distance =
no. of positions that are different

total number of positions

=
#(pi 6= qi)

n
(28)

where p and q are row vectors of length n.

3) INFERENCE ALGORITHM FOR FAULT DIAGNOSIS
The dynamic multiple fault diagnosis (DMFD) is a fac-
torial HMM based inference algorithm to infer the evolu-
tion of component fault states given a set of uncertain test
outcomes (pass, fail) at each epoch. Formally, the dynamic

multiple fault diagnosis problem is represented as DMFD =
{S,T ,O,D,P,A}, where S = {s1, . . . , sm} is a finite set of
components (failure sources) associated with the system. The
state of component si is denoted by xi, where xi(k) = 1
if si is faulty at epoch k; and xi(k) = 0 otherwise. The
status of all components at epoch k is denoted by x(k) =
[x1(k), x2(k), . . . , xm(k)]. Similarly, T = {t1, t2, . . . , tn} rep-
resent a finite set of available tests where tj(k) = 1 represents
that the test tj is in failed state at time epoch k; and tj(k) = 0
otherwise. Here κ = {0, 1, . . . , k, . . . ,K } is the set of dis-
cretized observation epochs. The initial state x(0) is assumed
to be known. The observations O = {o1, o2, . . . , on} are the
(pass/fail) test outcomes. For each component state, e.g., for
component si at epoch k , A = (Pai(k), Pvi(k)) denotes the
set of fault appearance probability and fault disappearance
probability defined as Pr(xi(k) = 1|xi(k − 1) = 0) and
Pr(xi(k) = 0|xi(k − 1) = 1) respectively. Also, P = (Pdij,
Pfij) represent probability of detection and probability of false
alarm associated with each test outcome j and fault class i.
This DMFD problem can be formulated as one of maxi-

mizing the a posteriori probability:

X̂K = argmax
XK

Pr(XK/OK ) (29)

where XK = [x(k)]Kk=1, O
K
= [o(k)]Kk=1,K = total number

of epochs and o(k) = [o1(k), o2(k), . . . , on(k)].
The solution is a primal-dual optimization framework that

employs Lagrangian relaxation method for decomposing the
original DMFD problem into parallel decoupled subprob-
lems, one for each fault. Each subproblem corresponds to
finding the optimal fault-state sequence, which is solved
using a binary Viterbi decoding algorithm. The subproblems
are coordinated by updating the Lagrange multipliers using a
subgradient method.
The inputs to the algorithm are test outcomes o(k) at each

sampling time k , their reliabilities, and a fault diagnostic
matrix (D-matrix, D) that represents the dependency relations
between failure modes and tests. The test outcomes could
be statistical test decisions derived from sensor data. These
test outcomes, together with the fault-dependency matrix, are
processed through a primal-dual optimization method that
exploits temporal correlations of test outcomes over time for
inference. A detailed description of DMFD algorithms may
be found in our previous work (see formulation 1 in [28]).

IV. SIMULATION-BASED FAULT INJECTION
EXPERIMENTS, RESULTS AND DISCUSSION
The RBS model described in Section II is simulated under
nominal and faulty conditions with driver profiles: Profile1
and Profile2 shown in Figures 11 and 12. The driver profiles
(drive cycles) are collected from a Chevy 2007 model year
vehicle and act as inputs to the driver block of the RBSmodel.
The list of faults that are considered for fault injection exper-
iments in the RBS is provided in Table 2. The parametric and
sensor fault scenarios are simulated as a deviation of 1001%
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FIGURE 11. Driver profile 1.

FIGURE 12. Driver profile 2.

TABLE 2. List of faults.

from their nominal values using the following equation,

Xfaulty = Xnominal(1+1). (30)

In (30), Xfaulty is the parameter value under faulty condi-
tion, Xnominal is the nominal parameter value and 1 is the
fractional change in the parameter value (fault severity). Here,
1 is chosen to be 0.1 in all the scenarios. The sensor faults
are simulated as additive biases on the sensor signals. Since
the sensor measurements are used by the supervisory con-
troller for system-level control, faults in sensors could lead
to wrong feedback information being sent to the powertrain
controller.

The network faults are simulated through Controller Area
Network Access Programming Language (CAPL) environ-
ment in the Vector CANoe software. Message loss fault is
simulated with 12% loss rate, i.e., 12% of the messages are
dropped in an interval of 1 second. The burst loss faults are
simulated in such a way that several messages are lost in a
time frame whereas in too many messages fault (‘babbling
idiot’ fault), an ECU sends repeated messages onto the bus.
In addition, the faulty data message faults are simulated as
though the ECUs transmit an outdated message (i.e., faulty
data value with respect to current time instant). The his-
tograms show the message rate for the nominal scenario
(Fig. 13). Here, Thlow and Thhigh are the low and high thresh-
olds for the message rate within which the message commu-
nication is considered to be normal. There are 25 monitored
signals, including speed, torque, current and temperature as
well as signals from the controllers (see Table 3 for the list of
monitored signals). The fault simulation data is arranged in
the form of a tensor as X ∈ RI×J×K where I , J and K are the
nominal and fault cases, measured (monitored) signals, and
time samples, respectively.

FIGURE 13. Histogram of CAN bus message rate.

TABLE 3. List of monitored signals.

The simulations are conducted for 1400 seconds (length of
the driver profile) at a sampling time of 0.1 seconds. Hence,
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there are a total of 14001 data points for each nominal and
faulty case. Consequently, the dimensionality of total data
collected from the fault simulations is 17 × 25 × 14001
for each profile (17 – nominal and faulty cases, 25 – mon-
itored signals for each fault case, and 14001 – data points).
A Gaussian measurement noise with random seed is added
to the signals with a variance of 0.6% of the squares of the
magnitude of the signals (this corresponds to a signal-to-noise
(SNR) ratio of 22.2dB).

The fault detection, data reduction and fault classification
results for different diagnostic methodologies are briefly dis-
cussed in the following subsections.

A. FAULT DETECTION
The faults in RBS system are detected via a test on sum of
squared residuals. First, the cumulative sums of the squared
residuals for the 25 monitored variables within a window
of size L are collected. Here L is chosen to be 50 samples
(5 second duration at 0.1 second sampling interval). A thresh-
old is defined and the cumulative sum of the squared resid-
ual is compared against this threshold to determine whether
the system is in a faulty state or nominal state. Fig. 14
shows the cumulative sum of the squared residuals for a
battery current sensor fault between 851 and 900 samples, i.e.,
85.1–90 seconds (viz., fifty samples in a 5 second inter-
val). Here, x-axis represents the sample number and y-axis
represents the cumulative sum of squared residuals for the
25 monitored signals. A suitable threshold on the residuals
detects the presence of fault(s), for instance, a threshold
of 500 on signal S7 indicates the presence of a fault at
t = 89.4 seconds. In this work, test on residuals is employed
only for fault detection.

FIGURE 14. Cumulative sum of squares of residuals of signals S1-S25 for
battery current sensor fault (F2).

Once a fault is detected, data reduction techniques and
classification techniques are employed to isolate the fault.

Fig. 15 shows themessage rate when the toomanymessage
fault is injected into the system. As described in Section III-B,

FIGURE 15. Message rate for too many messages fault and its fault
detection.

when the message rate is above a predefined nominal thresh-
old, the toomanymessages fault is detected. The variables are
defined to store the detection results and the fault detection
message is displayed through CAPL environment as shown
in Fig. 15.

B. DATA REDUCTION AND FAULT
CLASSIFICATION RESULTS
5 × 2 cross validation is employed in which a 2-fold
cross validation is carried out on a randomized dataset and
the process is repeated for 5 times. That is, initially, the
randomized dataset is split into two equally sized subsets
{�1, �2} and the classifier is trained and tested twice: first,
�1 is used to train the classifier and �2 to test the classifier;
then, the roles of the subsets are reversed. This procedure
is repeated five times and the results of ten tests are aver-
aged to obtain the final fault classification results [9], [10].
The final classification performance is evaluated using the
metric, classification accuracy (CA), defined as the average
percentage of faults that are correctly classified by the algo-
rithm. The following subsections discuss the performance of
the various classification methodologies 1 through 4 depicted
in Fig. 16.

1) METHOD 1
In this method, data reduction technique MPLS is first
employed on the residuals to reduce the high dimensional
data into fewer score components (717.6 MB→ 12.4 KB).
The data is reduced to 4 score vectors and the reduced
data is used for training fault classification algorithms,
SVM and KNN. Fig. 16a shows the pictorial representation of
the fault isolation process. The trained SVM model employs
a radial basis function (RBF) kernel with a standard deviation
(kernel parameter, σ ) of 0.001 and box constraint (soft margin
parameter, C) of 100, whereas the KNN algorithm employs
3-nearest neighbor rule for classification. The total number
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TABLE 4. Classification results.

FIGURE 16. Fault classification process methods 1-4.

of patterns available is 204 (34 patterns from Profiles 1 and 2
and 170 patterns by adding noise to the measured signals).
This data is divided into two equal subsets for training and
validating the classification algorithms, i.e., 50% is used
for training and the remaining 50% of the data is used for
validating the trained classification algorithms via the 5 × 2
cross validation process. Table 4 summarizes the classifica-
tion results forMethod 1 using the two classifiers. The correct
classification rate with SVM is 96% and with KNN it is 95%.
The average testing time per test pattern is also provided
in Table 4.

2) METHOD 2
In this method, Daubechies 2 (db2) wavelet techniques are
employed to extract detailed coefficients (level 6) for each
pattern of the residual matrix. These coefficients are then
reduced to 4 score vectors via MPLS and the reduced data
is used for training the classification algorithms as shown
in Fig. 16b. Here, the data is reduced from 12.36 MB
to 8.2 KB. Similar to Method 1, the data (204 patterns)
is divided into training and testing subsets for cross
validation. The classification accuracy with SVM model

(parameters – C : 100 and σ : 0.0001) is 91% whereas with
KNN (k = 3) classifier, it is 90% (see Table 4).

3) METHOD 3
In Method 3, a simple mean threshold test on the residu-
als is used as a detection technique in the training phase
to generate the diagnostic matrix (i.e., a D-matrix) for
all the faults. A snapshot of the D-matrix with 25 tests,
16 faults, and 1 nominal is provided in Appendix B. In the
testing phase, these tests are applied to generate binary codes.
Euclidean distance criterion (and Hamming distance) is
then used to measure the distance between the code gen-
erated from the test pattern and each entry of the diag-
nostic matrix. Subsequently, the test pattern is classified
as the fault that has the nearest distance with the entry in
the diagnostic matrix (Refer Fig. 16c for the process). The
classification accuracy using a 5 × 2 cross validation pro-
cess with the Euclidean distance measure criterion is 90.5%
(see Table 4).

4) METHOD 4
Here, similar to Method 3, threshold tests are applied to
generate the test outcomes. The test outcomes are input to the
DMFD inference algorithms in [28] and briefly described in
Section III-C3 to infer the component failures (see Fig. 16d
for the process). Using the D-matrix in Appendix B, the
DMFD algorithm inferred the faults with an average isolation
accuracy of 93.8% (see Table 4).
The diagnosis/classification results fromMethods 1-4 indi-

cate that all of the 16 faults can be isolated with at least
90% accuracy. The algorithms are implemented in MATLAB
and the experiments are performed on a Pentium 2.80 GHz
processor. The average time required for the simulations can
be reduced by approximately a factor of ten using the C
programming language. Although the data obtained in this
paper to validate the data-driven diagnostic process is col-
lected from a simulation model built in MATLAB/Simulink,
it is equivalent to sensor signals obtained over time from a
vehicle through telematics services in real time. It should
be noted that the fault classification problem can be solved
sequentially with a smaller window size [28]. The sample of
faults and signals considered in this paper are to test the viabil-
ity of the presented approach. It is necessary to explore more
realistic scenarios, such as different driving conditions, road
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scenarios etc., and validate the proposed approach. How-
ever, preliminary experimental results are promising. The
systematic FDD process presented in this paper featuring
fault detection, multivariate statistical data reduction and fault
classification is a generic approach for fault analysis and
can be easily applied to any real-world engineering system.
Indeed, simpler variants of this process have been applied to
a number of engineering systems [39], [40], [43].

V. CONCLUSION
In this paper, a systematic data-driven fault detection and
diagnosis approach is presented for fault diagnosis in
components, control software, and communication network
associated with an automotive regenerative braking sys-
tem. The RBS simulation model is developed using the
PSAT software. Various fault injection experiments are con-
ducted through the co-simulation of MATLAB and Vector
CANoe. We employed wavelet-based feature extraction and
MPLS-based data reduction to extract salient fault discrim-
inating information, and subsequently, different diagnosis
algorithms such as pattern recognition techniques, Euclidean
distance criteria, and inference-based algorithms are used for
classifying faults in the RBS simulation model. The approach
presented here demonstrated good diagnostic accuracy and
can be used for fault analysis in any vehicle system. It has
the potential for real-time implementation in automotive and
aerospace systems due to the significant reduction in the data
size without compromising fault classification accuracy at a
reduced computational load/time. In the future, we plan to
investigate the robustness of the FDD scheme with varying
driver profiles. In addition, we plan to predict the degradation
of RBS parameters and estimate the remaining useful life of
components.

APPENDIX

Appendix A. Component specifications of series-parallel drivetrain
configuration.

Appendix B. Snapshot of diagnostic matrix (F1: nominal, F2-F17:
faults, S1-S25: monitored signals).
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