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ABSTRACT
A linear time-varying model predictive control (LTV-MPC) method based on SE(3) is proposed, to solve
the problem of the control accuracy and energy consumption of spacecraft. First, left-invariant principle
of Lie group, Lie algebra SO(3), and other differential geometry theories are applied to extend LTV-
MPC to SE(3). Then, considering the obstacle avoidance problem of the spacecraft in space, a suitable
optimization function is selected to ensure smooth tracking of the desired working trajectory. By controlling
the incremental output with the fastest convergence rate, the controller enables effective trajectory tracking.
Finally, the effectiveness and applicability of the controller are verified by simulation experiments. These
simulations validate the controller’s ability to achieve constraint satisfaction, optimize transient processes,
and enhance control accuracy. The results provide compelling evidence of the controller’s potential for
real-world spacecraft control applications.

INDEX TERMS LTV-MPC; SE(3); Spacecraft; Obstacle avoidance; Trajectory tracking.

I. INTRODUCTION

W ITH the development of aerospace technology, space-
craft is widely used in space junk management and

formation flights [1]–[3]. However, as space missions be-
come more complex, the requirements for attitude and orbit
control accuracy of spacecraft have gradually increased [4]–
[6]. Conventional methods typically employ separate model-
ing and control techniques to address the attitude and orbital
motions of a spacecraft, thereby simplifying the complexity
of the problem [7], [8]. This method does not consider
the coupling between the spacecraft’s attitude and position,
resulting in the control accuracy and response speed of the
spacecraft struggling to meet mission requirements. In ad-
dition, considering that the spacecraft needs to avoid space
obstacles during the mission, a further increase in the control
accuracy of the spacecraft is required. Hence, it is necessary
to develop a control method with higher accuracy for attitude
and orbit integration.

In recent years, the spacecraft’s attitude and orbit inte-
gration modeling method is mainly based on Euler angles,

Rodrigues parameters, modified Rodrigues parameters and
pairwise quaternions [9]–[11]. Compared with Euler angles
and Rodrigues parameters, SE(3) provides global, concise,
and compact attitude expression without singularities. Com-
pared with pairwise quaternions, SE(3) is not characterized
by ambiguity and receding winding, which can reduce the
response speed of spacecraft control and increase energy
consumption in practical applications. In addition, SE(3)
provides a solution to the challenges of ambiguity and reces-
sion that arise when describing the attitude of a rigid body
within the integrated modeling of both attitude and orbit.
There is a lot of research on SE(3) in the spacecraft field
[12]–[14]. In reference [12], an autonomous rendezvous and
docking scheme for spacecraft is presented, which utilizes
a robust adaptive terminal sliding mode approach grounded
on SE(3) modeling. In [13], a control law for spacecraft
coupled tracking maneuvers is introduced, specifically ad-
dressing scenarios involving significant uncertainties in in-
ertial parameters and external perturbations. This control law
employs an adaptive timing terminal sliding mode method
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based on the arrival law. However, the above methods still
suffer from low control accuracy and poor robustness. In
practical applications, these methods increase the energy
consumption to satisfy the mission requirements.

Model Predictive Control (MPC) is a control strategy that
utilizes the mathematical model of a system to predict its
future behavior and make control decisions based on these
predictions [14]. Recognized for its stability and robustness,
MPC finds extensive applications in the field of control [15]–
[17]. In [15], MPC is employed to establish motion control
laws for addressing control challenges in complex, highly
articulated robotic systems. In [16], MPC is applied to ensure
the safe operation of spacecraft under extreme conditions,
contributing to the development of spacecraft control archi-
tectures. Additionally, in [17], MPC is designed to tackle fuel
consumption and performance tuning issues in spacecraft,
showcasing its versatility in addressing diverse control prob-
lems. However, in practical applications, spacecraft often
need to consider the time-varying nature of the system. To
address this issue, a Linear Time-Varying Model Predictive
Control (LTV MPC) is proposed, which proves more suitable
for situations where the system undergoes dynamic changes
compared to traditional MPC [18]. In [19], an LTV-MPC
method is designed to solve the attitude control problem of
satellites, achieving high-precision attitude control. Never-
theless, a common issue in the mentioned literature is the
reliance on traditional quaternion modeling. The more advan-
tageous SE(3) modeling method, due to restrictions imposed
by specific geometric shapes, faces challenges in integration
with MPC. In this context, Kolmanovsky et al. apply MPC
to the integration of spacecraft attitude and orbit, utilizing
the SE(3) framework to describe the system dynamics [20].
However, the linear model in this approach can only be
effectively formulated near the origin, making it challenging
to address global issues. Moreover, the method requires
solving algebraic Riccati equations, introducing significant
computational complexity limitations.

Furthermore, during spacecraft operations, obstacles such
as other spacecraft or space debris may appear along the
orbit. In such situations, to ensure a safer mission comple-
tion through effective obstacle avoidance, it is imperative to
simultaneously consider state constraints and terminal con-
straints, addressing optimal control problems on SE(3) [21]–
[23]. In [21], the obstacle avoidance problem for autonomous
spacecraft rendezvous and docking is solved based on the
Gaussian function approach to designing the obstacle avoid-
ance function. In [22], a non-linear optimization method
based on model control is proposed to solve the spacecraft
obstacle avoidance problem in the face of multiple and mov-
ing obstacles. However, the above methods still suffer from
serious non-linearity and low computational efficiency.

In summary, this paper applies LTV-MPC to SE(3) based
on the left-invariant principle of the Lie group, the Lie
algebra so(3) and other differential geometry theories. In
practical applications, it can effectively improve the control
accuracy, and response speed and optimize fuel consumption.

In addition, information about the obstacles in the spacecraft
trajectory is considered and a suitable optimization func-
tion is selected to smoothly track the desired trajectory at
the fastest convergence rate by controlling the incremental
output. The main contributions in this paper are shown as
follows:

1) Compared with reference [9]–[11], the design of a
linear time-varying model predictive control based on
SE(3) addresses the limitations of existing controllers,
such as low control accuracy and limited robustness.

2) Compared with reference [15]–[17], for reducing the
energy consumption, the linear time-varying predictive
control scheme is proposed, leading to improved over-
all efficiency.

3) Compared with reference [21]–[23], this paper consid-
ers the obstacle avoidance problem in spacecraft con-
trol and selects an appropriate optimization function
to effectively handle the nonlinear characteristic of the
problem while enhancing computational efficiency.

The subsequent sections of this paper are organized as
follows: In Section 2, the attitude orbit integration model
based on SE(3) and the LTV-MPC design method in Eu-
clidean space are presented. In Section 3, the program design
of LTV-MPC on SE(3) is explained, taking into account
space obstacles. Additionally, the feasibility and stability
proof of the algorithm is provided. In Section 4, simulation
experiments are carried out to demonstrate the effectiveness
of the proposed controller. In Section 5, a summary of the
results obtained in this paper is provided.

II. PROBLEM STATEMENTS
A. DERIVATION OF THE DYNAMIC MODEL FOR
SPACECRAFT
In this section, a detailed description of the derivation process
of the spacecraft model is proposed. To describe the con-
figuration of a spacecraft accurately, we utilize the special
Euclidean group SE(3), which is a Lie group containing the
attitude and position of the spacecraft.

SO(3) = {R ∈ R3×3|RTR = I, det[R] = 1} (1)

where R ∈ SO(3) represents the attitude of the spacecraft in
the inertial reference frame. The spacecraft‘s configurations
with respect to the inertial frame are described as follow:

g =

[
R p

01×3 1

]
(2)

where g ∈ SE(3) is used to describe the configuration of a
spacecraft. The kinematic of the spacecraft based on SE(3)
is expressed as:

ġ = gϖ̄ (3)

where ϖ ∈ R6 is the generalized velocity and can be
described as:

ϖ =

[
Ω
V

]
∈ R6 (4)
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where Ω ∈ R3, V ∈ R3 are the angular and translational
velocities in the body-fixed frame, respectively. ϖ̄ is the
generalized velocity and can be described as:

ϖ̄ =

[
Ω
V

]−
=

[
Ω̂ V

01×3 0

]
(5)

where [·]∧ : R3 → so(3) is the antisymmetric matrix
operation, Ω̂ ∈ SO(3) can be described as:

Ω̂ =

 Ω1

Ω2

Ω3

∧

=

 0 −Ω3 Ω2

Ω3 0 Ω1

−Ω2 Ω1 0

 (6)

The inverse of the hat map is defined as [·]∨ : so(3) → R3,
which is the vee map.

The dynamics equation of the spacecraft based on SE(3)
is:

Iϖ̇ = ad∗ϖIϖ + f (7)

where ad∗ϖ = (adϖ)T is the dual map of adϖ. The map
adϖ : R6 → R6 is the adjoint operator which can be
described as:

adϖ =

[
Ω̂ 03×3

V̂ Ω̂

]
∈ R6×6 (8)

I ∈ R6×6 is the inertial parameter related to the inertial
matrix

J ∈ R3×3

and the mass m ∈ R+ of the spacecraft. I is described as:

I =

[
J 03×3

03×3 mI3

]
(9)

1
2ϖ

T Iϖ = 1
2Ω

TJΩ + 1
2mV TV is designed to obtain the

kinematic energy. f ∈ R6 is the resultant generalized force.
Connecting the potential force with external disturbance, f
can be described as:

f = u+ d+ fg (10)

where u is the designed input. d ∈ R6 is the generalized
external disturbance result in model simplifications, param-
eter uncertainties and external interference. fg ∈ R6 is the
generalized potential force. Moreover, the formula (10) can
be rewritten as:

f =

[
fΩ
fV

]
u =

[
τ
F

]
d =

[
dΩ
dV

]
fg =

[
Mg

Fg

]
(11)

where fΩ ∈ R3 is the torque, fV ∈ R3 is the resultant
external force. F ∈ R3 and τ ∈ R3 are input force and input
torque, respectively. dV ∈ R3 and dΩ ∈ R3 are the force and
disturbance torque, respectively. Mg ∈ R3 and Fg ∈ R3 are
the known moment and force caused by the potential forces,
respectively.

Based on the formula (5), (8), and (10), formula (4) and
(8) can be transformed as follow:

Ṙ = RΩ̂

ṗ = RV

JΩ̇ = −Ω× J + τ + dΩ +Mg

mV̇ = −mΩ× V + F + dV + Fg

(12)

FIGURE 1. Linearization process of LTV.

B. LTV-MPC ALGORITHM ON SE(3)

The conventional MPC method is typically applicable to
explicit discrete systems in Euclidean space Rn . However,
the dynamic equations on SE(3) are implicit, making it
challenging to obtain the optimal control directly using the
MPC algorithm. To address this, we employ a method of
approximate linearization for the state trajectory.

The approach involves applying a constant control input to
the system and designing an LTV model predictive control
algorithm based on the deviation between the system’s state
trajectory and the actual state values. This allows an approx-
imate linear representation of the system. To elaborate on the
linearization process, we consider the following steps:

One advantage of this method is that it does not require
obtaining the state and control quantities of the desired
trajectory in advance. This alleviates the need for accurate
knowledge of the future trajectory and allows for a more
flexible and adaptive control method.

1) The model of LTV-MPC
ξr ∈ Γ, ur ∈ Ω are the state quantity and control quantity
of the system at a certain operating point, respectively, which
satisfy: {

ξ̂r(k + 1) = f (ξr(k), ur)

ξ̂r(0) = ξr
(13)

Using Taylor expansion at any point yields:

ξ̇ = f (ξr, ur) +
∂f

∂ξ

∣∣∣∣ ξ = ξr
u = ur

(ξ − ξr)

+
∂f

∂u

∣∣∣∣ ξ = ξr
u = ur

(u− ur)

(14)

The formula (14) can also be rewritten as:

ξ̇ = f (ξr, ur) + Jf (ξ) (ξ − ξr) + Jf (u) (u− ur) (15)

Let Jf (ξ) be the Jacobian of f with respect to ξ, while let
Jf (u) be the Jacobian of f with respect to u. Based on
the formula (14) and (15), the linearized linear time-varying
equation can be obtained:

ξ̇d = Ad(t)ξd(t) +Bd(t)ud(t) (16)
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where ξd(t) = ξ − ξr, ud(t) = u− ur, Ad(t) and Bd(t) are
Jacobian matrix.

The obtained equation of state is continuous so it cannot
be directly applied to model predictive control algorithm.
Therefore, it is necessary to discretize this equation of state.
The first-order difference quotient method is used for dis-
cretization in this paper, namely:{

Ad(k) = I + TAd(k)
Bd(k) = TBd(k)

(17)

where I denotes the principal diagonal matrix and T denotes
the sampling interval.

According to the above formula, the state space system
discretized by using linearization can be expressed as follow:

ξd(k + 1) = Ad(k)ξd(k) +Bd(k)ud(k) (18)

The model predictive controller is designed according to
the formula (18). Transforming control quantity ud(k) into
control increment ∆ud(k) yields:{

ξ̃d(k + 1 | k) = Ãk ξ̃d(k | k) + B̃k∆u(k | k)
η(k | k) = C̃k ξ̃d(k | k) (19)

where ∆u(k) = ud(k)−ud(k−1) and the coefficient matrix
can be described as follow:

A =

[
Ad Bd

0m×n Im

]
, B =

[
Bd

Im

]
, C =

[
Cd 0

]
ξ̃d(k|k) =

[
ξd(k|k)
ud(k − 1|k)

]

∆u(k) =

[
ud(k)

ud(k − 1)

] (20)

where 0m×n is null matrix with m×n. I is the identity matrix
in m dimensions. m is the dimensionality of the control
variable and n is the dimensionality of the state variable.

In order to simplify the system computational complexity,
we suppose:

Ak = Ad(k), k = 1, · · · , Np

Bk = Bd(k), k = 1, · · · , Nc

Ck = Cd(k), k = 1, · · · , Np

(21)

Suppose Np and Nc are the time-domain of prediction and
the time-domain of control, respectively. The state variable
and output in time domain system can be described as:

ξ (k +Np | k) = ANpξ(k | k) +ANp−1B∆u(k | k)
+ · · ·+ANp−Nc−1B∆u (k +Nc | k)
η (k +Np | k) = CANpξ(k | k) + CANp−1∆u(k | k)
+ · · ·+ CANp−Nc−1∆u (k +Nc | k)

(22)
To make the relationship of the overall state space system

clearer, the output of the system can be described as:

Y (k) = Ψξ̃(k | k) + Θ∆U(k) (23)

where Y (k) =


η(k + 1 | k)

. . .
η (k +Nc | k)

· · ·
η (k +Np | k)

, Ψ =


CA
· · ·

CANc

· · ·
CANp

,

∆U(t) =


∆u(k | k)

∆u(k + 1 | k)
· · ·

∆u (k +Nc | k)

,

Θ =



CB 0 0 0
CAB CB 0 0

· · · · · ·
. . . · · ·

CANc−1B CANc−2B · · · CB
CANcB CANc−1B · · · CAB

...
...

. . .
...

CANp−1B CANp−2B · · · CANp−Nc−1B


.

Hence, it becomes evident that the system’s state and out-
put variables can be computed by iteratively cycling through
the current state variables and control increments within the
predictive time domain. This cyclic iterative process enables
the realization of the prediction function within the model
predictive controller.

2) Establishment of LTV-MPC model on SE(3)

To guarantee the spacecraft’s attitude and position variables
are same, the description of the spacecraft includes its posi-
tion and velocity, which can be denoted as:

p′ =
p

pm

V ′ =
V

Vm

(24)

where p′ ∈ R3, V ′ ∈ R3 represent the normalized forms
of the vector p and V , respectively. pm, Vm ∈ R represent
the normalized parameters of initial spatial coordinates and
motion parameters error of spacecraft, respectively. Then the
formula (12) can be rewritten as:

Ṙ = RΩ∧

ṗ′ = VmRV ′

pm

Ω̇ = J−1 (−Ω× JΩ+ τ + dΩ)

V̇ ′ = −Ω×mVmV ′+F+dV

mVm

(25)

The Lie group SE(3) is a 6-dimensional nonlinear manifold
with 16 elements and 10 nonlinear constraints. Traditional
numerical integration methods, for example, Euler integra-
tion and Runge-Kutta integration, destroy the geometry of
SE(3). Therefore, the LGVI geometric integration method
is used to obtain the nonlinear dynamic equation on SE(3).
Then, formula (14) can be rewritten as:

Rk+1 = Rkfk (26)

fkJd − Jdf
T
k = h(JΩk)

∧ (27)

p′k+1 = p′k +
hVm

pm
RkV

′
k (28)
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JΩk+1 = fT
k JΩk + hτk (29)

mV ′
k+1 = fT

k mV ′
k +

h

Vm
Fk (30)

where, Jd ∈ R3×3 is defined as Jd = 1
2 tr(J)I − J .

Rk ∈ SO(3),Ωk ∈ R3 are the attitude and angular velocity
of spacecraft at time k, k = 1, 2, ..., N − 1 , respectively.
p′k ∈ R3 , V ′

k ∈ R3 are the position and translational velocity
of the spacecraft at time k . fk ∈ SO(3) is the group variable
at attitude Rk . τk ∈ R3, Fk ∈ R3 represent the input torque
and force of external input, respectively. h is the integral step.

To update the current state variable (Rk,Ωk, p
′
k, V

′
k) and

input variable (τk, Fk) , first, the equation (27) is used
to update fk; second, (26) and (29) are solved to up-
date Rk+1, Ωk+1. (28) and (30) are solved to update
p′k+1, V ′

k+1. Then, according to the designed control law
and (Rk+1,Ωk+1, p

′
k+1, V

′
k+1) to calculate input variable

(τk+1, Fk+1).
Design the state vector Xk of the discrete dynamic system,

output vector Yk and input vector Uk as:
Xk =

[
Rk p′k Ωk V ′

k

]
Yk =

[
Rk p′k Ωk V ′

k

]
Uk =

[
τk F ′

k

] (31)

where F ′
k = Fk

Vm
is the normalized control force.

3) The solution of implicit equation
This section will introduce a method to find the solution to the
implicit equation. The traditional method can only obtain the
approximate solution by numerical method. As the equation
(27) is nonlinear, make

Mk = h(JΩk)
∧ (32)

the (27) can be rewritten as:

fkJd − Jdf
T
k = Mk (33)

Then
fk = (Mk/2 + Sk) Jd

−1 (34)

We know that Sk a solution to the algebraic Riccati equation
[1]. If and only if Jd

2 + M2
k/4 is positive semi-definite,

namely:
Jd

2 +M2
k/4 ⩾ 0 (35)

4) Taylor expansion on SE(3)

According to the formula (26)-(30), the implicit discrete
dynamic equation on SE(3) is mainly obtained by Rk ∈
SO(3). Based on the reference [19], [20], the infinitesimal
variable dR ∈ TRSO(3) on R ∈ SO(3) can be described as:

dR = Rη̂ (36)

where η ∈ R3, η̂ ∈ so(3). According to the left invariant
principle of Lie groups, dR can be equivalent to η. By
invoking [19] and [20], taking the derivative of η yields:

η̇ = dΩ− Ω̂η (37)

The infinitesimal variable of ṗ′, Ω̇ and V̇ ′ can be described
by variable principle

dṗ′ =
Vm

pm
Rη̂V ′ +

Vm

pm
RdV̇ ′ (38)

dΩ̇ = J−1((JΩ)∧ − Ω̂J)dΩ+ J−1dτ (39)

dV̇ ′ = V̂ ′dΩ− Ω̂dV ′ +
1

m
dF ′ (40)

As dR can be equivalent to η, the state variable in the formula
(31) can be described as:

dX =


η
dp′

dΩ
dV ′

 ∈ R12 (41)

dY =


η
dp′

dΩ
dV ′

 ∈ R12 (42)

dU =

[
dτ
dF ′

]
∈ R6 (43)

According to the formula (37)-(40), the derivative of dẊ
with respect to time, dX can be rewritten as:

dẊ =


−Ω̂ 0 I 0

−Vm

pm
RV̂ ′ 0 0 Vm

pm
R

0 0 J−1((JΩ)
∧ − Ω̂J) 0

0 0 V̂ ′ −Ω̂

 dX

+


0
0

J−1

0

0
0
0
1
mI

 dU

(44)

where this formula is a continuous dynamic system with
the state variable dX and the input variable dU . Moreover,
this formula is a continuous dynamic system with the state
variation dX and the input variation dU . To simplify the
design and application of MPC method, formula (25) should
be transformed into the form of discrete dynamic. According
to Euler integral, (25) can be rewritten as:

dXk+1 = dXk + h(dẊ)k = A′
kdXk +B′

kdUk (45)

where (dẊ)k is the discrete variation sampled at time k.
Matrices A′

k ∈ R12×12 and B′
k ∈ R12×6 are described as

follows:

Ak =


I − hΩ̂k 0 hI 0

−hVm

pm
RkV̂

′
k I 0 hVm

pm
Rk

0 0 K 0

0 0 hV̂ ′
k I − hΩ̂k



Bk =


0 0
0 0

hJ−1 0
0 h

mI


(46)
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where K = I − hJ−1
(
(JΩk)

∧ − Ω̂kJ
)

.
As the state variable dX and dU are infinitesimal vari-

ables. In the formula (18), ξd(k) represents the variable in the
output produced by the correction, and ud(k) represents the
correction of the control quantity. Therefore, by considering
small quantity approximation, dX and dU are equal to ξd(k)
and ud(k), respectively. Namely, dX = ξd(k), dU = ud(k).
Then the Matrices A′

k ∈ R12×12 and B′
k ∈ R12×6 can be

used in (18). ξd(k) and ud(k) can be described as:

ξd(k) =


ς

p′

Ω

V ′

 ∈ R12 (47)

where ς
∧
= logR

Therefore, the LTV-MPC algorithm (19) can be used on
SE(3).

III. CONTROLLER DESIGN
A. TRAJECTORY TRACKING
1) Trajectory tracking controller design.
To achieve trajectory tracking, the objective function is con-
sidered as:

J(ξ(k), u(k − 1),∆U(k)) =

Np∑
i=1

η (k + i |k )−

ηr (k + i |k )2Q +

Nc−1∑
i=1

∥∆u(k + i |k )∥2R

(48)

Although the function (48) has higher tracking accuracy
and can predict the control sequence for the next period, the
prediction model based on the spacecraft dynamics model is
complex and variable. Therefore, the optimization objective
needs to be treated by adding relaxation factor to the objec-
tive function, which is expressed as:

J(ξ(k), u(k − 1),∆U(k))

=

Np−1∑
i=1

∥η(k + i |k )− ηr(k + i |k )∥2Q

+

Nc−1∑
i=1

∥∆u(k + i |k )∥2R

+ ρε2 + η(k +Np |k )TPη(k +Np |k )

(49)

where ρ is the weight coefficient, ε is the relaxation factor.
The formula (49) can be written as:

J(X(k), u(k − 1), U(k)) = [∆U(k), ε]
T
H

[
∆U(k)

T
, ε
]

+G [∆U(k), ε] + Pd

(50)

where H =

[
ΘTQeΘ 0

0 ρ

]
, Pd = ξ̃(k |k )T (ΨTQeΨ +

P )ξ̃(k |k ) and G =
[
2E(k)QeΘ 0

]
.

The output deviation in system time-domain prediction is
described as:{

E(k) = ΨX(k |k )− Yr(k)

Yr(k) = [ηr(k + 1 |t ), ..., ηr(k +Np |k )]T
(51)

In the case of quadratic programming solving the mini-
mum, the constant term does not affect the results. Therefore,
the quadratic programming form of the controller specialized
in trajectory tracking is described as:

min
∆U(k)

J(X(k), u(k − 1),∆U(k))

=
1

2

[
∆U(k)

T
, ε
]T

2H
[
∆U(k)

T
, ε
]

+G
[
∆U(k)

T
, ε
] (52)

2) Feedback mechanism of controller design
As section 3.1 analyzes, in the case of the linear constraint is
satisfied, by obtaining the optimal control quantity ∆U(k),
the objective function can be minimized. Based on the con-
troller for the kinetic model, when the solution has been
completed in each control iteration, a series of relaxation
factors and increments of control input in the control time
domain Nc are obtained

∆u◦(k |k )
∆u◦(k + 1 |k )

...
∆u◦(k +Nc |k )

ε

 (53)

The first element in the optimal control sequence is taken
as the actual control input increment, which can be described
as:

u(k) = u(k − 1) + ∆u◦(k | k) (54)

After entering the next control cycle, according to the state
quantity obtained at the current moment and the input at
the previous moment, the SE(3) fully actuated spacecraft
model is updated. Then the objective function is solved and
the optimal control increment sequence is obtained until the
control of desired trajectory tracking is achieved.

B. OBSTACLE AVOIDANCE
1) Obstacle avoidance statement
In this section, the obstacle avoidance scheme in this paper
is introduced. In order to solve the problem of needing
to solve an optimization proposition in each rolling time
domain of MPC, the MPC algorithm is used for single-layer
obstacle avoidance control. As the spacecraft has multiple
constraints, if the information about the obstacle is added to
the optimization proposition as a constraint condition, it may
cause unsolvable problems of the optimization objective. To
solve the optimization proposition by using the quadratic
programming method, obstacle information is added to the
optimization proposition in the form of a penalty function.
Then the original penalty function is approximated near the
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FIGURE 2. Obstacle avoidance diagram.

nominal locus point, and Taylor expansion is used for the
obstacle avoidance algorithm of the spacecraft.

As Fig. 2 described, (x0, y0, z0) is the center position of
the obstacle in the inertial reference system. In this part, we
suppose that there is a desired trajectory in the space. When
the full actuated spacecraft is tracking the desired trajectory,
an obstacle appeared on the trajectory. The spacecraft avoid
obstacles without changing the desired trajectory. When ob-
stacle avoidance is complete, the spacecraft return to the
desired trajectory.

2) Construction of obstacle avoidance function
According to the penalty function methods for dealing with
constraints in numerical optimization. The obstacle avoid-
ance penalty function is constructed as follow:

JObs = J(x, y, z)

= SObsLn((x− x0)
2 + (y − y0)

2 + (z − z0)
2 + ξ)

(55)

where SObs is the weight function of obstacle avoidance, Ln
is a logarithmic function with a natural base. (x0, y0, z0) is
the center position of the obstacle. ξ is the maximum value,
which is expressed as:

Np∑
i=1

JObs(Xobs(k + 1), Yobs(k + 1), Zobs(k + 1)) (56)

3) Second order approximation based on Taylor expansion
In this section, the Taylor formula is used to expand the
obstacle avoidance function in the vicinity of the nominal
trajectory point. As the quadratic programming proposition
at most the order of the proposition solution is quadratic,
the obstacle avoidance function is expanded into the second
order.

Suppose the current is time k, expanding the obstacle
avoidance function into the second order at the vicinity of
the nominal trajectory point yields:

Jtarlor(X(k), Y (k), Z(k))

= J (Xk, Yk, Zk) +
[
Jx Jy Jz

]  (X −Xk)
(Y − Yk)

(Z − Zk)

+

1

2
[(X −Xk) (Y − Yk) (Z − Zk)]

 J11 J12 J13
J21 J22 J23
J31 J32 J33


 (X −Xk)

(Y − Yk)

(Z − Zk)


(57)

where (Xk, Yk, Zk) represents the space coordinates of the
spacecraft.
Jx = 2Sobs(Xk−X0)

[(Xk−X0)
2+(Yk−Y0)

2+(Zk−Z0)
2+ζ]

J11 = − 4Sobs(Xt−X0)
2

[(Xk−x0)
2+(Yk−Y0)

2+(Zk−Z0)
2+ζ]

2 +

2Sobs

[(Xk−X0)
2+(Yk−Y0)

2+(Zk−Z0)
2+ζ]

J12 = − 4Sobs(Xk−X0)(Yk−Y0)

[(Xk−X0)
2+(Yk−Y0)

2+(Zk−Z0)
2+ζ]

2

Moreover, the remaining characterization parameters possess
identical structures and can be readily determined.

Using Taylor expansion on the rolling optimization propo-
sition yields:

min

Np∑
i=1

JObs (X(k + i), Y (k + i), Z(k + i))

= min

Np∑
i=1

DJX̄(k + i|k) + 1

2
X̄(k + i|k)TQJX̄(k + i|k)

= min D̄JY (k) +
1

2
Y (k)T Q̄JY (k)

= min

Np∑
i=1

JObs(X(k + i), Y (k + i), Z(k + i))

= min
1

2
∆U(k)T

(
ΘT Q̄JΘ

)
∆U(k)

+
(
X̃(k | k)TΨT Q̄J + D̄J

)
Θ∆U(k)

Y (k) =


η(k + 1 | k)

. . .
η (k +Nc | k)

· · ·
η (k +Np | k)


(58)

where Y (k) = ΨX̃(k | k) + Θ∆U(k)
DJ =

[
0 0 0 Jx Jy Jz 0 0 0 0 0 0

]
Qj =

 Dx

Dy

Dz

T  J11 J12 J13
J21 J22 J23
J31 J32 J33

 Dx

Dy

Dz


Dx =

[
0 0 0 1 0 0 0 0 0 0 0 0

]
Dy =

[
0 0 0 0 1 0 0 0 0 0 0 0

]
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Dz =
[
0 0 0 0 0 1 0 0 0 0 0 0

]
D̄J = [DJDJ · · ·DJ DJ ]

Q̄J =


QJ

QJ

QJ

. . .
QJ


Then, by transforming the obstacle avoidance penalty

function into a quadratic programming form can add it into
the objective function to do the optimal solution.

4) Obstacle avoidance design in multi-obstacle situations
According to the QP quadratic form of trajectory tracking
controller, by combining the two parts of quadratic program-
ming, the trajectory tracking algorithm with obstacles can
be obtained. If there are multiple obstacles in the space,
the obstacle information can be successively added into the
optimized objective function.

Suppose there are two obstacles in the space, the quadratic
programming function can be described as:

min
∆U(k)

J(X̃(k), u(k − 1),∆U(k))

=
1

2

[
∆U(k)

T
, ε
]T

W
[
∆U(k)

T
, ε
]

+M
[
∆U(k)

T
, ε
] (59)

where
W =

[
2ΘTQeΘ+ 2Re +ΘT Q̄J1Θ+ΘT Q̄J2Θ 0

0 ρ

]

M =

 2E(k)QeΘ+ X̃(k | k)TΨT Q̄J1+

D̄J1 + X̃(k | k)TΨT Q̄J2 + D̄J2

0


T

∆U(k) =


∆u(k | k)

∆u(k + 1 | k)
· · ·

∆u (k +Nc | k)


The output deviation in the time domain of the system

prediction is described as:{
E(k) = ΨX̃(k | k)− Yr(k)

Yr(k) = [ηr(k + 1 | t), · · · , ηr (k +Np | k)]T
(60)

where Q̄J1 and D̄J1 are the information of the first obstacle,
Q̄J2 and D̄J2 are the information of the second obstacle.

C. ERROR DESCRIPTION
Construct group error as follow:

ge (g, gd) = g ⊗ gd
−1 ≜

[
Rd

TR p− pd
01×3 1

]
(61)

where gd ∈ SE(3) is the desired configuration of the
spacecraft. ϖd ∈ R6 is the velocity in the generalized space
of the spacecraft. Rd ∈ SO(3), pd ∈ R3 are the desired
attitude and desired position of the spacecraft, respectively.
Ωd ∈ R3 is the angular velocity of the spacecraft. Vd ∈ R3

translational velocity of the spacecraft. In addition, I4 is the
zero element of the SE(3). ge = I4 exists when the equation
g = gd is satisfied.

According to the desired configuration, generalized veloc-
ity signal (gd, ϖd) on SE(3), the configuration and general-
ized velocity of the spacecraft at the present time (g,ϖ), the
configuration error function ϕg , configuration error vector eg
and generalized speed vector eϖ can be described as follow:

ϕg = ϕR + ϕp

ϕR = 2−
√
1 + tr

(
RT

d R
)

ϕp = 1
2p− pd

2

(62)



eg =

[
eR

ep

]
eR =

1

2
√
1 + tr

(
Rd

TR
)(Rd

TR−RTRd

)∧
ep = RT (p− pd)

(63)


eϖ =

[
eΩ

eV

]
eΩ = Ω−RTRdΩd

eΩ = V −RTRdVd

(64)

In the formula (61), ϕR is the attitude deviation function
defined on manifold SO(3). ϕp is the position deviation
function, which describes the absolute distance of the current
position and the desired position of the spacecraft. In the
formula (62), eg is the configuration error vector on SE(3).
eR, ep are the attitude deviation vector and position devi-
ation vector between current and desired configuration. In
the formula (63), eΩ and eV are angular velocity deviation
vector and translational velocity error vector of spacecraft,
respectively. eϖ is the generalized velocity deviation vector,
which can also be expressed as:

eϖ = ϖ − α (65)

where

α =

[
RTRdΩd

RTRdVd

]
(66)

D. PROOF OF FEASIBILITY AND STABILITY OF
LTV-MPC
Theorem 1 At the initial time k = 0, if the equation (54) was
feasible, it will be feasible at any time in the future.

Proof The feasible solution of the optical problem at the
time k=0 can be described as

∆U◦(k) =


∆u◦(k | k)

∆u◦(k + 1 | k)
· · ·

∆u◦ (k +Nc−1 | k)

 (67)
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The predictive state is:

Y ◦(k + 1) =



η◦(k + 1 | k)
. . .

η◦ (k +Nc | k)
· · ·
η◦ (k +Np−1 | k)

0

 (68)

where, because of the terminal punishment item, the terminal
state of (67) is set to 0. At the time k + 1, the feasible solution
of the control law is substituted into the updated state, then
the control of the next moment is described as:

∆U(k + 1) =


∆u(k + 1 | k + 1)
∆u(k + 2 | k + 1)

· · ·
∆u (k +Nc + 1 | k + 1)



=


∆u◦(k + 1 | k + 1)
∆u◦(k + 2 | k + 1)
· · ·
∆u◦ (k +Nc | k + 1)

0


(69)

Then the predictive state of it can be expressed as:

Y (k + 2) =



η(k + 2 | k + 1)
η(k + 3 | k + 1)

. . .
η (k +Nc | k + 1)
. . .

η (k +Np − 1 | k + 1)
η (k +Np | k + 1)



=



η◦(k + 2 | k + 1)
η◦(k + 3 | k + 1)

. . .

η◦ (k +Np−1 | k + 1)
0
0



(70)

Therefore, a solution U which satisfied terminal con-
straints exists at least. Namely, if a feasible optimal solution
exists at initial time, it is feasible at any time in the future.

Theorem 2 By using LTV-MPC, the tracking error closed-
loop system has uniform asymptotic stability.

Proof Select the current optimal function J∗(k) at the time
k as the Lyapunov function:

V (k) = J∗(k)

=

Np−1∑
i=1

∥η(k + i | k)− ηr(k + i | k)∥2Q

+

Nc−1∑
i=1

∥ ∆u(k + i | k) ∥2R +ρε2

+ η(k +Np | k)TPη(k +Np | k)

(71)

where V (0) = 0 and V (k) > 0, namely, the control
quantity and state quantity are not equal to 0. V (k) ⩾
∥η(k|k)− ηr(k|k)∥2Q and there exists δ > 0 such that
V (k) ⩽ δ ∥η(k|k)− ηr(k|k)∥2Q.

Then at the time k + 1, the value of the cost function is:

J(k + 1) =J∗(k)− ∥η∗(k |k )− ηr(k |k )∥2Q −
∥∆u∗(k |k )∥2R

(72)

Subtracting (72) into (71) yields:

V (k + 1)− V (k) = J∗(k + 1)− J∗(k)

⩽ J•(k + 1)− J∗(k)

⩽ −
∥∥η∗(k | k)− ηr(k | k)2Q

∥∥−
∥∆u∗(k | k)∥2R
⩽ 0

(73)

where J∗(k + 1) is the optimal solution of the objective
solution at k+1 time and this optimal solution is considered
as Lyapunov function at k+1 time. J•(k+1) is the feasible
solution (not optimal solution) at k + 1 time. As the feasible
solution is greater than the optimal solution in equation (73),
the first inequality is feasible. Then, V (k) is monotonic non
increasing function can be obtained. According to equations
(71)-(73), the LTV-MPC linearized closed-loop system satis-
fies the asymptotically uniform stability condition.

Therefore, the Lyapunov function V (k) is monotonic
decrement.

IV. SIMULATION
A. SETTINGS
In this section, some parameters used in the simulation are
shown. First, the parameters of the spacecraft described in
this paper are shown as follow:

TABLE 1. Parameters.

Parameter Parameter

J = diag
([

4.85 5.10 4.76
])

kg ·m2 F =
[

0 0 0
]T

N

x =
[

−2.492 1.486 −1.121
]
rad p1 =

[
5 1 3

]T
m

ω =
[

0 0 0
]T

rad/s h = 1

V =
[

0 0 0
]T

m/s pm = 8

τ =
[

0 0 0
]T

Nm Vm = 8
m = 56.7kg

Where
[
5 5 5

]T
is the initial position of the space-

craft. Moreover,
Q = diag ([20, 20, 20, 1500, 1500, 2000, 1, 1, 1, 1, 1, 1]),
R = diag ([1, 1, 1, 10, 10, 10]) and ρ = 500000 are the ob-
stacle avoidance weight matrices of the spacecraft. However,
the weight matrices are adjusted to 0 if there are no obstacles
on the trajectory of the spacecraft.

Then, to show the effectiveness of the obstruct avoidance
of the spacecraft, the parameters of the four obstacles are
shown as follow:
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FIGURE 3. Actual trajectory and desired trajectory diagram.

TABLE 2. Parameters.

Obstacle 1 Obstacle 2 Obstacle 3 Obstacle 4

SObs1 = 120 SObs2 = 200 SObs3 = 80 SObs4 = 10
x1 = 5m x2 = 3m x3 = 1m x4 = −2m
y1 = 2m y2 = −5m y3 = −12m y4 = 18m
z1 = 6m z2 = 15m z3 = 20m z4 = 28m
ζ1 = 0.5 ζ2 = 0.7 ζ3 = 0.12 ζ4 = 0.05

0 2 0 4 0 6 0
0 . 0
0 . 2
0 . 4
0 . 6

t / s

�
p

2 0 2 5 3 0 3 5 4 0 4 5 5 0- 0 . 0 1 5
0 . 0 0 0
0 . 0 1 5
0 . 0 3 0

FIGURE 4. Position error function diagram.

B. SIMULATION RESULTS

In this section, to demonstrate the effectiveness and superior-
ity of the proposed control scheme, the simulation results are
introduced.

From Fig. 3, the obstacle on the approaching trajectory is
green, the two obstacles on the desired trajectory are blue and

0 2 0 4 0 6 0- 0 . 5
0 . 0
0 . 5
1 . 0
1 . 5
2 . 0

t / s

�
R

2 4 6 8 1 0 1 2 1 4 1 6 1 8 2 0- 0 . 0 50 . 0 00 . 0 50 . 1 00 . 1 5

FIGURE 5. Attitude error function diagram.

0 2 0 4 0 6 0- 1 . 0
- 0 . 5
0 . 0
0 . 5
1 . 0
1 . 5  X  

 Y  
 Z  

t / s

�
 ra

d/s

7 1 4 2 1- 0 . 0 2
0 . 0 0
0 . 0 2

FIGURE 6. Angular velocity error vector diagram.

the obstacle deviate from the desired trajectory is purple, we
can obtain the spacecraft can track the desired trajectory and
complete the obstacle avoidance task. The performance of
obstacle avoidance is different when the obstacle avoidance
weight varies. As the obstacle avoidance weight is set larger,
the performance of obstacle avoidance is better.
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FIGURE 7. Velocity error vector diagram.
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FIGURE 8. Position error vector.
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FIGURE 9. Attitude error vector.
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FIGURE 10. Control force diagram.
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FIGURE 11. Control torque diagram.

Fig. 4 and Fig. 5 show the configuration error function ϕg

and attitude error function ϕR under the LTV-MPC control al-
gorithm, which represents the absolute distance between the
actual position and the expected position of the spacecraft,
as well as the current attitude and the expected attitude. As
can be seen in Fig. 4 and Fig. 5 the attitude error function
converges to 0 within 6s. The position error function reaches
within 0.1 before 25s. These illustrate that the spacecraft can
track the desired trajectory and attitude effectively under the
proposed method.

Fig. 6 and Fig. 9 show attitude error vector eR and angular
velocity error vector eω of the attitude subsystem of a fully
driven spacecraft on manifold SE(3). From Fig. 6 and Fig.

9 that attitude error vector eR and angular velocity error
vector eω based on SE(3) can both converge to 0 asymptot-
ically under the LTV-MPC control scheme. Moreover, ∥eR∥,
∥eΩ∥ ⩽ 10−3 and control scheme in this paper has high
robustness.

Fig. 7 illustrates the velocity error vector eV and Fig. 8 il-
lustrates the position error eP under the LTV-MPC algorithm
based on SE(3). It can be seen that the velocity error vector
eV and the position error eP can converge to 0 in finite time
under the control scheme proposed in this paper.

Fig. 10 and Fig. 11 demonstrate the control torque τ and
control force F obtained by the LTV-MPC algorithm. It can
be seen that the control torque τ and the control force F can
converge to 0 within 10s. This simulation result indicates that
the control scheme in this paper has fast convergence velocity
and high control accuracy. In addition, the corresponding
control input is stable without flutter, so it can be directly
applied to engineering practice.

According to the description illustrated above, it can be
seen that the full drive spacecraft with 6 - DOF can achieve
fast obstacle avoidance and high precision trajectory track-
ing, which can be used in space mission effectively.

V. CONCLUSION
This paper introduces a fully driven spacecraft trajectory
tracking controller that utilizes a linear time-varying model
predictive control approach. The controller takes into account
the potential presence of space obstacles during the space-
craft’s mission. First, an integrated SE(3) attitude trajectory
model is established for the fully driven spacecraft. The
dynamic error model for the trajectory tracking system is then
developed using linear time-varying theory. The non-linear
tracking error system is addressed through a linearization
method, and the optimization function is augmented with
an obstacle avoidance function and relaxation factor to en-
sure feasible solutions. The effectiveness of the proposed
controller is evaluated through numerical simulations. The
results illustrate the controller accurately and rapidly tracks
the desired trajectory within a finite time. Both attitude and
position tracking errors achieve a high accuracy of 10−8,
and the controller exhibits robustness. Additionally, the con-
troller appropriately avoids space obstacles, ensuring mission
safety. Hence, the proposed controller is suitable for various
complex working environments and task requirements. How-
ever, this paper consider the fully-actuated spacecraft. In the
future research, we will study and analyze the characteristics
of actuators and communication delay in the integrated con-
trol of under-actuated spacecraft.
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