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ABSTRACT The Dark Web is an internet domain that ensures user anonymity and has increasingly 

become a focal point for illegal activities and a repository for information on cyberattacks owing to the 

challenges in tracking its users. This study examined the classification of the Dark Web in relation to these 

cyber threats. We processed Dark Web texts to extract vector types suitable for machine learning 

classification. Traditional methods utilizing the entirety of Dark Web texts to generate features result in 

vectors including all words found on the Dark Web. However, this approach incorporates extraneous 

information in the vectors, diminishing learning effectiveness and extending processing duration. The 

research aimed to optimize the classification process by selectively focusing on keywords within each class, 

thereby curtailing word vector dimensions. This optimization was facilitated by leveraging the anonymity 

characteristic of the Dark Web and employing topic-modeling-based weight generation. These methods 

enabled the creation of word vectors with a constrained feature set, enhancing the distinction of Dark Web 

classes. To further improve classification performance, we integrated TextCNN with topic modeling 

weights. For validation, we employed two datasets and compared the performance of the model with other 

text classification algorithms, where the proposed model demonstrated superior effectiveness in Dark Web 

classification. 

INDEX TERMS Dark Web, Dark Web analysis, text classification, topic modeling, model explanation 

I. INTRODUCTION 

The global adoption of internet services and the 

accessibility of affordable devices have caused a surge in 

data exchange across the globe. Although the visible 

portion of the internet, known as the surface web, appears 

to be an extensive repository of information, it represents a 

mere fraction of the entire web. This surface web comprises 

an insubstantial part of the total web, with over 90% being 

concealed within the Hidden Web, also termed the Deep 

Web, which harbors detailed and varied data. The Dark 

Web—a subset of the Deep Web—is notorious for its use in 

unlawful activities [1]. Accessing the Dark Web requires 

specialized browsers like Tor, I2P, and Freenet, which 

ensure user anonymity [2]. Although anonymity was once 

positively perceived, it has morphed into a veil for illicit 

activities, rendering it a platform where illegal actions 

occur unimpeded. Currently, 57% of online malevolent 

activities such as drug trafficking, pornography, theft of 

personal data, and hacking, originate from the Dark Web 

[3]. 

The illicit undertakings on the Dark Web have tangible 

negative consequences in the real world. Investigations 

have revealed that malware including ransomware and 

trojans is disseminated via phishing emails or used in 

cryptocurrency transactions on the Dark Web, where 

anonymity is assured [4]. This secrecy and anonymity 

emboldens users to actively engage in and promote 

malevolent activities, with confidence that their actions in 

this hidden sphere remain untraceable. For instance, unlike 

the surface web that employs coded language or 

abbreviations for information exchange, the Dark Web 

blatantly displays details such as drug names, transaction 
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methods, and prices or even advertises malware sales, 

transaction procedures, and source codes for public access. 

In previous studies, text mining has been utilized to classify 

and identify such behaviors, with recent advancements 

involving various machine learning algorithms for 

classification. 

The application of machine learning to Dark Web 

classification involves the preprocessing of Dark Web text 

and its conversion into a vector format. This process, 

known as word embedding, transforms natural language 

into a form comprehensible to machines. Relevant 

technologies include the document-term matrix (DTM), 

term frequency-inverse document frequency (TF-IDF), 

word2vec, latent semantic analysis (LSA), and GloVe. 

These methods aim to effectively vectorize all words in the 

text; however, they do not exclude words irrelevant to 

learning nor identify those with significant learning impact. 

Additionally, this method of embedding increases the 

dimensional count in parallel with the increasing text word 

count. Generally, text learning involves processing all 

sentences to extract information from the entire text. 

However, the anonymity of the Dark Web facilitates the 

direct exposure of cyberthreat content without coded 

vocabulary or abbreviations. This characteristic enables 

learning by omitting non-essential components of the Dark 

Web and converting only the critical segments of each class 

into vectors. 

In this regard, Ref. [5] examined and analyzed various 

dimensional reduction techniques to enhance text 

classification performance, whereas Ref. [6] sought to 

improve classification accuracy by applying dimensional 

reduction to word embedding. Furthermore, Ref. [7] aimed 

to improve performance via dimension reduction with 

autoencoders (AE), and Ref. [8] aimed to increase the 

accuracy of fake news detection models by implementing 

principal component analysis (PCA) and chi-square before 

convolutional neural network (CNN)-based learning. Thus, 

irrespective of the selected text classification algorithm, 

dimension reduction emerges as a viable strategy to 

improve performance.  

Therefore, this research aimed to refine word dimensions 

by analyzing and filtering out irrelevant words and key 

terms for each category. Consequently, superfluous vector 

dimensions were eliminated, enhancing data quality, thus 

preventing the learning model from assimilating 

unnecessary word vectors and enhancing performance 

through the incorporation of highly influential word vectors 

for classification. Additionally, to facilitate user 

comprehension of the classified Dark Web results, we 

provided pertinent classes and specific web data. In this 

approach, principal words for each class were identified 

through topic modeling, and weights representing the 

relevance of the word to the class were computed. This 

enables a numerical assessment of the extent to which 

specific texts correlate with a class, based on word 

distribution and significance. 

The methodology for classifying the website of the Dark 

Web in this study involved several steps. Initially, we 

preprocessed the acquired Dark Web data and utilized topic 

modeling to identify significant words and their impact on 

each malicious activity. Thereafter, we filtered out non-

essential information from each dark website of the Dark 

Web and transformed it into a topic-embedded matrix. 

Following this, we trained the matrix using a CNN model to 

classify malicious activities, highlighting the classification 

through the influence and frequency of key words 

determined via topic modeling. The primary contributions 

of this study are outlined as follows:  

 

• We introduced a Dark Web classification 

technique that integrates topic modeling weights 

with TextCNN. This method, by removing 

meaningless Dark Web content through topic 

modeling weights and constructing an embedded 

matrix, ensures precise classification. 

• The learning process involved selecting only the 

keyword vectors pertinent to each class. This 

reduction in word vector dimensions allowed for 

improved performance, even with a smaller set of 

vectors learned. 

• Through topic modeling, we calculated the 

primary words for each class and the respective 

weights of these words in relation to the topic. 

This calculation was applied to the text to provide 

users with a numerical indication of the class's 

relevance to the classified Dark Web, thereby 

simplifying the analysis results for user 

comprehension. 

• Contrary to traditional Dark Web classification 

methods that focus on word frequency 

quantification, our approach utilized topic 

modeling to interpret the meanings of words 

present in the Dark Web. This enabled us to 

preserve classification performance without 

incorporating non-essential words found in the 

Dark Web. 

• We evaluated the effectiveness of the model using 

two distinct datasets sourced from the Dark Web, 

which served as the ground truth.  

 

The remainder structure of this paper is described as 

follows. Section II provides a review of preceding studies 

pertinent to Dark Web classification. Section III describes 

the Dark Web classification method proposed in this 

research, along with an explanatory approach employing 

topic modeling weights. Section IV details various 

evaluations conducted using two datasets sourced from the 

Dark Web, complemented by descriptions of the 

experimental methodologies. Conclusively, the findings of 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3347737

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



 

VOLUME XX, 2017 9 

this study and the prospective avenues for future research 

are summarized in Section V. 

II. RELATED WORKS 

Section II offers a comprehensive review of existing 

research on Dark Web classification. This section is 

methodically segmented into three distinct areas: Dark Web 

analysis, topic modeling, and text classification. Within 

Dark Web analysis, we examine various methodologies that 

have been explored to date. The segment on topic modeling 

delves into techniques for topic analysis and the extraction 

of significant words. In the text classification portion, 

methods for feature extraction and the classification of texts 

are scrutinized.  

A. Dark Web Analysis 

The Dark Web—a segment of the Deep Web—is frequently 

utilized for malicious or illegal activities owing to its 

inherent anonymity [9]. The majority of information 

available for collection is in textual format, and analyses 

may encompass various elements such as page links [10], 

HTML tag data [11], community-specific information [12], 

or risk assessments derived from marketplace and vendor 

data [13]. Techniques commonly employed in this domain 

include machine learning, influence analysis, authorship 

identification, and social network analysis. 

In machine learning methodologies, Dark Web or forum 

data is processed using machine or deep learning 

techniques to achieve detection, classification, and 

clustering outcomes. A crucial aspect of integrating these 

methodologies is the construction of data in a format 

conducive to the model, with feature extraction playing a 

key role. Studies have involved constructing a Dark Web 

dataset and assessing suspicious websites through ranking 

algorithms [14]. One investigation extracted diverse 

elements such as text, HTML, images, and graphs from the 

Dark Web and evaluated them using a learning-to-rank-

based domain prioritization [15]. Another study combined 

five different term-weighting methods for feature 

generation and executed Dark Web classification [16].  

Additional approaches include employing term extraction 

methods such as TF-IDF and bag of words (BOW), where 

classification was conducted using naive Bayes (NB), 

support vector machines (SVM), and linear regression (LR) 

[1, 17]. Another research focused on classifying 

marketplace attributes via group clustering and decision 

trees (DT) [18]. There have been endeavors to detect the 

Dark Web using edge computing and feature weighting 

[19], and to generate software quality metrics for 

classifying Dark Web characteristics [20]. Research 

involving the creation of a DOM tree from dark-web 

HTML and the application of a Graph CNN for phishing 

website detection is notable as well [11]. 

In a recent study, a web-to-graph conversion of the Dark 

Web was executed, and a classification methodology 

utilizing a graph neural network (GNN) was introduced 

[21]. Researchers have made various propositions for 

understanding the historical context of item sales and 

vendor activities in marketplaces [22], and for detecting 

malicious event scenarios therein [23]. A novel analysis 

was conducted on forum similarities based on the number 

of posts per class of malicious behavior [12]. Predominantly, 

these studies employed text data for Dark Web 

classification and processed texts through methods like 

BOW, DTM, n-gram, and term frequency-inverse 

document frequency (TF-IDF), converting words in the 

document into formats apt for base learning. Recently, deep 

learning algorithms such as neural networks (NN) and 

graph neural networks (GNN), along with traditional 

algorithms like NB, SVM, and DT, have been utilized for 

Dark Web classification. However, owing to the 

characteristic of Dark Web to overtly expose malicious 

behavior, these studies often end up using all textual 

information available, which may include non-essential 

content. The words associated with malicious activities are 

placed on the Dark Web both intuitively and explicitly. 

Thus, it is crucial to focus on learning only the essential 

keywords for Dark Web classification through dimensional 

reduction, rather than processing all words in the text. 

B. Topic Modeling 

Topic modeling, an unsupervised learning method, is 

designed to discern abstract topics within a document 

collection. This model processes documents and identifies 

key terms for user presentation. Employing this technology, 

one can ascertain the probabilities of keywords related to 

specific topics and the correlation probability between 

topics and documents. Researchers have introduced LSA to 

overcome the limitation of DTM or TF-IDF, which only 

calculates word frequency without considering the meaning 

of the words [24]. To address the issue where LSA does not 

account for topic distribution within a document, latent 

Dirichlet allocation (LDA) was proposed. LDA employs 

the Dirichlet distribution to estimate and present 

probabilities of topic distribution within a document and 

word distribution by topic [25]. Studies on supervised 

learning methods have been conducted to establish optimal 

solutions for the limitations of LDA, which cannot utilize 

labeled data [26, 27]. Furthermore, a study incorporated 

word embedding into topic modeling to learn both word 

frequency and relationships, thereby enhancing 

performance [28]. The approaches for topic extraction from 

brief texts, primarily produced by social networks [29, 30], 

or based on user preferences or intentions, have also been 

proposed [31].  

Recent investigations have employed topic modeling to 

identify duplicate Dark Web forums, generating topics 

based on the presence or absence of interactions between 

forum users and the content of their posts [32]. In another 

study, vector spaces were developed to ascertain the themes 
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of Dark Web forums [33], while text mining and social 

network analysis (SNA) were utilized to discern themes 

within these forums [34]. The cohesion of topics 

predominantly discussed in each Dark Web forum was 

quantified using LDA [35], and similar forum patterns were 

detected using the hidden Markov model (HMM) and LDA 

[36]. Additionally, LDA has been applied to trend analysis 

on the Dark Web [37]. Most studies concerning the Dark 

Web leverage topic modeling to pinpoint the primary topics 

in specific forums, thereby confirming the trajectory of the 

forum and detecting illicit activities. Furthermore, these 

studies have examined the relationships between topics 

across various forums and analyzed trends within the Dark 

Web. 

 

C. Text Classification 

Text classification is a pivotal aspect of natural language 

processing, and it is designed to assign labels or classes to 

textual units such as sentences, paragraphs, or documents 

[38]. It is applied in diverse fields including question 

answering, sentiment analysis, news categorization, and 

extends to various sources such as codes, web data, emails, 

chats, social media, and reviews. Its relevance is 

particularly notable in cybersecurity domains such as 

cyberbullying, abusive language detection, phishing 

websites, and malicious communities [39]. In the Dark Web 

where text predominates, the applicability of text 

classification is especially significant [40]. 

Researchers have introduced various methodologies for 

extracting and classifying keywords from the Dark Web. 

One approach utilized SVM for classification [40], whereas 

another adopted a two-step dimensionality reduction 

strategy combining mutual information and LDA [41]. 

Additional research classified Dark Web forums by 

integrating TF-IDF, random projection, and PCA [42], 

extracting features according to class, and applying 

machine learning [43]. This study also employed TF-IDF 

for feature extraction and executed classification using K-

means and DT [18]. Numerous analyses of the Dark Web 

have been conducted using word2vec [44], and there is 

active research on transforming extracted text features into 

matrices via embedding and implementing deep learning 

[45, 46]. In the Dark Web context, text classification is 

predominantly utilized for preprocessing and feature 

extraction [16-18, 40-44]. 

III. PROPOSED METHOD 

This research introduces a Dark Web classification 

framework that leverages TextCNN and topic modeling 

weights. The present methodology includes five key 

components, as illustrated in Fig. 1: 1) data collection, 2) 

text preprocessing, 3) topic modeling weights, 4) Dark Web 

classification, and 5) explanations utilizing topic keyword 

weights. Initially, we acquired relevant Dark Web data, and 

through preprocessing, convert this web data into a 

structured format suitable for model input. Subsequently, 

we calculate class-important word weights using label LDA 

(LLDA) in topic modeling. These weights are derived by 

identifying significant words within the class, assessing 

their impact, and prioritizing them accordingly. Thereafter, 

we apply these weights to the structured data to omit non-

essential words and create an embedding matrix. This 

matrix is used as input for TextCNN to classify Dark Web 

content, and the impact of specific terms on the results is 

FIGURE 1. Illustration of dark web classification framework 
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evaluated by integrating the output, class-word weight, and 

Dark Web analysis outcome. 

A. DATA Collection 

For effective Dark Web classification, data with predefined 

classes are essential. In this study, two Dark Web datasets, 

previously validated through analyses, were utilized. 

DUTA-10k [14] includes 25 main classes and 10,367 

samples, whereas CoDA [47] includes 10 classes and 8,855 

samples. We restricted our data collection to English-

language content from the Dark Web. In case of DUTA-

10k, certain classes were notably smaller in size. Therefore, 

we eliminated classes that represented the bottom 1% of the 

entire Dark Web dataset, along with the “empty” class, 

which predominantly comprised non-textual or sparse 

content. 

B. Text Preprocessing 

Given that the collected data are authored by various users 

in distinct styles, it was imperative to process them into a 

uniform format. Text preprocessing was employed to 

optimize the unstructured data [48]. This preprocessing 

stage enabled us to acquire data suitable for model input. 

We first identified and eliminated empty data that lacked 

informational content. Following this, we removed white 

spaces, performed tokenization to break and create tokens 

[49], and eliminated stop words and special symbols that 

were irrelevant or minimally related to malicious behavior. 

Considering the computing language's distinction between 

uppercase and lowercase letters, we standardized all words 

to lowercase [50]. To reduce the vocabulary size, we 

combined words with similar meanings through 

lemmatization and stemming [51]. 

C. Topic Modeling Weight 

In this study, LLDA [26] was utilized to determine the 

keywords for each class and their respective impact on each 

class. LLDA was developed to overcome the limitations of 

traditional LDA, which does not accommodate learning 

from data with predefined classes. Although LLDA 

employs Dirichlet distributions for probability calculations, 

similar to LDA, it distinguishes itself by learning the label 

set in advance. The comprehensive LLDA process for 𝑁 

words in a document, documents 𝐷 , and topics 𝐾 , is 

depicted in Fig. 2. 

 

 

Here, 𝛼  represents the Dirichlet distribution prior for the 

document and topic, 𝜂 represents the Dirichlet distribution 

prior for the topic and word, and Φ  represents the label 

distribution prior for the document. These three elements 

represent the hyperparameters of the LLDA. Furthermore, 

𝜃  indicates the distribution of topics for each document 

combined with Λ , which maps the labels and topics, 𝛽 

indicates the multinomial distribution for the topic, and Λ 

represents the topic presence/absence indicator. The 

notation 𝑧 represents the probability of assigned words for 

the topic, and 𝑤 represents the observed word for the topic 

[28, 52, 53]. 

 

In this research, we employed the LLDA-based topic 

modeling weight process, inputting Dark Web-structured 

data to calculate the keywords for each class, the class-

based impact of each word, and the frequency of each word 

within the document. Utilizing these outputs, we generated 

a class-specific keyword weight. The procedure of this 

algorithm is stated as follows. 

 

 

The word frequency refers to the number of words in a 

document and can be calculated using (1). For all 

documents, the number of words was counted to create a 

DTM using the following formula: 

 

𝐷𝑇𝑀 = (
𝑑1𝑡1 ⋯ 𝑑1𝑡𝑁

⋮ ⋱ ⋮
𝑑𝑚𝑡1 ⋯ 𝑑𝑚𝑡𝑁

),                     (1) 

 

where 𝑑 represents a set of documents composed of 𝑚 in 

total and 𝑡 represents a vocabulary set comprising 𝑁 in total. 

 

In this study, the class keyword list, encompassing words 

significantly influencing class classification from the 

learned vocabulary, was derived using LLDA. This list was 

curated by selecting words with substantial influence, based 

on the predetermined number of keywords for each class. 

1. For each topic 𝑘: 

2.   Generate 𝛽~𝐷𝑖𝑟(𝜂) 

3. For each document 𝑑: 

4.   Generate word frequency for 𝑑 

5.  For each topic 𝑘: 

6.      Generate Λ~Bernoulli(Φ) 

7.  Generate 𝜃~𝐷𝑖𝑟(𝛼 × Λ) 

8.  For each 𝑖 in {1, … , 𝑁}: 

9.      Generate 𝑧𝑖~𝑀𝑢𝑙𝑡(𝜃) 

10.     Generate 𝑤𝑖~𝑀𝑢𝑙𝑡(𝛽) 

11.   For each topic 𝑘: 

12.     Generate Class Keyword List 

13.     Generate Class-word Weight Matrix 

14. For each Class 

15.   Generate Class keyword Weight Matrix 

 = 𝐶𝑙𝑎𝑠𝑠 × 𝐶𝑙𝑎𝑠𝑠 𝐾𝑒𝑦𝑤𝑜𝑟𝑑 𝐿𝑖𝑠𝑡 

FIGURE 2. Graphical model of LLDA process 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2023.3347737

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



 

VOLUME XX, 2017 9 

The corresponding equation, Equation (2), is articulated as 

follows: 

 

𝐶𝑙𝑎𝑠𝑠 𝐾𝑒𝑦𝑤𝑜𝑟𝑑 𝐿𝑖𝑠𝑡 = 𝐼𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒(𝑡, 𝑙)               (2) 

 

where 𝑡  represents a specific class, and 𝑙  indicates the 

number of keywords extracted. Using 𝐼𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒() , we 

returned the desired number of keywords as a list. 

The class-word weight matrix quantifies the impact of each 

word on a class in probabilistic terms. Utilizing this matrix, 

we can discern which words in a document are indicative of 

each class and the extent of their impact. Equation (3) 

facilitates this calculation, where 𝑃 represents the degree of 

influence of a specific word on a class, 𝑐 represents a class 

set consisting of 𝑘 in total, and 𝑡 represents a vocabulary set 

consisting of 𝑁 in total. 

 

𝐶𝑊 𝑀𝑎𝑡𝑟𝑖𝑥 = (
𝑃(𝑐1𝑡1) ⋯ 𝑃(𝑐1𝑡𝑁)

⋮ ⋱ ⋮
𝑃(𝑐𝑘𝑡1) ⋯ 𝑃(𝑐𝑘𝑡𝑁)

)                (3) 

 

The class keyword weight matrix enumerates the high-

impact keywords for each class and is formulated based on 

the class keyword list and the class-word weight matrix. 

This matrix ranks keywords according to their impact, 

specific to the specific class and the number of keywords 

extracted. Formula (4) is employed for this computation, 

where 𝑐  represents a class set consisting of 𝑘  in total. 𝑟 

represents the priority of the influence of the keyword and 𝑙 
represents the number of keywords extracted. Table I 

summarizes the matrix generated according to the Dark 

Web classes, with the keyword count set to five. 

 

𝐶𝐾𝑊 𝑀𝑎𝑡𝑟𝑖𝑥 = (

𝑐1𝑟1 ⋯ 𝑐1𝑟𝑙

⋮ ⋱ ⋮
𝑐𝑘𝑟1 ⋯ 𝑐𝑘𝑟𝑙

)                 (4) 

 
TABLE I  

EXAMPLE OF CKW MATRIX EXTRACTION 

Class 𝒓𝟏 𝒓𝟐 𝒓𝟑 𝒓𝟒 𝒓𝟓 

Gambling Casino game time slot online 

Drugs gener weight money buy weed 

Hacking Hack Facebook time account hacker 

 

This class keyword weight matrix, derived from the 

aforementioned methodology, was incorporated as an input 

into the Dark Web classification model alongside structured 

data. Both the class-word weight and word frequency were 

leveraged to provide comprehensive explanations to users.  

D. Dark Web Classification 

In the field of Dark Web classification, we developed a 

classifier utilizing both a basic CNN model and the 

TextCNN model [54]. This model demonstrated 

exceptional performance through hyperparameter tuning 

and the use of static vectors. In this approach, pre-trained 

word vectors are processed using a CNN for classification; 

the performance is dependent on the word vector employed 

for document embedding. Consequently, we generated pre-

trained word vectors based on the class keyword weight 

matrix devised in Section III.C. Thereafter, each document 

was converted into an embedded matrix using these vectors. 

The pre-training of word vectors is exclusively conducted 

with words specified in the class keyword weight (CKW) 

matrix, which diminishes the size of the word vector 

created from thousands of existing words. This reduction 

accelerates processing speed as well as enhances 

performance by focusing on key terms. Newly trained word 

vectors are then utilized to transform each document into an 

embedded matrix, which serves as input for the 

classification model. 

E. Explanation using Topic Keyword Weight 

To elucidate the results obtained in Section III.D, we 

employed class-word weights and word frequencies for 

providing user-centric explanations. We ascertained the 

predicted class of the classified documents and assessed the 

keywords from the predicted class within the document, 

along with their proportion relative to the total word count 

in the document. 

 

𝐼𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒 𝑟𝑎𝑡𝑒 =
∑ 𝐾𝑒𝑦𝑤𝑜𝑟𝑑𝑝

∑ 𝑤𝑑
                         (5) 

𝐼𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒 𝑘𝑒𝑦𝑤𝑜𝑟𝑑 = {[𝑤]|𝑤 ∈ 𝑑 ∩ 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑝}  (6) 
 

The influence rate, calculated using Equation (5), signifies 

the ratio of keywords pertaining to the predicted class 

within the document's total word content. Employing these 

factors, we assessed the impact level of the predicted 

classes. The influenced keywords are determined using 

Equation (6), denoting the set of words present in the 

document that are also keywords of the predicted class. 

This enabled us to pinpoint keywords with direct influence. 

IV. EXPERIMENT AND RESULT 

In this section, the effectiveness of the proposed model is 

appraised utilizing two distinct datasets. To assess the 

performance of the model, a classification matrix was 

implemented, and further validation was conducted through 

comparative analysis with algorithms and prior studies 

previously employed in this domain. 

A. Data set 

The present experiments were performed using the DUTA-

10k [14] and CoDA [47] datasets. The DUTA-10k dataset, 

an expansion of the initial labeled Dark Web dataset 

proposed in 2016 [1], encompasses a broader array of 

sources, thereby aggregating a more diverse set of onion 

sites. The data collection channels included the surface web, 

the Tor network, and various hyperlinks, leading to the 

accumulation of numerous standard and malicious 

webpages in a variety of languages. This dataset contains 
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25 main classes, 41 subclasses, and 10,367 entries. 

However, for our study, we focused solely on the main 

classes, excluding those in the bottom 1% owing to their 

small size and the “empty” classes predominantly filled 

with non-textual or sparse content. The experiments were 

then conducted using the classes and data sizes delineated 

in Table II. 

 
TABLE II  

DUTA-10K DATASET STATISTICS USED FOR DARK WEB 

Class count 

Hosting & Software 1,949 

Cryptocurrency 798 

Down 714 

Locked 682 

Personal 419 

C. Credit Cards 392 

Social-Network 293 

Drugs 290 

Services 284 

Pornography 226 

Marketplace 189 

Hacking 182 

Forum 128 

Total 6,524 

 
TABLE III 

CODA DATASET STATISTICS USED FOR DARK WEB 

Class count 

Pornography 1,195 

Drugs 1,172 

Financial 1,003 

Gambling 787 

Cryptocurrency 763 

Hacking 649 

Arms/Weapons 599 

Violence 485 

Electronics 426 

Others 2,921 

Total 10,000 

 

The CoDA dataset was developed to mitigate the class-data 

imbalance observed in DUTA-10k. Owing to the intrinsic 

complexities of the Dark Web, which blur the distinctions 

between illegal, legal, and other subclasses, these 

subclassifications were omitted. This adjustment reduced 

the original count of 25 classes to 10. Additionally, 18 

mask identifiers were implemented to safeguard against 

personal data exposure. The statistical composition of the 

CoDA dataset is detailed in Table III. 

B. Performance evaluation according to number 
of keywords 

The effectiveness of the proposed model is contingent on 

the quantity and quality of the vocabulary assimilated into 

word vectors, which is related to the keyword criteria 

employed. Therefore, determining and applying an 

appropriate number of keywords for each dataset is crucial. 

To establish these criteria, we evaluated performance 

indicators relative to the keyword count. Table IV details 

the vocabulary size of the dataset in relation to the number 

of keywords. Notably, a reduction of over 300 keywords 

was observed compared to training without the use of topic 

modeling weights. 

Table V showcases the experimental outcomes for the 

DUTA-10k dataset, indicating improved performance with 

an incremental increase in keyword count. Optimal 

performance was recorded when utilizing 90 keywords. 

Conversely, Table VI, detailing the CoDA dataset results, 

demonstrates that peak performance was attained with 20 

keywords. These findings suggest that the requisite number 

of keywords varies depending on the extent of word overlap 

across different classes within the dataset. In scenarios with 

substantial word overlap, a higher keyword count is 

essential. Notably, the CoDA dataset exhibited proficient 

classification capabilities even with a reduced keyword 

count, attributed to the distinct differentiation of words in 

each class. 
TABLE IV 

VOCABULARY SIZE OF DATASET BASED ON NUMBER OF KEYWORDS 

Number of keywords Vocabulary size 

DUTA-10k CoDA 

None 432,894 146,071 

10 78 70 

20 169 124 

30 240 173 

40 305 233 

50 372 279 

60 429 326 

70 483 367 

80 548 416 

90 616 454 

100 673 494 

 

TABLE V 

PERFORMANCE COMPARISON OF DUTA-10K BASED ON NUMBER OF 

KEYWORDS 

Number of 

keywords 
Precision Recall Accuracy F1-score 

None 0.7607 0.6220 0.6608 0.6220 

10 0.6981 0.8832 0.7944 0.7526 

20 0.8381 0.9061 0.8755 0.8645 

30 0.8538 0.9240 0.8849 0.8817 

40 0.8597 0.9136 0.9066 0.8798 

50 0.8509 0.8885 0.9015 0.8595 

60 0.9027 0.8957 0.8957 0.8962 

70 0.9214 0.9175 0.9175 0.9173 

80 0.9173 0.9153 0.9153 0.9144 
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90 0.9224 0.9203 0.9203 0.9202 

100 0.9165 0.9124 0.9124 0.9126 

 

TABLE VI 

PERFORMANCE COMPARISON OF CODA BASED ON THE NUMBER OF 

KEYWORDS 

Number of 
keywords 

Precision Recall Accuracy F1-score 

None 0.8480 0.9109 0.8708 0.8725 

10 0.9217 0.9554 0.9354 0.9361 

20 0.9656 0.9835 0.9695 0.9742 

30 0.9510 0.9771 0.9544 0.9633 

40 0.9552 0.9817 0.9619 0.9676 

50 0.9461 0.9730 0.9514 0.9586 

60 0.9376 0.9664 0.9469 0.9507 

70 0.9352 0.9716 0.9459 0.9521 

80 0.9489 0.9762 0.9559 0.9616 

90 0.9499 0.9464 0.9464 0.9463 

100 0.9298 0.9686 0.9449  0.9471 

C. Keyword Selection Results 

Further analysis was conducted to ascertain the relevance of 

the extracted keywords to their respective classes. This 

examination verified that word vectors learn terms 

effectively representative of classes, facilitating the creation 

of an accurate embedding matrix. The top five keywords 

for each class in the DUTA-10k dataset are listed in Table 

VII, where user IDs and repetitive words were prevalent 

among Dark Web users. Based on the experimental findings 

from Section IV.B, a larger keyword size is necessary to 

discern between classes as the keyword count increases. In 

contrast, Table VIII, representing the CoDA dataset, 

predominantly features unique keywords with minimal 

overlap. This aligns with the observations from Section 

IV.B, where satisfactory results were achieved even with a 

smaller keyword set. 

 

TABLE VII 

KEYWORD EXTRACTION RESULTS BY CLASS IN DUTA-10K 

Class K1 k2 k3 k4 k5 

Hosting & Software com file php hostinform home 

Cryptocurrency btc 
blockchainb

dgpzk 
adderss blockchain info 

Down 
hy2qtbfmej

pdovq2 
tag site ahmia txt 

Locked file index home  universidad login 

Personal file home universidad 
arhivachovt

j2jrp 
localhost 

C. Credit Cards file home universidad card index 

Social-Network file afg sort home www 

Drugs file home universidad 
torpharmzx

holobn 
product 

Services file home universidad index domain 

Pornography file home universidad localhost escort 

Marketplace file product type bestshop3 home 

Hacking ccc hack turkish armi file 

Forum 
rrcc5uuudh

h4oz3c 
cmd topic profil file 

 

TABLE VIII 

KEYWORD EXTRACTION RESULTS BY CLASS IN CODA 

Class K1 k2 k3 k4 k5 

Pornography video free sex girl teen 

Drugs gener money weight buy weed 

Financial money gener card time buy 

Gambling casino game time online slot  
Cryptocurrenc

y 
money crypto bitcoin btc address 

Hacking hack facebook time account money 

Arms/Weapons gun time weapon use money 

Violence time kill murder hitman anonym 

Electronics money gener iphone files appl  
Others url time normal onion tor 

D. Class Influence Analysis According to Weights 

In this research, we performed a keyword influence analysis 

on the model results, utilizing weights derived from topic 

modeling. This analysis is instrumental in identifying the 

keywords that contribute to the prediction of classes and in 

assessing the extent of their impact within the document. 

The impacts and keywords corresponding to the predicted 

classes are illustrated in Fig. 3. 

 

 

We randomly selected documents for examination to assess 

the impact results based on their classifications. For 

documents categorized under Gambling and Pornography, 

the frequency of keywords designated as influential was 

observed, affirming the precise detection of the class. 

Conversely, in the categories of Other and Electronic 

documents, the inclusion of irrelevant keywords led to less 

accurate classifications.  

These insights enable us to furnish explanations that aid 

users in comprehending the model's rationale behind the 

classified outcomes. Additionally, by evaluating the 

influence of keywords, we can pinpoint those contributing 

to false positives and verify their impact.  

FIGURE 3. Examples of output explanation based on topic modeling 
weight 
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E. Comparison of Classification Performance 
According to Model 

To assess the effectiveness of our proposed method, we 

undertook a comparative analysis using various algorithms 

typically employed in text classification. For this 

experiment, we selected algorithms commonly used in text 

classification and maintained all parameters of each 

algorithm at their default settings. Table IX displays the 

performance comparison results based on the DUTA-10k 

dataset. These results demonstrate that our method 

outperforms the others. Notably, in the case of DUTA-10k, 

despite the challenge posed by overlapping words between 

classes, which could impede the text classification process, 

our method still achieved commendable classification 

performance.  

 

TABLE IX 

 PERFORMANCE COMPARISON ACCORDING TO TEXT CLASSIFICATION 

ALGORITHM IN DUTA-10K 

Model Precision Recall Accuracy F1-score  

LLDA 0.6454 0.5431 0.5495 0.5431  

ETM 0.4346 0.3130 0.3360 0.3130  

NB 0.4800 0.2759 0.5793 0.2881  

KNN 0.6245 0.5470 0.7212 0.5590  

SVM 0.7788 0.7388 0.8269 0.7539  

DT 0.6792 0.6765 0.7654 0.6759  

RF 0.8162 0.6889 0.8009 0.7297  

TextCNN 0.7607 0.6220 0.6608 0.6220  

LSTM 0.7438 0.6180 0.7364 0.7377  

BiLSTM 0.7622 0.6830 0.7661 0.7625  

GRU 0.7637 0.6311 0.7545 0.7574  
Proposed 0.9224 0.9203 0.9202 0.9203 

 

The classification outcomes utilizing the CoDA dataset are 

summarized in Table X, affirming that our proposed 

method achieved the most effective performance. 

Additionally, owing to the more distinct differentiation of 

keywords by class in CoDA compared to that in DUTA-10k, 

other algorithms exhibited high performance. 

 

TABLE X 

PERFORMANCE COMPARISON ACCORDING TO TEXT CLASSIFICATION 

ALGORITHM IN CODA 

Model Precision Recall Accuracy F1-score 

LLDA 0.8559 0.8509 0.8509 0.8518 

ETM 1.0000 0.8216 0.8216 0.9021 

NB 0.9223 0.5910 0.7179 0.6524 

KNN 0.8486 0.8443 0.8383 0.8449 

SVM 0.9421 0.9118 0.9164 0.9258 

DT 0.8407 0.8265 0.8247 0.8330 

RF 0.9222 0.8269 0.8593 0.8651 

TextCNN 0.8480 0.9109 0.8725 0.8708 

LSTM 0.8347 0.8304 0.8338 0.8305 

BiLSTM 0.8394 0.8324 0.8327 0.8336 

GRU 0.8488 0.8570 0.8548 0.8507 

proposed 0.9552 0.9817 0.9676 0.9619 

 

Furthermore, we executed comparative evaluations of 

performance with other studies that employed the same 

datasets. For the DUTA-10k dataset, the inherent 

complexity of the Dark Web sometimes blurs the 

distinction between normal and malicious classes, rendering 

clear differentiation challenging. Consequently, certain 

studies have amalgamated these classes into a single 

category. Therefore, during comparative validation with 

studies using DUTA-10k, we scrutinized the number of 

classes utilized. Table XI showcases a comparison of 

performance evaluations with previous studies on DUTA-

10k. The proposed method was confirmed to exhibit 

superior performance in classifying the same number of 

classes. In cases where the number of classes varied, 

models with fewer classified classes occasionally exhibited 

superior performance, but the proposed model consistently 

outperformed other models. This reinforces the capability 

of our proposed method to maintain its efficacy across 

various class classifications.  

 

TABLE XI 

 PERFORMANCE COMPARISON WITH PREVIOUS STUDIES IN DUTA-10K 

Model Precision Recall Accuracy 
F1-

score 
class 

[1] 0.9750 0.9740 0.9660 0.9740 9 

[15] – – – 0.9414 7  
[19] 0.9000 0.8900 0.8900 0.8900 6 

[55] 0.8011 0.7994 – 0.8001 13  
[56] 0.8200 0.7800 0.9608 0.8000 12 

Proposed 0.9224 0.9203 0.9202 0.9203 13 

 

Table XII offers a comparative performance analysis for the 

CoDA dataset. The proposed method outstripped previous 

studies in performance, underscoring its aptitude for 

effective Dark Web classification.  

 

TABLE XII 

 PERFORMANCE COMPARISON WITH PREVIOUS STUDIES IN CODA 

Model Precision Recall Accuracy F1-score 

[47] 0.9251 0.9250 – 0.9249  

[55] 0.9446 0.9445 – 0.9446  
Proposed 0.9552 0.9817 0.9676 0.9619 

V. CONCLUSIONS AND FUTURE WORK 
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This research introduces a Dark Web classification 

methodology integrating topic modeling weights with 

TextCNN. The Dark Web data collected included an 

extensive vocabulary, not all of which was conducive to 

effective classification. Thus, a preprocessing step to 

eliminate extraneous words was essential. We tackled this 

challenge using topic modeling weights. Initially, structured 

data were created via text preprocessing, followed by the 

identification of principal keywords for each class using 

LLDA. These keywords were then applied to the Dark Web 

data to exclude irrelevant words, resulting in a significant 

reduction of the word vector size by approximately 300 

times. The word vectors were instrumental in forming an 

embedded matrix, which served as the input for the Dark 

Web classification model. We utilized topic modeling 

weights in our classification process to discern the 

influential keywords and their respective impact. The 

efficacy of our proposed approach was assessed using two 

labeled Dark Web datasets, validated through comparative 

analysis with various text classification algorithms and 

prior studies. The experimental outcomes verified the 

efficiency of the proposed method in reducing the 

vocabulary size required for learning and its superior 

performance. 

In future research, we intend to develop real-time 

classification techniques for the Dark Web, considering its 

dynamic nature. Both accuracy and processing speed are 

paramount in real-time scenarios. Therefore, the removal of 

unnecessary words through topic modeling weights is 

anticipated to yield complementary benefits. Additionally, 

we aim to devise a strategy that consolidates topic modeling 

weights and deep learning within a unified model, to 

elucidate the aspects of the neural network influencing the 

overall results.  
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