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ABSTRACT Open domain response generation is the task of creating a response given a user query in any
topics/domain. Limited by context and reference information, responses generated by current systems are
often “bland” or generic. In this paper, we combine a response generation model with a retrieval system that
searches for relevant utterances and responses. The generation model has two main components: a keyword
extraction module and a two-stage transformer. The keyword extraction module aims to extract two types
of keywords in an unsupervised fashion from the retrieved results: (1) keywords in the query not found in
the retrieved utterances (DiffKey), and (2) overlapping keywords among the retrieved responses (SimKey).
Given these keywords, the two-stage transformer first decides where to insert the keywords in the response,
and the second generates the full response given the location of the keywords. The keyword extraction module
and the two-stage transformer are connected in a single network, and so our system is trained end-to-end.
Experimental results on Cornell Movie-Dialog corpus, Douban and Weibo demonstrate that our model
outperforms state-of-the-art systems in terms of ROUGE, relevance scores and human evaluation.

INDEX TERMS Dialogue generation, Hybrid retrieval-generation, Deep learning

I. INTRODUCTION

OPEN domain response generation aims to develop
conversational agents that can interact and communicate

in a variety of topics [1]–[4], and it differs from task-oriented
dialogue systems which are designed to work towards a
specific goal in a particular domain (e.g. finding a restaurant).
There are a host of dialogue agents nowadays, and they often
combine open domain and task-oriented dialogue generation,
e.g. Microsoft XiaoIce, Apple Siri and Google Assistant.

Our work focuses on open domain response generation,
and specifically in the single-turn setting (i.e. the conversation
lasts only one turn, and so consists of a query and reply).
There are generally two approaches for this task: retrieval
and generation methods. Retrieval approaches search for
answers from an existing corpus of dialogues to use them
as response. Responses created by retrieval methods tend to
be partially relevant and often do not directly address the
queries, as the corpus is unlikely to have full coverage for all
queries. Generation methods, on the other hand, are able to

create fitting and natural responses but they tend to be short
and generic [2]. Combining both approaches would allow us
to generate responses that are more diverse, interesting and
relevant. Although there are a number of studies that explore
combining both approaches, recent studies train the retrieval
and generation component separately, with each component
requiring different training data [5]–[8]. Existing studies also
tend to use hidden representations as additional signals — e.g.
that of skeleton words [5] or abstract [9] — while our method
uses keywords directly, and so is more interpretable as we
can analyse specifically what keywords lead to a particular
generated response.

In this paper, we introduce a novel end-to-end system
that combines retrieval and generation methods for open
domain response generation. Given a query (q), our model
first searches for relevant utterances (u′) and responses (r′)
in a corpus of existing dialogues, and extracts two sets of
keywords: DiffKey and SimKey. Using Table 1 as an example,
DiffKey corresponds to words in the query (q) that are not
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TABLE 1. An example of query (q) and its retrieved utterances (u′) and
responses (r′). DIFFKEY is highlighted , while SIMKEY is bolded.

Query

(q)

What’s your suggestion about holiday ?

How about going to the seaside ?

Retrieved

Utterance1

(u′
1)

What’s your suggestion for tomorrow?

How about outdoor sports?

Utterance2

(u′
2)

Tomorrow is the weekend. I give your

husband a suggestion to have a rest.

DIFFKEY holiday / going / to / seaside

Response1

(r1)

Leave me alone. I just want to have a

rest at home and do some housework.

Response2

(r2)

You are right. He just at home for one day

last month and didn’t have enough rest.

SIMKEY just/have/rest/at/home

Response

(r)

I just want to rest at home on holiday ,

not go to the seaside .

found in the retrieved utterances (u′1 and u′2), e.g. holiday and
seaside; while SimKey are overlapping words in the retrieved
responses (r′1 and r′2), e.g. rest and home. Intuitively, DiffKey
are keywords that are not captured by existing dialogues,
and they are extracted so that the generated response would
include them to improve its relevance to the query. SimKey
can be interpreted as guiding keywords — the fact that they
are frequently mentioned in the retrieved responses indicate
that they are useful keywords to be incorporated in the
generated response. To capture word similarity beyond their
surface forms, our system leverages transformer’s attention
mechanism to extract these keywords.

Given these keywords, we use a two-stage transformer to
generate the final response. The first transformer takes the
keywords as (unordered) input and decides where to insert
them in the final response, creating a sentence where the
predicted positions contain the keywords and other positions
are masked tokens (e.g. “[mask] just [mask] [mask] rest at
home [mask] holiday [mask] [mask] go to [mask] seaside”).
The second transformer works like a text infilling model [10],
where it takes the masked sentence as input and “fill in the
blanks” to generate the final response. The keyword extraction
module and the two-stage transformer are connected in a
single network, and as such the full model is trained end-to-
end, requiring only a dialogue corpus as training data.

We conduct experiments on English and Chinese dialogue
datasets and demonstrate that our system outperforms bench-
mark systems consistently across three datasets based on
ROUGE [11], relevance, diversity [2] scores and human
evaluation, creating a new state-of-the-art for open domain
response generation. We also perform an ablation study
to measure the impact of DiffKey, SimKey and two-stage
transformer.

To summarise, our contributions are given as follows: (1)

we propose a new method to extract keywords based on multi-
source alignment to guide generation; (2) we design a two-
stage transformer that uses two BERT models to do generation;
(3) we verify the empirical effectiveness of our approach by
comparing to benchmark systems and find state-of-the-art
performance in open domain dialogue generation.

II. RELATED WORK

Response generation can be broadly categorised into retrieval-
based, generation-based and hybrid methods, which we review
below.

Retrieval-based methods. Given an utterance, retrieval-
based methods rely on matching algorithms to find the
most relevant utterance in the conversation history to use
its response as the output. The key is in developing matching
algorithms that can measure textual relevance between two
utterances [12]. Nowadays, retrieval models typically use
semantic retrieval rather than keyword retrieval, thanks to
the advent of semantic matching [13]. For hybrid or large-
scale models, the latter is faster and more efficient [14]. Early
studies mainly focus on response selection for single-turn
conversations [15]. More recently, multi-turn retrieval-based
conversation methods [16] or retrieval of documents given
single question [17] are also explored.

Generation-based methods. By and large, generation
methods use the sequence-to-sequence framework [18]–[20]
for response generation. Attention [20] and copy [21] mecha-
nisms have been widely used to improve the performance
of the original sequence-to-sequence framework. Shen et
al. [22] propose a hierarchical self-attention mechanism and
distant supervision to find related information globally when
decoding. As generated responses tend to be generic, several
methods are proposed to improve the diversity of the generated
responses, e.g. by incorporating topic information [23] or
using latent variable models and gate mechanism [24]. Li et al.
[25] train an encoder-decoder model in a bidirectional method
by adding a backward reasoning step to avoid generic and dull
responses. Also some popular pre-train language models, such
as UniLM [26] and GPT-3 [27] are fine-tuned as an encoder-
decoder architecture for response generation. Li et al. [28]
experiment with reinforcement learning to further improve
generation quality, and Liu et al. [29] incorporate adversarial
learning to reduce gender bias in its response generation. Ling
et al. [30] explore a response generation model that utilizes
contextual topics to find relevant transition words. Xu et al.
[31] incorporate a keyword decoder to generate keywords
based on the dialogue history and feed these keywords to the
response generator. Other studies experiment with integrating
extra information such as tables [32] and knowledge graph
[33]. Xu et al. [34] inject knowledge into the pre-trained
language models to diversify and enrich generated dialogue
responses. Conditional variational auto-encoder proposed by
Zhao et al. [35] is proposed to similarly improve the diversity
during decoding. [36]–[38] attempt to generate responses that
are empathetic.
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Hybrid methods. Song et al. [39] propose combining both
generation and retrieval methods for generating responses.
Pandey et al. [40] retrieve similar conversations and weight
them to guide generation. Miao, Cao and et al. [41], [42]
develop retrieve-then-edit techniques for text generation
which can improve the quality of the generated response. Cai,
Tian, Kazemnejad and et al. [6], [7], [43] treat the retrieval and
generation as disjointed components and train them separately,
but this means additional data is needed. Multi-task learning
that jointly optimize retrieval and generation steps are also
explored [44]. Unlike other studies that largely focus on
improving the generation component, Wu et al. [45] propose
improving the performance of the retrieval component through
entity alignment. Xu et al. [46] found retrieval-augmented
methods that have the ability to summarize and recall previous
conversations helpful. Xia et al. [47] use two decoders to
generate a raw sequence and revise the draft from scratch. Li et
al. [48] utilise an edit keywords to guide sentences generation.

Compared to previous studies, our proposed method is
unique in how it extracts keywords from the retrieved con-
versations (most studies only use the retrieved conversations
as additional input without keyword extraction [6], [9], [49]).
Furthermore, our model is different to a traditional encoder-
decoder architecture, where we only use two BERT [50]
models to generate the final response. The closest work to
ours is Wu et al. [51], but it only uses the top-1 retrieved
results and so do not consider overlapping keywords among
the responses. In contrast, our system retrieves top-K (K > 1)
results from the corpus, and use multi-source alignment to
extract two different types of keywords.

III. MODEL ARCHITECTURE
A. MODEL OVERVIEW

The overall architecture of our system is presented in Figure
1, which consists of a retrieval model and a generation
model. Given a query q, the retrieval model first retrieves
top-N utterance-response pairs (u′i, r

′
i) from corpus D. The

generation model then extracts the keywords (DiffKey and
SimKey) using the semantic alignment keyword extraction
(SAKE) module, and the extracted keywords are fed to the
two-stage transformer to generate the final response r̂.

B. RETRIEVAL MODEL

We use Lucene1 to index and find top-K (K = 2) best
utterances in corpus D based on Jaccard similarity:2

J(A,B) =
|A ∩B|
|A ∪B|

where A and B are the bag-of-words of utterances.

1https://lucene.apache.org/
2We consider only utterances that have Jaccard similarity between 0.5–0.9.

C. SEMANTIC ALIGNMENT KEYWORD EXTRACTION
(SAKE)
In SAKE, the goal is to extract DiffKey and SimKey, given
the query q and retrieved utterance-response pairs (u′i, r

′
i). We

first use a 1-layer transformer to encode the text:

e = TF (S, P ) (1)

where S represents either q, u′i, or r′i; and P is the correspond-
ing positional embeddings. e ∈ RL×D is the contextualised
word embeddings (where L denotes the length of sentence
and D is the embedding dimension).

To align two sentences, we adapt the alignment approach
by Tsai et al. [52], which was proposed to align sequences of
different modalities (e.g. text with audio). We first provide a
generic description of the alignment method, and come back
to explain how to extract DiffKey and SimKey based on q, u′i,
and r′i.

Single-source Alignment. Given two sentences, α and
β, our goal is to align words in α to the words in β via
query/key/value attention.

After encoding the two sentences with a transformer
(Equation 1), we have two embeddings eα and eβ . They
have the same embedding dimensions D but different sentence
lengths. We then project the two embeddings to query, key and
value vectors by three learnable weights matrixes. Thus, both
of them have the same projected dimension H . The semantic
alignment output Y is computed as follows:

Y = SA(eα, eβ)

= softmax

(
QαK

T
β√

dk

)
Vβ

Multi-source Alignment. Here we extend the alignment
of one sentence to N sentences, i.e. α is one sentence but β
is now a group of sentences β = {β1, ..., βN}, by aligning a
pair of sentences iteratively and summing up their outputs:

Y [N ] =

N∑
i

SA(eα, eβi)

Figure 2 presents an illustration of the multi-source align-
ment method. Note that the key and value projection matrix
(WK and WV ) are shared by all {β1, ..., βN}.

Recall that DiffKey are keywords in query q that are not
found in the retrieved utterance u′i. In this case, α = q,
and β = {u′i}Ni=1. For SimKey, they are the overlapping
words between the top-1 retrieved response r′1 and other
retrieved responses {r′i}Ni=2, and so α = r′1 and β = {r′i}Ni=2.
Formally:

Y
[N ]

DiffKey =

N∑
i=1

SA(eq, eu′
i
)

Y
[N ]

SimKey =

N∑
i=2

SA(er′1 , er′i)

(2)
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FIGURE 1. The architecture of proposed retrieval-generation model. The red box denotes the retrieval model and blue box is the generation model, which consists
of a SAKE module to produce DIFFKEY and SIMKEY and a two-stage transformer to generation response.
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FIGURE 2. Multi-source alignment α (single sentence) and β (N sentences).
βi denotes the ith sentence of retrieved utterance and Y [i] is the ith aligned
matrix.

To calculate the attention weights for each words in the
query (q) for DiffKey or in the first response (r′1) for SimKey,
we compute M = softmax

(
Y [N ] ·WS +bS

)
, where Y [N ]

represents either Y [N ]
DiffKey and Y [N ]

SimKey.
After obtaining the attention weights, we use them to weight

the word embeddings as a soft approach to ‘extract’ the
keywords.3 Using Table 1 as an example for DiffKey, we
would weight all the word embeddings in the query text (q)
“What’s your suggestion about holiday ? How about going to
the seaside ?”, and words that receive low attention weights
(such as what) would be effectively masked out. Note that at
test time, we use an argmin and argmax operator to extract
ηL words from q for DiffKey or r′1 for SimKey respectively,
where η is a scaling hyper-parameter that controls how many
keywords to extract based on the original length of q or r′1.

3Strictly speaking they are subword embeddings, but for ease of interpreta-
tion we use the term “word embeddings” here.

D. TWO-STAGE TRANSFORMER

The DiffKey and SimKey produced by SAKE are keywords
without ordering or positional information. To use them as
input to guide the response generation,4 we first use a BERT
model [50] to predict their positions in the response, and then
use another BERT to generate the final response. Note that
this second BERT is not a fill-in-the-blanks model, as the final
response is constructed by taking the highest probability word
at every position. Also, during training we update only the
second BERT (first BERT parameters are kept static).

Stage-1 Transformer. To imbue the keywords with posi-
tional information, we feed them to BERT to predict their
positions:

g = BERT 1([DiffKey;SimKey])
pi = softmax(W1 gi + b1)

qi =
∑
j

pi,jPj (3)

where Pj is the predefined static positional embedding [53] for
position j. The maximum length of predicted position is 150,
which is a hyperparameter that can be defined. Intuitively, for
a word in DiffKey or SimKey, pi represents its probability
distribution over different positions, and qi is weighted
positional embedding.

Stage-2 Transformer. The second transformer is also a
BERT, and similarly takes DiffKey and SimKey as input
and its goal is to generate the final response. Here, we add
the weighted positional embeddings (q) from the stage-1

4To clarify, during training DIFFKEY consists of the whole query (q) and
SIMKEY the first response (r′1) (noting that their embeddings are weighted
by SAKE), but at test time DIFFKEY and SIMKEY contain only a subset of
words (selected by the argmin and argmax operators respectively).
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BERT

+

Two-stage Transformer

FC1+Softmax

BERT

FC2+Softmax

Rear-
ranging

Stage-1 Stage-2

!̂ 

Token 
Embedding

… … … …

hair sure change mood

Poitional 
Embedding

… …

sure [mask] hair [mask] mood [mask] changed

… … … … …

sure my hair and mood have changed

position: {3, 1, 7, 5}

FIGURE 3. Input and output of the two-stage transformer at test time. The left
subfigure is the stage-1 transformer to imbue the set of DIFFKEY and SIMKEY
with position information. And the stage-2 transformer (right) aims to generate
a target response given the keywords.

transformer to the input:

h = BERT 2([DiffKey;SimKey]+
Q([DiffKey;SimKey]))

r̂i = softmax
(
W2hi + b2

)
where Q is a function that applies the weighted positional
embeddings (Equation 3) to each input word, and r̂i is the
output word probability distribution, and the whole model
is optimised end-to-end based on cross-entropy loss: L =
−
∑
i logP (r̂i).

At test time, instead of computing the weighted positional
embeddings (Equation 3), we use argmax to select the best
position for each keyword, and introduce an additional step
to re-arrange the keywords before feeding them to the stage-2
transformer; see Figure 3 for an illustration. We also truncate
the generated response after <EOS> is produced at test time
(i.e. all words to the right of <EOS> are discarded).

Intuitively, our stage-2 transformer can be interpreted as a
text infilling model, where it takes a masked sentence (that
contains only important keywords) and learns how to “fill in
the blanks” to create the response. As such, the generation
process does not involve any decoding algorithms.

IV. EXPERIMENTS
A. DATASETS AND EVALUATION METRICS
We use two Chinese datasets (Douban [51] and Weibo5) and
an English dataset (Cornell Movie-Dialog corpus6 [54]) to
evaluate our response generation system. All three datasets
consist of human conversations in the form of utterance and
response pairs. For Douban, there are 19,623,374 original
pairs. After removing pairs with high proportion of symbols
(e.g. punctuations and emoticons) and very long sentences (>
50 words), we retain 11,321,313 pairs. Weibo and Cornell each
has 4,281,692 and 430,579 pairs after undergoing the same
preprocessing. We release the source code of our experiments
and the Weibo dataset to facilitate replication and research.7

To evaluate our model, we use the following metrics:

5We collect the data by scraping microblog posts from https://weibo.com/
6https://www.cs.cornell.edu/ cristian/Cornell_Movie-Dialogs_Corpus.html
7ANONYMISED.COM

ROUGE: This metric measures the similarity between the
generated response and ground truth response by evaluating
their n-gram overlap.

Relevance: This also measures similarity using cosine
similarity of word embeddings instead of evaluating textual
relevance. To aggregate the word embeddings of a sentence,
we follow Liu et al. [55] by taking the mean embeddings
(“Average”) and max-pooled embeddings (i.e. maximum value
over words for each dimension; “Max”) before computing the
cosine similarity. We also compute another variant where we
do not pool the word embeddings but greedily find the best
matching words in the text pairs (“Greedy”).

Diversity: This measures the repetitiveness of the generated
response, and is computed based on the ratios of distinct
unigrams (Dist-1) and bigrams (Dist-2). This metric does not
use the ground truth response.

Human: Thirty annotators are invited to judge the gener-
ated responses of different systems on two aspects on a 4-point
ordinal scale: fluency (F) and relevance (R). Details of the
crowdsourcing experiments are provided in the Appendix.

B. BASELINES/BENCHMARKS
We compare our method against the following baseline/bench-
mark systems (which covers sequence-to-sequence, retrieval
and hybrid methods):

S2S+Attn: Recurrent network-based sequence-to-sequence
with attention model.

CVAE: Conditional variational auto-encoder proposed by
to improve the diversity of generated responses.

KW+S2S: A generation-based model that uses a keyword
encoder-decoder to generate keywords given the dialogue
history, which are then concatenated with the dialogue history
to generate the response. KW+S2S is trained end-to-end and
the ground truth keywords are extracted using TF-IDF.

UniLM, BERT, GPT-3: These are pre-trained language
models fine-tuned for response generation.8 We only have
English results for GPT-3 as it does not support Chinese.

Retrieval: Baseline retrieval model that searches for the
most relevant utterance (Lucene) and returns its response as
the result.

Rtv+Rank: Retrieval method that searches for top-20
utterances based on Retrieval; two LSTM models are trained
to encode pairs of utterances to select the most relevant
response [56].

Edit: Hybrid method that retrieves the most relevant utter-
ance and computes two edit vectors to represent novel words
in the query and the retrieved utterance to guide response
generation. Note that this method retrieves only 1 relevant
utterance, and as such does not capture similarity among
relevant responses like our model.

Reranker: Hybrid method that has 2 components: (1) a
generator that takes encoded reprensetations of conversation
context and retrieved responses as input to generate a response;

8Note that for BERT we generate the full sentence by selecting the highest
probability word in each position in one step and do not do left-to-right
decoding (as it does not have a decoder).
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TABLE 2. Results on the datasets of Cornell (top), Weibo (middle) and Douban (bottom). Boldfont indicates optimal performance for a metric in a dataset. For
types, “Rtv” = retrieval method, “Gen”= generation method, and “Pretrained” = whether it uses pre-trained models.

Types Models ROUGE Relevance Diversity Human
Pretrained Rtv Gen R-1 R-2 R-L Average Max Greedy Dist-1 Dist-2 F R

X S2S+Attn 37.82 17.87 33.73 0.314 0.157 0.327 0.049 0.088 2.81 3.04
X CVAE 41.89 20.86 39.49 0.339 0.182 0.357 0.076 0.145 3.14 3.13
X KW+S2S 47.14 24.05 42.86 0.378 0.214 0.387 0.133 0.242 3.51 3.52

X X BERT 42.81 21.49 39.92 0.364 0.211 0.366 0.104 0.172 3.43 3.57
X X UniLM 44.24 23.07 40.27 0.373 0.205 0.371 0.121 0.189 3.47 3.38
X X GPT-3 47.11 23.92 41.77 0.378 0.209 0.389 0.137 0.211 3.58 3.56

X Retrieval 30.81 13.87 27.33 0.252 0.131 0.269 0.103 0.249 3.81 3.20
X Rtv+Rank 34.57 18.23 32.44 0.327 0.157 0.336 0.129 0.212 3.84 3.25
X X Edit 45.81 21.99 43.01 0.369 0.198 0.376 0.112 0.207 3.44 3.51
X X Reranker 45.16 21.04 42.71 0.357 0.194 0.380 0.094 0.182 3.47 3.51
X X MemDistill 46.76 22.59 43.67 0.374 0.204 0.386 0.107 0.212 3.48 3.49
X X SkelGenLSTM 46.69 21.13 43.09 0.369 0.211 0.375 0.116 0.231 3.43 3.51
X X SkelGenGPT−2 48.16 23.09 43.22 0.377 0.216 0.389 0.108 0.221 3.53 3.59

X X X RAG 46.81 22.19 42.78 0.375 0.211 0.382 0.104 0.192 3.52 3.57
X X X Ours 50.25 25.02 45.22 0.393 0.225 0.405 0.124 0.233 3.60 3.62

Types Models ROUGE Relevance Diversity Human
Pretrained Rtv Gen R-1 R-2 R-L Average Max Greedy Dist-1 Dist-2 F R

X S2S+Attn 36.77 20.14 35.07 0.346 0.179 0.358 0.026 0.084 3.12 3.08
X CVAE 44.15 23.12 41.39 0.361 0.187 0.374 0.086 0.142 3.30 3.25
X KW+S2S 50.32 25.23 48.01 0.390 0.241 0.392 0.163 0.222 3.45 3.49

X X BERT 48.64 27.71 48.73 0.391 0.262 0.397 0.147 0.285 3.58 3.57
X X UniLM 50.33 30.19 49.81 0.403 0.267 0.408 0.142 0.342 3.51 3.56

X Retrieval 32.41 15.21 28.03 0.302 0.153 0.322 0.111 0.472 3.82 3.41
X Rtv+Rank 38.29 18.17 35.14 0.361 0.174 0.378 0.167 0.494 3.87 3.40
X X Edit 50.82 26.71 48.38 0.394 0.253 0.401 0.152 0.158 3.44 3.56
X X Reranker 50.64 26.60 47.81 0.386 0.236 0.397 0.125 0.161 3.41 3.52
X X MemDistill 50.82 26.71 48.38 0.394 0.253 0.401 0.152 0.158 3.47 3.55
X X SkelGenLSTM 51.14 26.79 49.03 0.401 0.261 0.407 0.158 0.181 3.45 3.56
X X SkelGenGPT−2 53.28 30.11 51.02 0.414 0.289 0.411 0.142 0.201 3.54 3.60

X X X RAG 52.02 27.69 50.31 0.409 0.276 0.413 0.152 0.271 3.50 3.57
X X X Ours 55.13 31.21 52.79 0.430 0.305 0.434 0.218 0.350 3.59 3.66

Types Models ROUGE Relevance Diversity Human
Pretrained Rtv Gen R-1 R-2 R-L Average Max Greedy Dist-1 Dist-2 F R

X S2S+Attn 33.74 18.16 30.62 0.331 0.172 0.345 0.061 0.081 3.08 3.22
X CVAE 42.32 21.83 38.78 0.362 0.189 0.368 0.076 0.201 3.31 3.29
X KW+S2S 47.92 29.11 45.98 0.374 0.208 0.378 0.142 0.281 3.52 3.48

X X BERT 45.11 27.78 46.03 0.371 0.216 0.379 0.135 0.206 3.46 3.51
X X UniLM 48.76 31.89 47.09 0.382 0.223 0.394 0.202 0.364 3.51 3.49

X Retrieval 30.19 14.88 28.36 0.274 0.142 0.289 0.131 0.466 3.75 3.38
X Rtv+Rank 36.49 17.67 35.44 0.354 0.181 0.361 0.137 0.431 3.84 3.41
X X Edit 48.27 29.81 46.53 0.393 0.216 0.385 0.134 0.189 3.48 3.50
X X Reranker 48.21 29.91 47.37 0.378 0.206 0.383 0.128 0.237 3.46 3.46
X X MemDistill 48.82 30.21 47.71 0.381 0.212 0.387 0.131 0.231 3.52 3.57
X X SkelGenLSTM 49.18 30.31 48.72 0.384 0.220 0.393 0.102 0.251 3.54 3.56
X X SkelGenGPT−2 52.15 32.03 52.79 0.397 0.270 0.421 0.110 0.212 3.56 3.59

X X X RAG 50.28 30.18 49.62 0.387 0.238 0.402 0.137 0.302 3.54 3.58
X X X Ours 54.64 33.72 53.68 0.406 0.275 0.432 0.198 0.314 3.61 3.65

and (2) a neural reranker that selects the best response among
generated and retrieved responses.

MemDistill: Hybrid method that first clusters training
query-response pairs and stores them in memory, and trains a
generator to retrieve the most relevant query-response cluster
from the memory to guide its generation. The method is
unique in that it uses query-response cluster as a guide
(rather than individual responses like our and other benchmark

systems).
SkelGen: Hybrid transformer-based method that reranks

a set of retrieved responses to select the best response as
input for the generator to create a response. The reranker
is trained separately (using ground truth query-response
pairs) to the generator, and the framework does not extract
any keywords (the best response only serves as additional
sequence to generator). Depending on whether the generator
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TABLE 3. Ablation results where we measure the impact of DIFFKEY, SIMKEY
and stage-1 transformer (”Ours” presents the average scores on main
experiments). Symbol "-X" denotes that module X is removed.

Models ROUGE Relevance Diversity Human
F R

Ours 45.07 0.357 0.243 3.59 3.61

−SIMKEY 37.12 0.289 0.136 - -
−DIFFKEY 38.54 0.301 0.148 - -

−Stage-1 43.21 0.347 0.191 - -

uses LSTM or GPT-2, the methods are called SkelGenLSTM

and SkelGenGPT−2.
RAG: End-to-end hybrid model that uses BERT as the

neural retriever and BART as the generator. RAG is designed
as a general purpose retrieval-augmented generation system,
and so uses Wikipedia as the knowledge source [57].

C. EXPERIMENTAL SETTINGS
We set word embedding dimension to 512, transformer hidden
state dimension to 1024, and dropout rate to 0.3. We use a
vocabulary size of 30,004 (30,000 words and 4 special sym-
bols). For SAKE, the number of retrieved results K = 2, the
projected dimension H = 5 and η = 0.2. We use a batch size
of 512 and train for 30 epochs for all baselines and our model,
and halve the learning rate when development performance
worsens. We use the base model for BERT, and the uncased
variant for English. All baseline/benchmark models use their
default recommended hyper-parameter configuration.

D. RESULTS
a: Overall Experiments.
Table 2 presents the full results, where the top, middle and
bottom sub-tables are Cornell, Weibo and Douban results,
respectively. Generally, we see that the hybrid systems are
better models compared to pure generation and retrieval
systems. Our model shows strong performance: it substan-
tially outperforms most baselines and benchmark systems in
ROUGE and relevance scores across all 3 datasets, creating a
new state-of-the-art.

In terms of human evaluation, the generated responses of
our model are also more fluent and relevant than all generation
and hybrid systems, although they are admittedly less fluent
compared to retrieval systems (as their output are human-
written responses). For diversity, we see a similar trend where
retrieval systems tend to have an upper hand, although when
compared to non-retrieval systems, our model outperforms all
these systems by a comfortable margin.

b: Ablation Study.
To study the influence of the individual components (e.g. the
impact of the number retrieved results K, SAKE and two-
stage transformer) in our system, we perform several ablation
studies based on Douban (test set). All studies present the
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FIGURE 4. Multi-source alignment output Y [N] produced by SAKE (Equation
2) for extracting DIFFKEY from the query (left) and SIMKEY from the first
retrieved response (right). Darker colour indicates lower magnitude/strength.

average scores of the different variants of ROUGE, relevance
and diversity.

We assess the effectiveness of our keyword extraction
module by removing either SimKey and DiffKey and present
the results in Table 3. It appears that removing either keywords
degrades the response substantially across all metrics, indi-
cating the importance of both keywords. That said, SimKey
seems to be marginally more effective than DiffKey in guiding
the response generation.

We also test the impact of ordering the keywords by creating
a variant where we remove the stage-1 transformer and feed
DiffKey and SimKey to stage-2 transformer without ordering
information (i.e. positional embeddings are not added to the
input). Results are in the last row of Table 3. We see a dip in
performance across all metrics, suggesting it is beneficial to
decompose the generation task into a two-step process where
we predict the order of the keywords before using them to
drive the response generation.

c: Qualitative Analysis.
We present the generated responses and the retrieved con-
versations by our system for two queries from the Cornell
Movie-Dialog corpus (top) and Douban (bottom) Table 4. We
can see the retrieved utterance and response pairs provide
additional context for the query, and the generated responses
are largely driven by the extracted keywords (SimKey and
DiffKey).

To qualitatively understand the output of the SAKE through
multi-source alignment, we present the alignment output
Y

[N ]
DiffKey and Y

[N ]
SimKey (produced by Equation 2) in Figure

4. The query and top-2 retrieved utterance-response pairs
are presented at the top of Table 4. Here we can see that
words such as did and hair are selected as DiffKey from the
query due to their low alignment strength with the retrieved
utterances (see Table 4), while sure, change and mood are
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TABLE 4. Generated responses and retrieved conversations for two
utterances from the Cornell Movie-Dialog corpus (top) and Douban (bottom).
Keywords indicate the DIFFKEY and SIMKEY extraction. (via argmin and
argmax). The performance in English and Chinese single-turn dialogue is
intuitively displayed.

Query Did you change your hair

Retrieved

Utterance1 What happened about your hair
Utterance2 Are you sure you won’t change your mind
Response1 I am sure I just change my hair and mood
Response2 Sure, my mind change with mood

Keywords did / hair / sure / change / mood

Generated Response Sure my hair and mood have changed

Query 我明天想出去晒晒

I want to go out tomorrow

Retrieved

Utterance1 我想出去晒晒太阳

I want going out to sunbathe

Utterance2 我想明天出门因为在家太久

I’m going out tomorrow because I’ve
been at home too long

Response1 明天是个好天气

It ’s a fine day tomorrow

Response2 天气预报说明天是多云没有太阳

The weather forecast says it will be cloudy
tomorrow and there will be no sun

Keywords 明天 /出去 /好天气
tomorrow / go out / fine weather

Generated Response 明天会是个适合出去的好天气

Tomorrow is a fine day to go out

extracted as SimKey from the first retrieved response as these
words are also mentioned in the second retrieved response.

Seeing function words such as did and sure are being
selected as keywords (which seem counter-intuitive), we did
another experiment where we use a stopword list to filter
these words in SAKE. We found that the results worsen, and
hypothesise that these words could be more important than
they appear as we are working with response generation for
casual conversation/dialogue.

V. DISCUSSION
Open domain response generation is an arguably difficult task.
While studies find that retrieval-based methods are unable to
produce the right response even with massive conversation
corpora, generation-based methods also have their drawbacks
where they struggle to produce creative outputs. To address
this, hybrid methods that combine both have been explored
and with some success.

Wu et al. [51] found that the retrieved results provide a
good starting point for generation because it is grammatical
and informative. They extract words from these results and
show that these keywords help improve relevance, diversity
and originality of the generated responses, and our work is
inspired by them. Our experiments found a similar finding,
showing that this is a promising direction. That said, our study
is different to theirs in that we focus more on the keyword
extraction process where we explore extracting two different

types of keywords (DiffKey and SimKey). Ablation results
demonstrate that both DiffKey and SimKey have contributed
to improving the generation process. Also, our work is unique
in how we introduce a two-stage transformer to predict the
order of the keywords and generate the response by “filling in
the blanks”, which does not involve any decoding.

As single-turn dialogue systems becoming more mature,
the next step is to develop multi-turn dialogue systems. Multi-
turn conversation is challenging, as the model would need
to consider beyond the last utterance as context to generate
responses. Our keywords extraction module can be potentially
extended here by framing it as a time series problem using
the dialogue history. With the advent of very large pre-
train language models such as GPT-3, MT-NLG [58] and
PaLM [59], it’d also be interesting to explore using them to
replace BERT. We suspect this can potentially bring in further
improvement, as these models have demonstrated outstanding
performance across a number of NLP tasks.

VI. CONCLUSION
We introduce an end-to-end response generation model that
extracts keywords from retrieved conversations to guide the
response generation. Our system combines the benefits of
retrieval and generation methods, and utilises modern pre-
trained language models and their attention mechanism for
keyword extraction and response generation. We evaluate
our system on 3 datasets over two languages (English and
Chinese), and demonstrate that it outperforms benchmark
systems in ROUGE, relevance scores and human evaluation,
creating a new state-of-the-art. In future work, we will further
consider a sequence set of keywords extracted from the
contextual information to guide the response generation in
multi-turn dialogue task. Some large language models are also
considered to replace the generation model.

.

APPENDIX A HUMAN EVALUATION
We use the same methodology to collect human annotations
for all three datasets. For each dataset, we randomly sample
200 generated dialogues (original query+generated response)
and divide them into four batches (50 dialogues each batch).
Sixteen native speakers (Chinese or English depending on
the dataset) were invited to rate the generated responses on
a 4-point scale;9 Table 5 presents an example. The judges
are broken into four groups, and each batch of dialogues is
annotated by two groups of judges. For each dialogue, we
have 2 ratings for each aspect (fluency or relevance) and we
take the average as the final rating. Within a batch, if the
ratings differ substantially between the two groups of judges,
a third group of judges will be invited to annotate the batch.
The judges do not have access to the ground-truth response,
and see only the query and system-generated responses. Each
worker is paid USD $0.15 for annotating a query. For fluency
evaluation, the 4-point scale is described as follows:

9We use the Tencent online document platform for conducting the
crowdsourcing experiments: https://docs.qq.com/
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1: hard to read;
2: not quite fluent and has several grammatical errors;
3: fluent response with few errors

4: fluent response without errors.
For relevancy:

1: totally irrelevant;
2: marginally relevant;
3: somewhat relevant but not directly related to the query

4: relevant.

TABLE 5. An example of scoring criteria.

Original
Query

Would you be willing to relocate if required?

Generated Response
Fluency Relevance

1 location I course not. I like apple best.
2 I of course for it. Shanghai is the most

international city in China.
3 No preference for I. Shanghai is good for me.
4 Of course, I have no Of course, I have no

preference for location. preference for location.

原始

问句
今天外面的天气不错，我们出去吃饭好不好？

生成回答

流畅度 相关性

1 这好你是。 你今天看起来真漂亮。

2 我这好想好啊。 今天天气真好！

3 好啊，我这好想。 我今天想吃面。

4 好，我正好想出去吃。 没问题我们出去吃。
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