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ABSTRACT Adding dynamic gesture recognition to the new interactive teaching system is of great 

significance to improve the teaching efficiency. However, the features extracted by traditional dynamic 

gesture recognition methods are usually difficult to accurately represent the differences between dynamic 

gestures. Aiming at the problems of complex time sequence and spatial variability of dynamic gestures, this 

paper proposes a gesture recognition method combining global motion and local motion of fingers. Firstly, 

preprocessing of dynamic gesture data is carried out, including removing invalid gesture frames, 

completing gesture frame data and normalizing joint length. Then, according to the given hand joint 

coordinates, dynamic gesture key frames are extracted by using gesture distance function, and the global 

motion features of hand in space and the local motion features of fingers in hand are extracted based on 

gesture key frames. Secondly, the key frame gesture features of gesture global motion and finger local 

motion are fused, and linear discriminant analysis is used for feature dimensionality reduction. Finally, 

support vector machine with Gaussian kernel is used to realize dynamic gesture recognition and 

classification. Experimental results on DHG-14/28 and FPHA dynamic gesture dataset show that the 

accuracy of classification and recognition is 98.57% 88.29% and 97.31% respectively. 

INDEX TERMS Dynamic gesture recognition; key frame; support vector machine; gesture motion. 

I. INTRODUCTION 

The new teaching system based on virtual simulation is 

promoting the reform of education. The combination of 

virtual simulation and traditional classroom is the trend of 

future development. But at present, there is no effective 

interactive way for teachers to operate the virtual simulation 

system conveniently in the context of traditional classroom. 

As an important interaction mode in the fields of computer 

graphics, virtual reality, human-computer interaction and 

sign language translation, gesture interaction provides a 

simple and convenient interaction experience [1]. According 

to the timing of gestures, they can be divided into static 

gestures and dynamic gestures [2]. Static gestures refer to a 

single frame of stationary gestures, while dynamic gestures 

refer to consecutive frames of gestures over a period of time. 

Compared with static gestures, dynamic gestures are difficult 

to be accurately recognized because they need to pay 

attention not only to the changes of hand shape, but also to 

the movements of fingers in time and space [3]. In general, 

the motion law of complex dynamic gestures has the 

following three obvious features :(1) variability of time. The 

motion speed of dynamic gestures is uncertain. For the same 

gesture, different people can complete it at different speeds. 

Even for the same person, the completion speed is different 

each time. (2) The variability of gesture integrity. In many 

cases, user/operator gestures are incomplete or redundant 

compared to system-defined gestures. (3) Spatial variability. 

The motion space and distance of the gesture are different, 

and the distance and range of the same gesture are always 

different for different people. These features will make it 

difficult to accurately represent the features of different 

dynamic gestures. The complex timing, spatial variability 

and inaccurate feature representation of dynamic gestures 

bring difficulties and challenges to the recognition and 

classification of dynamic gestures [2]. 

Many dynamic gesture recognition of the work is based on 

RGB images, depth image, smooth flow of information or 

gesture trajectory [4], Simonyan et al. [4] made use of dual 

data flow features to classify dynamic gestures. One data 

flow used static RGB images for classification, while the 

other data was fluent in light flow and trajectory information. 
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The RGB image information contains the local feature 

information of the single frame gesture, and the optical flow 

and trajectory information contain the global feature 

information of the gesture. However, this method does not 

combine the characteristics of the two data streams, but only 

uses the two data streams separately. In this paper, global 

gesture motion features and local hand internal finger motion 

features are considered, and the two features are combined 

for dynamic gesture recognition and classification. Based on 

gesture image, On the basis of gesture images, Molchanov et 

al. [5] adopted connectionist temporal classification (CTC) to 

solve the dynamic gesture timing problem. However, this 

method is conditional independent, assuming that the outputs 

of different time frames are independent of each other. For 

the dynamic gesture sequence, the gesture sequence has the 

continuity of time and space, which does not conform to the 

dynamic gesture motion. Gongfa Li et al. proposed a hand 

gesture recognition method based on convolution neural 

network. And the convolution neural network is applied to 

the recognition of gestures, and the characteristics of 

convolution neural network are used to avoid the feature 

extraction process, reduce the number of parameters needs to 

be trained, and finally achieve the purpose of unsupervised 

learning [36]. Dinh-Son Tran et al. proposed a novel method 

for fingertip detection and hand gesture recognition in real-

time using an RGB-D camera and a 3D convolution neural 

network (3DCNN). This system can accurately and robustly 

extract fingertip locations and recognize gestures in real-time 

Recently, due to the wide use of hardware devices such as 

Intel RealSense, Microsoft Kinect, Open-pose and the 

development of high-precision hand tracking methods, it is 

easy for people to obtain high-precision hand skeleton data. 

In fact, the motion of the hand bone usually accurately 

reflects the feature differences of different dynamic gestures 

[3,6]. Based on the hand node coordinate input, this paper 

first proposes an effective method to extract the key frame of 

the dynamic gesture, aiming at the variability of the time and 

the integrity of the gesture. In this way, redundant frames in 

different dynamic gestures are removed and video with 

different length of dynamic gestures is unified to the same 

length. Then, based on the dynamic gesture key frame, the 

gesture motion features are represented as the global motion 

of the hand in space and the local motion of the fingers inside 

the hand, and LDA method in supervised dimension 

reduction is adopted here for feature dimension reduction. 

Finally, support vector machine (SVM) with gaussian kernel 

is used to realize effective dynamic gesture recognition. In 

this paper, a dynamic gesture feature representation is 

proposed, which can effectively represent the motion features 

of dynamic gestures and lay a foundation for the accurate 

recognition of gestures. 
II. RELATED WORK 

Spatial and temporal information feature processing of 

dynamic gesture is the key and difficult point of dynamic 

gesture recognition and classification [2]. Dynamic gesture 

recognition can be divided into traditional manual feature 

extraction methods and deep learning methods. 

Most of the traditional manual feature extraction methods 

for dynamic gestures adopt dynamic time warping (DTW) 

[7-8], Fourier time pyramid [9], hidden Markov models 

(HMM) [10] and other methods to solve the spatiotemporal 

information processing problem of dynamic gestures. Among 

them, the DTW method [7-8] uses a pare-wise comparison 

strategy to regulate the time information. This method relies 

on a standard gesture version for comparison, but there is no 

standard version for comparison in the gesture data set, so the 

standard gesture can only be artificially set. The Fourier time 

pyramid method [9] deals with the spatiotemporal 

information features of dynamic gestures by segmental 

extraction of complete gesture frames. HMM believes that 

the next state of the dynamic event is only related to the 

previous state and has nothing to do with the previous state 

[10], which ignores the coherence of the dynamic gesture. 

For dynamic gesture recognition of deep learning methods 

often use HMMs [10], long short-term memory (LSTM) [11-

12], the generalized time warping(GTW) [13], DTW [7-8], 

spatial pyramid pooling (SPP) [14] solve the problem of time 

and space information processing. Wu et al. [15] used 

HMMs, combined with deep confidence network and 

convolutional neural network, to extract the time dependence 

of skeleton features from RGB-D data. However, because the 

deep confidence network adopts unsupervised learning, it 

does not compress the data in combination with gesture 

categories. Nguyen, [6] proposed a hand joint point 

coordinates based on symmetrical positive determined(SPD). 

manifold learning method of neural network. The network 

consists of three parts: a convolutional layer, a 

spatiotemporal Gaussian aggregation layer, and the final SPD 

matrix learned from the skeleton data. This method is similar 

to the one presented in this paper, which uses physical link 

points between joints to extract features. However, this 

method is rough in time series processing. In order to capture 

the time sequence of skeleton sequence, the spatiotemporal 

gesture recognition network is used to construct many sub-

sequences. Abavisani et al. [16] proposed a single modal 

dynamic gesture recognition method based on multi-modal 

training. The temporal and spatial semantic alignment loss is 

used to align the time and location information, which is 

closely related to the covariance matrix alignment. However, 

in the method of dynamic gesture recognition using neural 

network, it is difficult for network design to fully consider 

the specific gesture motion features of dynamic gesture. This 

paper proposed a new dynamic gesture recognition method. 

Method proposed divides the motion of dynamic gesture into 

two parts: the global motion of the hand in space and the 

local motion of the fingers inside the hand, and uses the key 

frame to extract the time information. 

III.  DYNAMIC GESTURE RECOGNITION METHOD 
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In this paper, a new dynamic gesture recognition 

framework is proposed based on individual differences and 

space-time continuity of gestures. As shown in Figure 1, the 

frame input is 3D joint coordinates of dynamic gesture [29]. 

Considering that the feature extracted from RGB-d image has 

the influence of view angle, this paper extracts gesture 

feature from 3D joint position information of gesture. By 

inputting the depth map of static gesture RGB-d data, the 

position information of 22 joint points of hand is obtained 

according to the characteristics of hand model. According to 

the anatomical characteristics of the hand, the hand is 

regarded as a chain structure composed of 21 segments. 

Firstly, data preprocessing is carried out, including the 

removal of invalid gesture frames, the completion of gesture 

frame data and the normalization of joint length. Then key 

frame of the dynamic gesture is extracted, and based on the 

key frame, the global feature of hand movement in space and 

the local feature of fingers inside the hand are extracted. 

Then, the linear discriminant analysis (LDA) feature 

dimension reduction is performed after the fusion of the two 

features. Finally, SVM with Gaussian kernel is used for 

dynamic gesture recognition classification. Combined with 

the spatiotemporal continuity of dynamic gestures, the 

framework solves the timing problem of gestures and 

effectively extracts the global characteristics of hand 

movements and the local characteristics of finger movements. 
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FIGURE 1.  Dynamic gesture recognition framework 

A.  DYNAMIC GESTURE DATA PREPROCESSING 

First of all, for the time variability of dynamic gestures, 

there are many redundant frames in the gesture video due to 

the fast or slow movements of the tester for the same gesture. 

In addition, in the process of gesture extraction, for the 

purpose of extracting joint position information, the tester 

usually needs to keep a static state for several seconds. This 

gesture frame is independent of the gesture category. In this 

paper, the gesture frame independent of the gesture category 

is defined as invalid gesture frame. In order to avoid 

interference in key frame extraction, invalid gesture frame 

needs to be removed first. 

Secondly, for the integrity of dynamic gestures, the frame 

completion method is adopted for gestures dissatisfied with 

the frames of key frames, so that the frames of dynamic 

gestures meet the requirements of the frames of key frames. 

Finally, in view of the spatial variability of dynamic 

gestures, when different people make the same gesture, 

different palm sizes and gesture amplitude will usually 

produce individual differences. In this paper, the joint length 

normalization method is used to eliminate the influence of 

individual differences so as to solve the spatial variability of 

dynamic gestures. 

1. Gesture invalid frame deletion 

Dynamic gesture is a series of gestures that change 

continuously over a period of time. The shape and position of 

the hand change with time. Dynamic gesture data sets are 

usually obtained through depth cameras or data gloves. The 

acquired dynamic gestures usually have the problem of how 

to define the start and end frames. In the data set sequence 

adopted in this paper, participants are required to fully open 

their whole hand in front of the camera within a few seconds 

before each sequence. This operation is mainly used to 

initialize the gesture estimation algorithm. Therefore, in each 

gesture sequence, there are some invalid gestures unrelated to 

gesture categories. In order to avoid the interference caused 

by invalid frames to gesture classification, invalid gestures 

should be deleted first. In addition, dynamic gesture starting 

frame extraction is also a difficult point in dynamic gesture 

classification. The dynamic gesture data set adopted in this 

paper has manually marked the valid start and end frames, so 

according to the number of start and end frames provided in 

the data set, the invalid frames before and after the start and 

end frames are deleted. 

2. Gesture frame data completion 

In order to facilitate processing and analysis, the number 

of key frames of each gesture should be unified. The number 

of key frames of some gestures in the collected video is less 

than the specified number. If the number of gestures less than 

the specified number of key frames is directly considered as 

invalid gestures, the number of gestures in the data set will be 

sharply reduced, which may lead to missing part of gestures. 

Therefore, this paper adopts the method of data completion 
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for gesture data whose frame number is less than the key 

frame, and uses repeated gesture frames to complete the data. 

Repeat all existing frames in sequence from the start frame. 

In order to keep the characteristic of gesture motion, the 

repeated gesture frames are inserted directly after the 

repeated gesture frames until the video reaches the specified 

number of frames. Gesture frame completion can keep the 

number of samples in the training data set unchanged. 

Repeating the existing gesture frames can effectively 

maintain the integrity of dynamic gestures, which better 

illustrates the improvement of the accuracy of gesture 

recognition and the generalization of this method. 

3. Normalized hand joint length 

Gesture data sets usually need to be collected by different 

participants, and keep gesture universality. However, 

different participants had different hand sizes and joint 

lengths. In order to eliminate individual differences of the 

hands, this paper normalized the hand joint length to the 

same length, but did not change the Angle between the joints. 

DeSmedt et al. [3] normalized the hand joint length as the 

average length of the data set, but increased the calculation 

amount. Based on the standard finger length, the hand joint 

length is normalized in this paper. 

As shown in Figure 2, the location of the joint point is 

shown, Wi represents the i-th joint point, and W0 represents 

the root joint point. Take a frame as an example to briefly 

describe the normalization process. Wij is used to represent 

the position of the i-th node in j-th frame. For convenience, 

the subscript j is omitted in the normalization process, and is 

simplified as Wi. 

Where, i = 0, 1, 2, …, 21. Vector is used to represent the joint 

pair formed by 22 joint nodes: 
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It should be pointed out that the normalization of hand 

joint length in this paper is based on a standard finger length, 

and the standard finger length is established by referring to 

ACT hand joint segment [17], where Li is the corresponding 

standard length of section i joint segment 

B.  DYNAMIC GESTURE FEATURE REPRESENTATION 

First of all, from a global perspective, dynamic gesture is a 

series of spatial changes of the hand with the passage of time, 

which can be divided into translational motion and rotational 

motion according to the motion characteristics of the object. 

Translational motion is represented by the moving distance 

of the center point of the hand. According to the motion 

characteristics of the hand, the position of the center point of 

the palm can uniquely determine the position of the hand in 

space. The rotation motion is characterized by the change of 

the main direction vector of the hand. In this paper, the main 

direction of the hand is defined as: the vector that the elbow 

points to the center of the palm. Considering the features of 

interactive gestures, it does not include the straight line of the 

hand around the middle finger root joint and the elbow, so 

this paper does not consider the features of the self-rotation 

motion. 

Secondly, locally, in addition to the spatial changes of the 

hand, the hand shape changes caused by the local movement 

of the fingers inside the hand. This paper equates the hand 

joint with the 21-segment chain structure. The local motion 

of the finger is caused by the joint bending of the finger, 

which can be understood as the overall change of the chain 

structure caused by the Angle change between the chain 

segments. Considering that as many as 16 elements are used 

in the rotation matrix, and the universal joint deadlock 

phenomenon occurs in Euler Angle, the rotation quaternion is 

used to represent the change in this paper. However, for the 

chain segment structure, subtle Angle errors will be 

accumulated, which will easily cause a large distance error 

after passing through multiple chain segments [3]. Therefore, 

in order to eliminate the distance error caused by the 

accumulation of Angle error, the relative distance feature of 

the finger is added to the local motion feature of the finger. 

Similarly, considering the physical characteristics of the hand, 

there is no self-rotating motion of the finger around the 

straight line where the finger root joint is connected with the 

elbow. 

To sum up, based on the geometric characteristics of 

gestures and the perspective of time-space continuity, this 

paper proposes four characteristic representations of dynamic 

gestures. The process of dynamic gesture movement includes 

the global movement of the whole hand in space (i.e. the 

translational movement and rotational movement of the hand 

in space) and the local movement of the fingers inside the 

hand (i.e. the translational movement and rotational 

movement of the fingers inside the hand). The details are as 

follows: 

(1) The translational motion of the hand in space 

The movement process of the hand in space is depicted by 

the distance between the hand center point (connection node 

1) in two frames before and after, that is: 

1, j 1, j 1j j 1T T W W                                      (4) 

(2) The rotational motion of the hand in space 

The flip information of the hand in space is depicted by the 

distance of the main direction vector of the hand between the 

two frames. In this paper, the main direction of the hand is 

defined as 
1 0W W , and the flip information is expressed as: 

j j 1 1, j 0, j 1, j 1 0, j 1P P W W W W      ‖‖ ‖‖ ‖‖       (5) 

(3) Translational motion of the fingers inside the hand 
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The translational motion of the finger is characterized by 

the relative distance between the fingertips. In order to avoid 

the accumulation of rotation errors due to the rotation Angle 

information between joint segments. In this paper, the 

distance between the adjacent fingertips and the distance 

between the fingertips and the fingertips relative to the wrist 

are extracted as the features of finger translation. Specifically, 

it is the distance between the adjacent fingertips: 

0 9 4 1 13 9

2 17 13 3 21 17

D W W , D W W

D W W , D W W

   

   

，
                     (6) 

And the distance between the tip of the finger and the wrist: 

4 4 0 5 9 0

6 13 0 7 17 0

8 21 0

D W W , D W W ,

D W W D W W

D W W

   

   

 

， ，                      (7) 

(4) The rotational motion of the fingers within the hand 

The three common representations of rotation in space are 

directional cosine rotation matrix, Euler rotation, and 

quaternion. Directional cosine matrix uses a 4*4 matrix to 

represent the transformation matrix rotated around any axis. 

The data is redundant and it is difficult to track and recognize 

gestures with multiple restrictions. Euler rotation is a 

combination of a series of coordinate axis rotation 

transformations in a certain order of coordinate axes. This 

method needs to rotate in a fixed axis order, which will result 

in different recognition results. 

In this paper, quaternion is used to characterize the rotation 

between pairs of hand joints. Quaternions include 

information about the rotation axis and rotation angle, and 

can represent rotation along any axis with four-dimensional 

data, which can be represented as: 
0 1 2 3q q q i q j q k       . 

Where q0 is a real number, i, j, k can be interpreted as a 

geometrically rotated orthogonal coordinate (X, Y, Z). In 

order to represent the uniqueness of joint-to-joint rotation and 

gesture representation, quaternion is used to represent the 

rotation between hand-to-joint pairs. 

Taking the quaternion between the joint segments of 

   0 0 0 0 1 1 1 1, , , ,V x y z V x y z  as an example. The calculation 

is as follows: 
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Where: 

     

     
     

1 1 0 2 1 2 1 1 0

2 1 0 2 1 2 1 1 0

3 1 0 2 1 2 1 1 0

k y y z z y y z z

k z z x x z z x x

k x x y y x x y y

      


     
      

           (9) 

In this paper, q0 is used as the rotation feature to represent 

the rotation angle information. The remaining three numbers 

in the quaternion represent the information of the rotation 

axis, which depends too much on the position information of 

the joint points. The same gesture can vary greatly depending 

on the position information of the joint points. Therefore, in 

this paper, using the quaternion angle information as a 

feature, Qi (i=0, 1, 2, … 13) is expressed for the 

corresponding 14 rotation characteristics of 22 joints. As 

shown in Figure 2, the arc marks the rotation angle between 

the joint segments. 
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FIGURE 2.  Extracting key frames without segments 
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Input dynamic gesture video frames

Extracted dynamic gesture key frames

 

FIGURE 3.  Extracting key frames without segments

C.  DYNAMIC GESTURE KEY FRAMES EXTRACTION 

1. Gesture distance function 

In order to extract the key frame of dynamic gesture 

effectively and fuse the four characteristic representations of 

global gesture motion and local finger motion, a gesture 

distance function is proposed in this paper. By sorting the 

gesture distance, the gesture frame with significant feature 

change in dynamic gesture is selected as the key frame. In 

other words, the frame that produces the motion mutation is 

used as the gesture key frame. Define the distance between 

the first and second frames of a dynamic hand potential as 

follows: 

   

   

13 8

j 1 i, j i, j 1 2 k, j k, j 1

i 0 k 0

3 j j 1 4 j j 1

H Q Q D D

P P T T , j S 1, ,E

 

 

 

 

 

    

    

 
      (10) 

Where, the starting frame number of the dynamic gesture 

is S, and the ending frame number is E.  is the balance 

parameter, which is to ensure that the gesture distance values 

calculated from different features are in the same quantity 

level. In the experiment, 1=100, 2=1, 3=1, 4=1. 

2. Extracting key frames segmentally 

For dynamic gesture video sequences, if the first k frame 

with the maximum gesture distance function is directly 

selected as the key frame, it is easy to see that all the key 

frames are adjacent to each other. As for the upward sliding 

gesture dynamic sequence whose effective frame is frame 

44~66 as shown in Figure 3, the key frame extracted directly 

by using the gesture distance function is frame 52~56. These 

key frames are all adjacent frames, which cannot effectively 

represent the whole gesture process. To facilitate observation, 

take the depth chart as an example, as shown in Figure  3. 

The figure shows that when the key frame of the gesture is 

extracted directly without segmentation, there is serious 

information redundancy, and it does not include the starting 

gesture, and the complete information of the dynamic gesture 

is lost. In order to avoid information redundancy and keep 

gesture integrity, it is necessary to consider segmental 

extraction of dynamic gesture key frames. 

In the segmentation extraction dynamic gesture key frame, 

assuming that the start frame of the gesture is FS and the end 

frame is FE, the whole valid gesture can be represented as 

{FS, …, FE}. If k key frames are extracted, the whole gesture 

can be evenly divided into k segments. After segmentation, 

the gesture segment I is 

    S S d 1 S (k 1) d EI F , ,F , , F , ,F              (11) 

Where, d=[(E-S+1)/k]. Then select the frame with the 

maximum distance within each gesture segment as the key 

frame of the segment. 

The frame range after deleting invalid frames in the data 

set of this paper is 7~149 frames, which can be selected as a 

wide range of key frames. Considering the difference 

between the length of video sequence of human motion 

recognition and gesture motion, the key frames are selected 

as 31 frames by comparing the accuracy of gesture 

recognition. Finally, to ensure the integrity of the gesture, the 

start and end frame of the gesture is added as the key frame.  

If the start frame (end frame) is already included in the key 

frame, then the adjacent frame (the next or the previous 

frame) is selected to replace it, and then the start and end 

frames are added. The algorithm steps are as follows: 
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Gesture distance plot at intervals of 5 frames

Segmented extraction of gesture keyframes

 

FIGURE 4.  Segmented extraction of gesture key frames

 
FIGURE 5.  Gesture distance diagram of frame 10~45 in grab gesture 

 

Algorithm 1: Key frame extraction algorithm. 

Input: 3D coordinate information of 22 key nodes of 

dynamic gesture. 

Output: The k-frame key frames of the dynamic gesture. 

 

Step 1: According to the start and end frame, delete the 

invalid frame of the gesture. 

   1, , ,s E NF F F F        

Step 2: Complete the gesture frames. 

   , , , ,s E s EF F F F   

Step 3: Eq. (3) is used to normalize the joint length of each 

frame, and the position information of the joint node after 

normalization is obtained. 

, , 0,1, , 21,i jW i S j E 剟  

Step 4: The dynamic gesture is segmented according to Eq. 

(9). 

Step 5: According to Eq. (10), the distance Hj between two 

adjacent frames in a video segment is calculated. 

Step 6: The frame with the maximum distance is selected 

as the key frame in each video segment. {Fm1, Fm2 ,…, Fmk } 

Step 7: Add the start and end frames of the gesture (FS and 

FE), and finally get the key frame of the dynamic gesture as 

{ FS , Fm1, Fm2 ,…, Fmk, FE }. 

Take grab gesture as an example to illustrate the 

effectiveness of key frame extraction in this paper. Figure  4a 

shows the depth graph of every 5 frames in the grab gesture, 

corresponding to the gesture graph of 10, 15, 20, 25, 30, 35, 

40, and 45 respectively. Figure 4b shows the key frames of 

gesture capture extracted by algorithm 1, corresponding to 

the gestures of frame 10, 17, 22, 30, 34, 40 and 45 

respectively. Figure 5 is the gesture distance diagram of 

frame 10~45, showing the gesture distance corresponding to 

each frame. It can be seen that the segmentation of dynamic 

gesture key frame can effectively represent the whole process 

of gesture change. 

D.  DYNAMIC GESTURE RECOGNITION AND 
CLASSIFICATION 

1. Gesture feature fusion 

In this paper, the fusion of the global motion of gestures 

and the local motion of fingers will jointly represent a 

dynamic gesture, similar to Luvizon et al. [18] 's idea of 

integrating features. The feature is fused into an m-

dimensional eigenvector {y1, y2 ,…, ym } of a single gesture. 

In the data set containing N samples, N gesture feature 

vectors are obtained respectively： 

i i,1 i,mY y , , y ,i 1,2, , N                             (12) 

The feature of each dimension in the eigenvector is 

normalized respectively: 

i, j j

i, j

j

f f
f




                                                       (13) 

Where, 
N

j i, j

i 1

f f / N


 ,  
N

2

j i, j j

i 1

f f / N


  . 

Thus, the normalized eigenvector of N gestures is: 

i i,1 i,mF f , , f , j 1,2, , N                                 (14) 

2. Gesture feature dimension reduction 

For SVM, the sample eigenvector dimension in this paper 

is too much, and there is information redundancy in the 

dynamic gesture key frame. In order to make variables 

independent from each other and remove noise in gesture 

features, and at the same time consider category labels 

existing in samples, LDA method in supervised dimension 
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reduction is adopted here for feature dimension reduction. 

The dimension of the feature vector after LDA is c/2, c is the 

number of gesture categories that need to be classified. 

Especially note that when c is odd, the dimension after LDA 

is (c-1)/2. The dimensionality reduction principle of this 

method is as follows: The data of the same kind should be as 

close as possible, and the data of different categories should 

be as far away as possible. In other words, after projection, 

the intra-class variance is the smallest, while the inter-class 

variance is the largest. In the process of dimension reduction, 

the priori knowledge of gesture categories is fully utilized. 

The process of mapping gesture features into a low-

dimensional space makes full use of the information of gestur 

e categories. In this way, the characteristic variance between 

different types of gestures is maximized, while the 

characteristic variance between the same type of gestures is 

minimized, which is convenient for gesture recognition and 

classification. 

3. Gesture recognition and classification based on SVM 

with Gaussian kernel 

Support vector machine (SVM) improves the 

generalization ability through the theory of structural risk 

minimization, and transforms the optimal classification 

surface problem into a convex quadratic programming 

problem. It solves the practical problems of small sample, 

nonlinear, high dimension and local minimum. In the 

solution of the problem, the symmetric and positive 

semidefinite kernel function is used to map the input samples 

to the high-dimensional feature space, so that the linear 

inseparable problem can be transformed into a linear 

separable problem. The kernel function must satisfy the 

condition in mathematics. The commonly used kernel 

functions are linear, polynomial, Gauss, Sigmod. Kernel 

function is not often used at present, but through our analysis 

of its properties, we can better serve our life applications. 

Gaussian kernel function is one of the most commonly used 

kernel functions in solving practical problems, which can 

provide satisfactory results for practical problems. Therefore, 

the application and characteristics of them have become a 

very meaningful research content. 

The general form of Gaussian kernel function is as follows: 
2

2

x y
k(x, y) exp , 0

2




 
    

 

‖ ‖
                     (15) 

Gaussian kernel function has separability and locality. The 

separability of kernel functions refers to the ability of feature 

transformations derived from kernel functions to linearly 

separate training samples in feature space for a given training 

sample. Normally, we don't know if the sample is actually 

being acted upon to become linear separable in the middle 

until we use it. When selecting a Gaussian kernel function, 

training samples can almost always be linearly separable by 

selecting the appropriate parameters, which is guaranteed by 

its nature. 

For the Gaussian kernel function, when the value of the 

kernel radius δ is very small, although the training sample is 

separable linearly, it is easy to produce over-fitting, which 

results in poor generalization of the hyperplane. The reason is 

that when the value of δ is very small, it only affects the 

samples in a small field whose distance is comparable to that 

of δ. When the distance between samples is much greater 

than δ, its value gradually tends to zero. Therefore, the 

Gaussian kernel function has strong interpolation ability and 

is good at extracting the local properties of samples. In order 

to determine the best value of δ, we take 20 values evenly 

between 0.01-1 and 100 values evenly between 10-1000. It is 

found that the best δ appears between 0.6 and 0.7, so we 

choose 0.65 as the value of δ. 

Compared with other machine learning classification 

methods, SVM avoids the complexity of high-dimensional 

space and directly uses kernel function to map to high-

dimensional space, and then directly solves the 

corresponding high-dimensional space decision problem with 

the solution method in the case of linear divisible. When the 

kernel function is known, the difficulty of solving high 

dimensional space problems can be simplified. At the same 

time, SVM has a good theoretical basis and does not involve 

probability measure, and the final decision function is only 

determined by a small number of support vectors. 

Computational complexity depends on the number of support 

vectors, not the dimensionality of the sample space, thus 

avoiding the dimensionality disaster.  

In this paper, SVM with Gaussian kernel is used to realize 

the recognition and classification of dynamic gestures. This 

method can find the compromise between the learning 

accuracy and learning ability of the specific training sample 

according to the limited sample information, and has 

advantages in solving the small sample, nonlinear and high 

dimensional recognition. And the loss function used in the 

training process is shown in Eq. (16). 

   1

1
log (1 ) log 1

n

i i i i

i

Loss p q p q
n

            (16) 

Where n is he number of gesture categories that need to be 

classified. pi is ground truth and qi is the probability of 

prediction. 

IV.  EXPERIMENTS AND ANALYSIS 

The experimental platform of this paper is Intel Core i7-

9700, with 16 GB RAM and Windows10 64-bit operating 

system. Based on the 3D coordinate information of the hand 

node, this paper determines the starting and ending frames 

and deletes invalid frames of the gesture. Then, the joint 

length was normalized to eliminate individual differences, 

and the key frame of the gesture was extracted. Then, the 

global motion of the hand in space and the local motion of 

the fingers inside the hand were extracted respectively, and 

the feature fusion and LDA dimension reduction were carried 

out. Finally, SVM with Gaussian kernel is used for dynamic 

gesture recognition and classification. 
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A. DATASETS 
TABLE I 

THE GESTURE CATEGORIES CONTAINED IN THE DATASET 

NO. Gestures Category 

1 Grab Fine 
2 Expand Fine 

3 Pinch Fine 

4 Rotation CW Fine 
5 Rotation CCW Fine 

6 Tap Coarse 

7 Swipe right Coarse 
8 Swipe left Coarse 

9 Swipe up Coarse 

10 Swipe down Coarse 
11 Swipe X Coarse 

12 Swipe V Coarse 
13 Swipe + Coarse 

14 Shake Coarse 

The data set used in this paper is DHG-14/28 dynamic 

gesture data set [3]. The dataset contains 14 dynamic gesture 

categories, as shown in Table 1, and performs gestures in two 

ways: with just one finger and with the entire hand. Each 

gesture was completed by 20 participants in the above two 

ways, each executed five times, with a total of 2800 dynamic 

gesture sequences. Among the 14 gestures, 5 are Fine 

gestures and 9 are Coarse gestures. At the same time, the data 

set contains not only the dynamic gesture video frame depth 

image, but also 22 hand joint coordinates in 2D depth image 

and 3D space, in which the depth image resolution is 

640×480, and the depth image and hand skeleton are 

captured at the speed of 30 frames /s. 

FPHA dataset. This dataset contains 1175 action videos 

belonging to 45 different action categories, in 3 different 

scenarios, and performed by 6 actors. Action sequences 

present high inter-subject and intra-subject variability of style, 

speed, scale, and viewpoint. The dataset provides the3D 

coordinates of 21 hand joints as DHG dataset except for the 

palm joint. We used the 1:1 setting proposed in [31] with 600 

action sequences for training and 575 for testing. 

B.  THE DETERMINATION OF FRAMES OF KEYS FOR 
GESTURES 

In dynamic gesture key frames extraction, it is necessary 

to determine the frames of key frames, which will affect the 

recognition accuracy of gestures. In this paper, we compare 

the accuracy of gesture recognition and analyze the frame k 

value of different key frames. As shown in Figure 6, as the 

number of frames of key frames increases, the accuracy of 

gesture recognition increases and tends to be stable. The 

accuracy of gesture recognition tends to decrease when the 

key frames are larger than 31. It can be seen from Figure 7 

that for 28 kinds of gestures in DHG-14/28 dynamic gesture 

data set [3], when the number of key frames is k=31, the 

gesture recognition accuracy is 88.29%, reaching the highest. 

The experiment shows that if the key frames are small, the 

key frames of the same gesture may be different, which leads 

to the low accuracy of gesture recognition. Therefore, in 

order to improve the accuracy of gesture recognition, a 

relatively large number of gesture key frames should be 

reserved to avoid the above problems. At the same time, even 

if some key frames of the same gesture differ greatly, there 

are still enough other key frames to shorten the distance 

between the same gesture and play a role in widening the gap 

between different gestures. In the experiment of this paper, 

k=31 key frames are selected for each dynamic gesture video. 

The global motion of the hand in space and the local motion 

of the fingers inside the hand are extracted according to the 

key frame, and the recognition and classification of dynamic 

gestures are realized based on gesture feature representation. 

A
c
cu

ra
c
y

Fine Coarse
14 types of 

gestures

 

FIGURE 6.  The gesture recognition accuracy of 14 gestures with 
different k values in DHG-14/28 

A
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28 types of 
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Fine

 

FIGURE 7.  The gesture recognition accuracy of 28 gestures with 
different k values in DHG-14/28 

C.  COMPARISON WITH DIFFERENT RECOGNITION 
METHODS 

In order to demonstrate the effectiveness of this method, it 

is compared with 14 existing gesture recognition methods 

[3,6,19-28,29-31]. The same experimental setup was 

followed in comparison, and the experiment was carried out 

by cross validation. The dynamic gesture data of 19 subjects 

were trained and the recognition test was conducted on the 

gesture data of the remaining 1 subject. The experiment was 

conducted with different test subjects' gesture data, and the 

experiment was repeated 20 times. In this paper, DHG-14, 

DHG-28 and FPHA of gestures were verified by experiments. 

For DHG-14, the method presented in this paper was 

compared with 12 other dynamic gesture recognition 

methods. As can be seen from Table 2, the highest 
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recognition accuracy of the existing methods is 87.25%, 

while the method in this paper improves by 11.27% on this 

basis, and the gesture recognition accuracy reaches 98.46%. 

Meanwhile, this article experimented with the Fine class data 

and Coarse class data respectively. The recognition accuracy 

of existing methods [3,20-23,27-28] on Coarse gestures 

generally exceeds that of Fine gestures by 10.00%. However, 

the recognition accuracy of the method in this paper is 

relatively similar in these two categories of data, indicating 

that the gesture recognition method proposed in this paper 

has strong generalization ability. The recognition accuracy of 

Fine and Coarse gesture data is over 99.50%. Compared with 

the existing best methods, the recognition accuracy of this 

method is 18.10% and 4.69% higher respectively. 

For DHG-28, 28 gesture recognition methods are 

compared with 12 other dynamic gesture recognition 

methods. As can be seen from Table 3, the highest 

recognition accuracy of the existing method is 83.58%, while 

the method in this paper improves by 4.89% on this basis. 

Experiments are carried out on Fine data and Coarse data 

respectively. compared with Coarse data, the recognition 

accuracy of Fine data by the methods in literature [3,20] is 

generally about 15.00% lower. In addition, the recognition 

accuracy of the method in this paper is only 2.37% lower 

than that in the 2 types of data, which indicates that the 

method in this paper has strong generalization ability for the 

Fine class data and Coarse class data in 28 gestures. The 

recognition accuracy of the method in this paper is more than 

88.29% on both types of data, which is 27.90% and 11.03% 

higher than that of the existing best method. Meanwhile, the 

recognition accuracy of the method in this paper is higher 

than that of the data in Coarse class. It shows that the method 

in this paper pays more attention to the changes of hand 

details in dynamic gesture feature representation and 

extraction. The gesture feature integrates the global motion 

feature of the hand in space and the local motion feature of 

the fingers inside the hand.  

For FPHA, the method presented in this paper was 

compared with 6 other dynamic gesture recognition methods. 

As can be seen from Table 4, the highest recognition 

accuracy of the existing methods is 93.77 %, while the 

method in this paper improves by 3.78% on this basis, and 

the gesture recognition accuracy reaches 97.31%. Meanwhile, 

we calculated the average recall rates and error rates for 

gestures using different methods. The method proposed in 

this paper has the highest recall rate for gestures, and the 

extraction of gesture key frames can capture gestures to the 

maximum extent and reduce miss detection.  

In addition, the method in this article is less recognizable 

in the case of a combination of the two broad categories of 

gesture data than it was when you used the Fine or Coarse 

class data alone. This is because SVM is a convex 

optimization problem in nature. If the added dynamic gesture 

sample data is only an invalid constraint (non-support vector), 

the gesture classifier will not be affected. If there are enough 

support vectors in SVM, the increase of gesture sample data 

may lead to overfitting, which often performs poorly on 

larger data sets. Therefore, SVM is suitable for small sample 

dynamic gesture data set, and the increase of gesture sample 

data will slow down the SVM training speed, and may lead 

to skewed data. Therefore, the error of the learned gesture 

classifier results leads to the decrease of the recognition 

accuracy. 
TABLE II 

COMPARISON OF RECOGNITION ACCURACY OF 14 GESTURES (%) 

Methods 
Category 

Fine Coarse Both 

Skeleton-based[3] 73.61 88.32 83.10 

CNN LSTM[20] 78.02 89.63 85.22 

MFA RNN[21] 76.95 89.44 84.65 
Skeletal Quads[22] 70.58 92.13 84.28 

D-Pose TC[23] 81.91 95.03 85.29 

SPD-ML[6]   87.25 
HON4D[24]   70.83 

HOG2[25]   85.24 

A SoJT[19]   82.74 
NIUKF-LSTM[26]   84.27 

SL-fusion-Average[27] 76.33 90.68 85.58 

MFA-Net[28] 75.42 91.52 85.84 

Ours(k=31) 100 99.87 98.46 

TABLE III 

COMPARISON OF RECOGNITION ACCURACY OF 28 GESTURES (%) 

Methods 
Category 

Fine Coarse Both 

Skeleton-based[3] 68.32 86.56 79.83 

CNN LSTM[20] 71.79 86.26 81.04 
MFA RNN[21]   80.57 

Skeletal Quads[22]   79.34 

D-Pose TC[23]   80.75 
SPD-ML[6]   83.58 

HON4D[24]   74.58 

HOG2[25]   76.74 
A SoJT[19]   68.34 

NIUKF-LSTM[26]   80.34 

SL-fusion-Average[27]   74.65 
MFA-Net[28]   81.47 

Ours(k=31) 99.71 97.53 88.29 

TABLE IV 
COMPARISON OF RECOGNITION PERFORMANCE OF FPHA (%) 

Methods 
Category 

mRecall Error Accuracy 

SPD-ML[6] 85.71 7.33 84.16 
3DCNN+LSTM[12] 88.59 5.32 86.29 

MSF[30] 82.67 9.50 83.54 

Hierarchical Net[31] 93.14 2.41 93.77 
DS Evidence Theory 32] 82.53 7.63 83.91 

MFA-Net [28] 93.27 3.42 92.24 

Ours(k=31) 96.36 1.58 97.31 

 

V. CONCLUSION 

A dynamic gesture recognition framework is proposed 

based on the fusion of global gesture motion and local finger 

motion. The experimental results show that this method can 

effectively extract the key frames in the dynamic gesture, and 

use the key frames to replace all the dynamic gesture frames, 

avoiding data redundancy. At the same time, this paper 

proposes a dynamic gesture feature representation, which is 

characterized by the global motion feature of the hand in 

space and the local motion feature of the fingers inside the 

hand, and each motion is further divided into rotation motion 
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and translation motion. The experimental results show that 

the static gesture model and dynamic gesture model are 

effective, but there are still some shortcomings and 

improvements. Due to the limitation of gesture data set, this 

method does not consider the self-rotation of dynamic 

gesture.  

The dynamic gesture recognition algorithm in this paper 

can be applied to the interactive teaching system. In addition, 

it will have a broad application prospect combined with 

virtual simulation. Virtual simulation technology has become 

popular in teaching practice, but the current virtual 

simulation teaching system lacks a convenient way of 

interaction. Dynamic gesture recognition combined with 

virtual simulation technology realizes a new generation of 

teaching system. Teachers can use gestures to control the 

virtual simulation system and switch the courseware. 

Students can also use gestures to respond to the teacher's 

interaction. In the future, our research work will focus on the 

combination of virtual simulation and hand recognition to 

build a new teaching system suitable for the classroom. In 

addition, we found that redundancy still exists in the selected 

key frames, so how to optimize the extraction method of 

feature frames to enhance the real-time performance of the 

network is the focus of our future research. 
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