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#### Abstract

Computed laminography (CL) is a nondestructive testing technique for planar objects. It has been applied in applications like printed circuit board inspection and paleontological fossils research. However, the CL system calibration is a challenging task for complex mechanical structure and many degrees of freedom. To evaluated the influence of geometric errors, a new-type microscopic CL (micro-CL) with different kinds of geometric errors was simulated. The results can guide the installation and calibration of a micro-CL scanner.
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## I. INTRODUCTION

CL is widely applied in the nondestructive testing of printed circuit boards, biological fossils or solar panels and other planar objects[1]. In medical applications, CL technology has been applied to breast diagnosis[2]. In addition to the conventional laboratorial X-ray source, Helfen et al[4] also reported on the implementation of CL with neutron radiation and synchrotron radiation. Furthermore, Fisher et al[7] showed how to realize CL scanning on conventional industrial laboratory micro-CT without specialist equipment. Some studies[6] have proven that CL can produce higher resolution and quality images than computed tomography (CT) in limited angle scan.

System geometric accuracy which affects the quality of imaging is very important for a CT or CL system. In addition, the evaluation of errors is also important in the measurement process[8]. Many works have done a lot of research on the error effects of CT system. Kruth et al[9] and Hiller et al[10] conducted detailed studies on the influence of X-ray source drift on reconstructed images. Kumar et al[11] simulated the influence of positioning errors of each part of a CT system on measurement. Wenig et al[12] observed and analyzed the effect of rotation errors of the detector in CT systems. In a review literature, Dewulf et al[13] summarized various errors and relevant calibration methods of CT system. Regarding error research of CL, Yang et al[14] have done a lot of work, and proposed some calibration methods for slant angle error of CL[15].
A micro-CL system was developed by the Institute of High Energy Physics of the Chinese Academy of Sciences[1].

It has complex geometry structure and many degrees of freedom. In order to obtain the accurate reconstructed results, the actual system geometry need to be consistent with the designed geometry as much as possible. For the micro-CL structure, in addition to the inherent error of mechanical accuracy, the possible errors include: the positioning error of the X -ray source in three-dimensional motion direction, the positioning error of the sample caused by the movement of two-dimensional stage, the angle error and offset of the detector plane.

The goal of this study is to analyze the influence of above errors through computer simulation, so as to find out the acceptable error limit. Hope to guide the actual geometry calibration work

The simulation tool used in this study is the All Scale Tomographic Reconstruction Antwerp (Astra) Toolbox[16], which is an open source tomographic reconstruction toolbox based on high-performance GPU. It is developed and maintained by iMinds-Vision Laboratory and Antwerp University. One of the features of Astra Toolbox is that it supports arbitrary scanning trajectory and can set scanning geometry freely[16].

This paper is mainly divided into two parts. Section 2 is the theoretical derivation, which describe the geometric structure and error representation of the studied system. In Section 3, some results and analysis of simulation experiments are presented. Finally, the whole research results are summarized.

## II. Architecture of the micro-CL scanner

As shown in Fig.1(a), the mechanical composition of the micro-CL includes an X-ray source, a C-arm, a planar detector and a two-dimensional moving platform. The C-arm is located above the platform and can rotate around the rotating axis, which is perpendicular to the two-dimensional moving platform. The detector is mounted on the C -arm and can move along the C-arm. The X-ray source is fixed under the motion platform, and its focal spot lies on the rotating axis and is located at the center of the sphere corresponding to the C -arm arc. The angle between the line from the X-ray focal spot to the detector center and the central rotation axis is called the detector deflection angle, as shown in $\alpha$ in Fig.1(b).

The coordinate system of the micro-CL system is shown in Fig.1(b). We assume that the detector, represented by $D$, rotates anticlockwise around $Z$ axis, and the X-ray focal spot $S$ is located on the negative half axis of $Z$ axis. The detector plane is perpendicular to the central ray. The plane where the object center $P$ located is $X O Y$ plane. The point $O$ is the origin of the whole space coordinate system. The angle between $O P$ and $Y$ axis is $\beta$, which is called scanning angle. Points $P$ and $D$ move synchronously to keep points $S, P, D$ collinear. The coordinate system is defined as Global Coordinate System (GCS).

(b) Ideal micro-CL coordinate system

FIGURE 1. Micro-CL diagram. (a) micro-CL scanning structure diagram; (b) ideal micro-CL coordinate system.

Let the distance from the X-ray focus spot to XOY plane $S O=h$, the distance from the X-ray focus spot to the detector center $S D=r$. In ideal case, the coordinates of each part of the micro-CL in GCS are as follows

$$
\begin{gather*}
(0,0,-h)^{T}  \tag{1}\\
(-h \cdot \tan \alpha \cdot \sin \beta, h \cdot \tan \alpha \cdot \cos \beta, 0)^{T}  \tag{2}\\
(-r \cdot \sin \alpha \cdot \sin \beta, r \cdot \sin \alpha \cdot \cos \beta, r \cdot \cos \alpha-h)^{T} \tag{3}
\end{gather*}
$$

where (1) is the coordinate of X-ray focus spot $S$, (2) is the coordinate of object center $P$, (3) is the coordinate of detector center $D$.

## A. Position errors of $x$-ray source and object

Due to installation errors, the position of the X-ray focal spot may have errors in $X-Y-Z$ directions which can be expressed as $\Delta x_{s}, \Delta y_{s}, \Delta z_{s}$, respectively. Considering these errors, the coordinates of the ray source can be expressed as

$$
\begin{equation*}
\left(\Delta x_{s}, \Delta y_{s},-h+\Delta z_{s}\right)^{T} \tag{4}
\end{equation*}
$$

In a scanning process, the object is moving in $X O Y$ plane with the two-dimensional motion platform, and get a circle trajectory. The position error of the object can be decomposed into $X$ and $Y$ direction. Considering the random position errors, the position of $P$ with the $i$-th scanning angle in GCS can be express as

$$
\begin{equation*}
\left(-h \cdot \tan \alpha \cdot \sin \beta+\Delta x_{p}^{i}, h \cdot \tan \alpha \cdot \cos \beta+\Delta y_{p}^{i}, 0\right)^{T} \tag{5}
\end{equation*}
$$

where $\Delta x_{p}^{i}$ and $\Delta y_{p}^{i}$ are the errors along $X$ axis and $Y$ axis.
These two components are random values that vary with the scanning angle.

## B. Position errors of detector

The errors of detector plane in the micro-CL system are mainly as follows: (1) Random errors of motion when the detector moving around the rotating axis; (2) Offset of the detector center; (3) The slant angle error, tilt angle error and skew angle error of the detector plane[18].

Considering the random position errors, with the $i$-th scanning angle, the coordinate of the detector center $D$ in (3) becomes

$$
\begin{equation*}
\left(-r \cdot \sin \alpha \cdot \sin \left(\beta+\Delta \beta^{i}\right), r \cdot \sin \alpha \cdot \cos \left(\beta+\Delta \beta^{i}\right), r \cdot \cos \alpha-h\right)^{T} . \tag{6}
\end{equation*}
$$



FIGURE 2. Schematic diagram of geometric coordinate system based on actual micro-CL structure

As shown in Fig.2, we take the detector plane center $D$ as the origin, and set the horizontal axis, longitudinal axis and vertical axis of the detector plane as $X D, Y D$ and $Z D$ axis respectively. We can establish a local Detector Coordinate System (DCS).
Influenced by various errors, the ideal coordinate of the detector center $D$ moves to $D^{\prime}$. The distance between $D$ and $D^{\prime}$ is called the offset of the detector. It can be decomposed into $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ along $X D, Y D$ and $Z D$ axis. The $D C S$ is also transformed due to the influence of angle errors. The coordinate system with $D^{\prime}$ as the origin is called real $D C S$ ( $R D C S$ ) whose three coordinate axes are $X D^{\prime}, Y D^{\prime}, Z D^{\prime}$.

Let the angle error of the detector plane rotating around $Y D$ axis as slant angle error $\varphi$, rotating around $X D$ axis as tilt angle error $\theta$ and rotating around $Z D$ axis as skew angle error $\gamma$.

The local coordinate system $D C S$ based on the ideal detector plane can be regarded as the result of coordinate system transformation of GCS. This transformation is accomplished by using rotation matrices. The transformation of coordinate system usually needs the combined action of multiple rotation matrices, and it may include translation besides rotation. Both $G C S$ and $D C S$ are right-handed coordinate systems, so counter clockwise is the positive direction when rotating around the axis.
The transformation from $G C S$ to $D C S$ requires a total of two rotations and one translation. Rotate $\beta$ around $Z$ axis of $G C S$ so that its $X$ axis direction is consistent with $X D$ axis, as shown in Fig.3(a). The rotation matrix is

$$
M_{1}=\left(\begin{array}{ccc}
\cos \beta & \sin \beta & 0  \tag{7}\\
-\sin \beta & \cos \beta & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Let the positions of $Y$ axis at this time be $Y_{1}$ axis. Then rotate $(\pi-\alpha)$ around $X D$ axis so that $Y_{1}$ and $Z$ axes direction are consistent with $Y D$ and $Z D$ axes, as shown in Fig.3(b). The rotation matrix is

$$
M_{2}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{8}\\
0 & \cos (\pi-\alpha) & \sin (\pi-\alpha) \\
0 & -\sin (\pi-\alpha) & \cos (\pi-\alpha)
\end{array}\right)
$$

Combine the rotation matrix (7) and (8) to get the comprehensive rotation matrix $M$

$$
M=M_{2} \cdot M_{1}=\left(\begin{array}{ccc}
\cos \left(\beta+\Delta \beta^{i}\right) & \cos \alpha \cdot \sin \left(\beta+\Delta \beta^{i}\right) & \sin \alpha \cdot \sin \left(\beta+\Delta \beta^{i}\right)  \tag{9}\\
\sin \left(\beta+\Delta \beta^{i}\right) & -\cos \alpha \cdot \cos \left(\beta+\Delta \beta^{i}\right) & -\sin \alpha \cdot \cos \left(\beta+\Delta \beta^{i}\right) \\
0 & \sin \alpha & -\cos \alpha
\end{array}\right)^{T}
$$



FIGURE 3. GCS (a) rotates $\beta$ around $Z$ axis, (b) rotates ( $\pi-\alpha$ ) around $X D$ axis.

It can be seen from Fig. 2 that the translation vector from $G C S$ to $D C S$ is as follow
$\overrightarrow{O D}=\left(-r \cdot \sin \alpha \cdot \sin \left(\beta+\Delta \beta^{i}\right), r \cdot \sin \alpha \cdot \cos \left(\beta+\Delta \beta^{i}\right), r \cdot \cos \alpha-h\right)^{T}$
In the $D C S$, the direction vector of the detector plane along three axes is matrix $v$ which each column in turn represent the detector plane $X D, Y D$ and $Z D$ axis direction vector. In ideal case, the direction vector expression of the detector plane in $G C S$ is as follow

$$
v_{G C S}=M^{-1} \cdot v=M^{-1} \cdot\left(\begin{array}{lll}
1 & 0 & 0  \tag{11}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
\cos \beta & \cos \alpha \cdot \sin \beta & \sin \alpha \cdot \sin \beta \\
\sin \beta & -\cos \alpha \cdot \cos \beta & -\sin \alpha \cdot \cos \beta \\
0 & \sin \alpha & -\cos \alpha
\end{array}\right)
$$

The coordinate system $D C S$ is transformed into the $R D C S$ after the effect of angle errors and offsets of the detector. The rotation operation is shown in Fig.4.


FIGURE 4. Schematic diagram of the rotation transformation from DCS to RDCS.

The rotation transformation can be divided into three steps:

1) Rotate $\gamma$ counterclockwise around $Z D$ axis. The rotation matrix is $N_{1}$;
2) Rotate $\theta$ counterclockwise around $X D_{I}$ axis. The rotation matrix is $N_{2}$;
3) Rotate $\varphi$ counterclockwise around $Y D$ ' axis. The rotation matrix is $N_{3}$.

Combine the matrices from above steps to get the comprehensive rotation matrix $N$

$$
N=N_{3} \cdot N_{2} \cdot N_{1}=\left(\begin{array}{ccc}
\cos \varphi & 0 & -\sin \varphi  \tag{12}\\
0 & 1 & 0 \\
\sin \varphi & 0 & \cos \varphi
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

In $R D C S$, the direction vector of the detector plane along three axes is matrix $v^{\prime}$. Then the direction vector expression of RDCS in GCS is as follow

$$
v_{G C S}^{\prime}=(N \cdot M)^{-1} \cdot v^{\prime}=(N \cdot M)^{-1} \cdot\left(\begin{array}{lll}
1 & 0 & 0  \tag{13}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

The coordinate of the detector center $D^{\prime}$ in $D C S$ is $\omega$, so the coordinate of $D^{\prime}$ in $G C S$ is

$$
\begin{equation*}
D^{\prime}=M^{-1} \cdot \omega+\overrightarrow{O D}=M^{-1} \cdot\left(\omega_{1}, \omega_{2}, \omega_{3}\right)^{T}+\overrightarrow{O D} . \tag{14}
\end{equation*}
$$

## C. Simulation with Astra toolbox

In Astra toolbox, the scanning geometry always takes the measured object as the origin of the global coordinate system[16]. The geometry of the micro-CL in Astra can be expressed with Fig.5. The detector and ray source are arranged on the upper and lower sides of the object, and rotate anticlockwise around $Z$ axis at the same time.


FIGURE 5. The micro-CL scan geometry and coordinate system in Astra toolbox.

In Astra coordinate system, the coordinate of the object is taken as the origin, and the coordinate expression of the ray source position $S^{\prime}$ and the detector center position $D^{\prime}$ with errors are as follows:

$$
\begin{align*}
S^{\prime} & =S-\overrightarrow{O P} \\
& =\left(h \cdot \tan \alpha \cdot \sin \beta-\Delta x_{p}^{i}+\Delta x_{s},-h \cdot \tan \alpha \cdot \cos \beta-\Delta y_{p}^{i}+\Delta y_{s},-h+\Delta z_{s}\right)^{T}  \tag{15}\\
D^{\prime} & =M^{-1} \cdot \omega+\overrightarrow{O D}-\overrightarrow{O P} \\
& =\left(\begin{array}{cc}
\cos \left(\beta+\Delta \beta^{i}\right) & \cos \alpha \sin \left(\beta+\Delta \beta^{i}\right) \\
\sin \left(\beta+\Delta \beta^{i}\right) & -\sin \alpha \sin \left(\beta+\Delta \beta^{i}\right) \\
0 & \cos \alpha \cos \left(\beta+\Delta \beta^{i}\right) \\
& -\sin \alpha \cos \left(\beta+\Delta \beta^{i}\right) \\
\sin ^{T} & -\cos \alpha
\end{array}\right)\left(\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right)+\overrightarrow{O D}-\overrightarrow{O P} \tag{16}
\end{align*} .
$$

## III. Simulation experiment

In the simulation experiment, we added various errors to the projection geometry, and then the simulated phantom was projected to get the projection data with errors. By analyzing the difference between the reconstructed results from the projection with errors and without errors, the influence of geometric errors on the imaging was analyzed.

The phantom used in the simulation experiment consists of line pairs and small balls, as shown in Fig.6. Two line pairs form a group and distribute on the upper and left "petal". The width can be adjusted freely, and the minimum line pair width is one pixel size. Five small balls of the same radius are arranged in a row or a column. The radius of small balls can be adjusted freely. The gray value ranges from 0 to 1 .


FIGURE 6. Cross section of center layer of the phantom.
The geometric structure of the system is shown in Fig.1. According to the actual configuration, the distance from the X-ray focal spot to the two-dimensional platform was $h=7$ mm and the distance from the detector center to the X-ray focal spot was $r=340 \mathrm{~mm}$. The detector deflection angle $a=40^{\circ}$. The planar detector had a resolution of $580 \times 580$ with the single size was 0.0495 mm . The phantom size was $580 \times 580 \times 24$. According to the calculation method of CT magnification[19], the magnification of the micro-CL system was

$$
\begin{equation*}
M=\frac{r \cos \alpha}{h} . \tag{17}
\end{equation*}
$$

The single pixel size was about 0.0013 mm .
The detector and object could rotate $360^{\circ}$ anticlockwise around $Z$ axis, and the sampling step was $1^{\circ}$ with a total of 360 projections. We considered here a CUDA accelerated SIRT[16] implementation for 3D data reconstruction. The iteration number was set to 100 .

We used the difference map obtained by image subtraction to visually observe the influence of errors. To further evaluate the influences of errors quantitatively, we used Normalized Mean Square Distance Criterion(NMSDC) and Normalized Absolute Average Distance Criterion $(N A A D C)[20]$ to analyze the difference between reconstructed results from the projection data with errors and without errors.

$$
\begin{align*}
& N M S D C=\left[\frac{\sum_{u=1}^{N} \sum_{v=1}^{N}\left(t_{u, v}-l_{u, v}\right)^{2}}{\sum_{u=1}^{N} \sum_{v=1}^{N}\left(t_{u, v}-\bar{t}\right)^{2}}\right]^{\frac{1}{2}},  \tag{18}\\
& N A A D C=\frac{\sum_{u=1}^{N} \sum_{v=1}^{N}\left|t_{u, v}-l_{u, v}\right|}{\sum_{u=1}^{N} \sum_{v=1}^{N}\left|t_{u, v}\right|} .
\end{align*}
$$

Where $t_{u, v}$ and $l_{u, v}$ represent respectively the pixels in the row $u$-th and column $v$-th of the reconstructed images from the projection data without errors and with errors. $t$ is the average pixel value of the error-free reconstructed image, and the number of image pixels is $N \times N . N M S D C$ can more sensitively reflect large errors of a few points, and
$N A A D C$ can more sensitively reflect small errors of most points[20]. The bigger $N M S D C$ or $N A A D C$, the greater the difference.

Table I shows the maximum installation or mechanical error of the micro-CL. The directions of these axes are shown in Fig. 1.

TABLE I
ERROR LIMITS OF THE INSTALLATION ACCURACY OF ACTUAL MICRO-CL
SYSTEM

| SYSTEM |  |  |
| :---: | :---: | :---: |
| No. | Motion axis | Maximum error |
| 1 | Object moves along $X$ axis | $1 \mu \mathrm{~m}$ |
| 2 | Object moves along $Y$ axis | $1 \mu \mathrm{~m}$ |
| 3 | Detector rotates around $Z$ axis | $0.0003^{\circ}$ |
| 4 | X-ray focal spot moves along $X$ axis | $3 \mu \mathrm{~m}$ |
| 5 | X-ray focal spot moves along $Y$ axis | $3 \mu \mathrm{~m}$ |
| 6 | X-ray focal spot moves along $Z$ axis | $3 \mu \mathrm{~m}$ |
| 7 | Detector slant angle | $0.2^{\circ}$ |
| 8 | Detector tilt angle | $0.2^{\circ}$ |
| 9 | Detector skew angle | $0.2^{\circ}$ |
| 10 | Detector offset | $100 \mu \mathrm{~m}$ |

## A. The influence of single error on reconstruction results

For the simulation of the X-ray focal spot errors, the position of focal spot was perturbed by adding values ranging from $1 \mu m$ to $3 \mu m$ to three axes ( $X-Y-Z$ ). It can be seen from Figs. 7 and 8 that the errors in $X$ axis and $Y$ axis of the X-ray focal spot will shift the reconstructed image in the corresponding direction. This deviation will increase with the increase of errors. And the error in $Z$ axis causes the reconstructed result to lose detail information, so that the image becomes blurred especially the narrowest line pairs.



FIGURE 7. The error evaluation of the reconstructed images from the projections with X-ray focal spot errors.


FIGURE 8. Difference map of the reconstructed images from the projection with $3 \mu \mathrm{~m}$ X-ray focal spot position error in X(left), Y (middle) and $Z$ (right) axis. The display window is [-0.5,0.5].

The error simulation of the detector was similar to that of the X-ray focal spot. The ranges of angle (slant, tilt and skew) error and offset (along $X D$ and $Y D$ axis) were [ $0^{\circ}, 0.2^{\circ}$ ] and $[0 \mu m, 100 \mu m$ ]. The random motion errors generated by the detector rotating around $Z$ axis were selected randomly from $\pm 0.0003^{\circ}$ with uniform probability distribution.

As shown in Figs. 9 and 10 , within the error of $0.2^{\circ}$, the slant angle and tilt angle error of the detector have little influence on reconstructed results, and the magnitude of $N M S D C$ and $N A A D C$ varies from $10^{-5}$ to $10^{-3}$. Basically, the influence of these errors can be ignored. However, reconstructed results are sensitive to the change of the detector's skew angle error. The difference map shows that the skew error makes the reconstructed image produce drag artifacts, and the image position rotate.

As shown in Figs. 11 and 12, the $X D$ axis offset of the detector plane blurs the contour of the line pairs and small balls. The larger the error is, the more obvious the artifacts will be. We can see from Fig. 12 that the influence caused by the $Y D$ axis offset is similar to that caused by the $Z$ axis error of the X-ray focal spot. This offset makes it difficult to distinguish the details of the reconstructed image.

It can be seen from Fig.13, the rotation motion errors of the detector in the range of $\pm 0.0003^{\circ}$ has little influence on reconstructed results, and can be ignored.


FIGURE 9. The angle error evaluation of the reconstructed images from the projections with the detector.


FIGURE 10. Difference map of the reconstructed images from the projection with $0.2^{\circ}$ detector angle error in slant(left), tilt(middle) and skew(right) angle. The display window is $[-0.1,0.1]$.


FIGURE 11. The offset error evaluation of the reconstructed images from the projections with the detector.


FIGURE 12. Difference map of the reconstructed images from the projection with $65 \mu \mathrm{~m}$ detector offset error in XD(left) and YD(right) axis The display window is $[-0.5,0.5]$.

(a)

(b)

FIGURE 13. (a) The motion error evaluation of the reconstructed images from the projections with the detector, (b) Difference map of the reconstructed images from the projection with $\pm 0.0003^{\circ}$ random error in the detector motion. The display window is $[-0.01,0.01]$.

The two-dimensional motion platform could move along two mutually perpendicular directions, $X$ and $Y$ axis. Uniform random errors ranging in $\pm 1 \mu m$ were added to $X$ axis and $Y$ axis of the object motion. As shown in Fig.14, motion errors of the object reduce the resolution of the reconstructed image. The internal gray value distribution of the balls and line pairs is uneven and edges become blurred.

(a)

(b)

FIGURE 14. (a) The motion error evaluation of the reconstructed images from the projections with the object, (b) Difference map of the reconstructed images from the projection with $\pm 1 \mu \mathrm{~m}$ random error in the object motion. The display window is [-0.1,0.1].

## B. Comprehensive simulation experiment of all errors

Previous experiments were carried out at the same magnification. We changed the magnification of the system to observe changes in errors.

In the case of different magnification, we took all errors of the system into account and carried out the full error simulation experiment. As shown in (17), other structural parameters remained unchanged and the platform height was changed from 1 mm to 50 mm in step of 1 mm . The error of each part was selected randomly from Table I and the detector deflection angle was $40^{\circ}$. We used the errorfree reconstructed image at this platform height as the original image in the difference map.

In addition, we took one set of error parameters randomly as shown in Table II to measure the reconstructed difference map at different heights, as shown in Fig. 15.
It can be seen from Figs. 15 and 16 that the increase of the platform height will weaken the influence of geometric errors on reconstructed results. This change is more obvious when the platform height is low. When the platform height is bigger than about 7 mm , the comprehensive influence of different errors on reconstructed results gradually decreases to the minimum.


TABLE II
THE ERROR PARAMETERS

| THE ERROR PARAMETERS |  |
| :---: | :---: |
| Position | Error |
| $X$ axis $(\mu \mathrm{m})$ | -1.675 |
| $Y$ axis $(\mu \mathrm{m})$ | 1.349 |
| $Z$ axis $(\mu \mathrm{m})$ | 1.457 |
| Slant angle error(degree) | -0.096 |
| Tilt angle error(degree) | -0.198 |
| Skew angle error(degree) | 0.114 |
| $X D$ axis offset $(\mu \mathrm{m})$ | -41.932 |
| $Y D$ axis offset $(\mu \mathrm{m})$ | -10.624 |
| Detector rotation error $($ degree $)$ | $\pm 0.0003$ |
| Object motion error $(\mu \mathrm{m})$ | $\pm 1$ |



FIGURE 16. The error evaluation of the reconstructed images when the platform height is different.

Known from (17), changing the detector deflection angle will also change the magnification of the system. So we set the change range of detector deflection angle from $30^{\circ}$ to $60^{\circ}$ with the step size was $1^{\circ}$. The error of each part was selected randomly from Table I and the platform height was 7 mm . Similar to the previous experiment, we also used the error parameters in Table II to measure the reconstructed difference map at different deflection angles. The results were shown in Fig. 17.

From the following results, it can be seen that the change of detector deflection angle has not a too obvious effect on the error influence. This effect is reflected in the evaluation index is an overall stable curve, fluctuating in a reasonable range as shown in Fig.18. As seen in (17), the influence of the detector deflection angle on the magnification is not obvious, so theoretically, the change of deflection angle has little effects on errors. The measurement results are in accord with the inference.


FIGURE 17. Difference map when the detector deflection angle is $30^{\circ}$, $40^{\circ}, 50^{\circ}$ and $60^{\circ}$, separately. The display window is $[-0.5,0.5]$.


FIGURE 18. The error evaluation of the reconstructed images when the detector deflection angle is different.

## IV. Conclusion

The error simulation experiments were carried out based on the micro-CL system to observe the changes of reconstructed results under the influence of different errors. At the same time, we observed and measured the influence of various errors on reconstructed results under different magnification by changing the detector deflection angle and two-dimensional platform height.

The simulation results show that within the maximum installation errors, some geometric errors like slant angle, tilt angle and motion errors of the detector have little effects on the imaging of micro-CL which can be ignored, while others need to be carefully considered, such as the X-ray focal spot drift, object motion errors, detector offset and skew angle errors. On the other hand, we have considered the influence of geometric errors under different magnification. The results show that the change of platform height has an effect on errors because it greatly changes the magnification, while errors are not sensitive to the change of detector deflection angle.

The above experimental results will have a guiding role for the mechanical installation and calibration work. However, this study only considered the influence of geometric errors under ideal conditions. In practical applications, some physical phenomena and working environment will also affect the imaging of the micro-CL, which we need to study in the future.
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