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ABSTRACT The adaptive Runge–Kutta (ARK)method onmulti-general-purpose graphical processing units
(GPUs) is used for solving large nonlinear systems of first-order ordinary differential equations (ODEs) with
over ∼10 000 variables describing a large genetic network in systems biology for the biological clock. To
carry out the computation of the trajectory of the system, a hierarchical structure of the ODEs is exploited,
and an ARK solver is implemented in compute unified device architecture/C++ (CUDA/C++) on GPUs.
The result is a 75-fold speedup for calculations of 2436 independent modules within the genetic network
describing clock function relative to a comparable CPU architecture. These 2436 modules span one-quarter
of the entire genome of a model fungal system, Neurospora crassa. The power of a GPU can in principle be
harnessed by using warp-level parallelism, instruction level parallelism or both of them. Since the ARKODE
solver is entirely sequential, we propose a new parallel processing algorithm using warp-level parallelism
for solving ∼10 000 ODEs that belong to a large genetic network describing clock genome-level dynamics.
A video is attached illustrating the general idea of the method on GPUs that can be used to provide new
insights into the biological clock through single cell measurements on the clock.

INDEX TERMS Bioinformatics, biological clock, general-purpose graphical processing unit, finite element
method, ordinary differential equation, adaptive Runge–Kutta integration, systems biology, warp-level
parallelism.

I. INTRODUCTION
In a systems biology approach bridging genomics, bioinfor-
matics, and engineering our goal is to explain the behavior of
traits controlled by many genes, such as carbon metabolism,
the biological clock, development, and cancer in terms of
biochemical pathways found within living cells [1]. Since
the 1990s, a variety of teams have assembled large maps
of biochemical pathways in a variety of organisms with this
goal in mind [2-4]. At the turn of the millennium it became
possible to measure the dynamics of genomic-scale pathways
spanning a whole living system [1, 5, 6]. We are now poised
to describe the dynamics of an entire cell [7, 8]. A video

is attached describing how this can be achieved through the
integration of genomics, bioinformatics, and engineering [9].
Genetic networks describe time-dependent concentrations

of molecular species, such as genes, their RNAs, and their
proteins as well as their substrates [10]. These networks can
be expressed as a system of coupled nonlinear first-order
ordinary differential equations (ODEs). Understanding such
networks enables us to discover the biochemistry and genetic
activity of a cell and how the cell evolves as a function of
time (including its metabolism, signal transduction, and cell
cycle). Many problems could be solved and understood once
these ODEs are identified. For example, human diseases like
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prostate cancer, the phenotype of other complex traits such
as development [11], and the biological clock of an organism
[12] could also be described. The most widely used approach
to modeling these biochemical pathways are nonlinear sys-
tems of first-order ordinary differential equations [13].

GPUs have been used recently for solving computationally-
intensive problems for many applications [14-17] including
those in Bioinformatics [18, 19], numerical computations
[20, 21], ray tracing [22], volume ray casting [23], com-
putational fluid dynamics [24], and weather modeling [25].
Here we harness this new computing approach to develop
new ODE solver methods employing Adaptive Runge Kutta
Method (ARK) [26] on GPUs to simulate large genetic net-
works and ultimately identify these networks from available
genomics data [12, 27-29].

A major proving ground for the new tools of systems biol-
ogy has been the study of the molecular basis of the biological
clock [30]. The key problem is linking the model identifica-
tion of the clock to guiding expensive genomics experiments
designed to identify the underlying network [13]. This model-
guided discovery process, which we call computing life [12],
requires the ability to simulate large nonlinear systems of
first-order ODEs.

There are particular challenges to solving these ODEs. The
system of ODEs is usually large. The experimental data are
noisy and limited from molecular quantitative studies. More
importantly, designing a new experiment is very expensive
in terms of money (using genomics experiments) and time.
To overcome the problem of many parameters and limited
noisy data, new methods were developed for fitting these
ODEs called ensemble methods [13, 27, 28]. The ensemble
approach overcomes the limited genomics data on a particular
network with many parameters by giving up on finding one
best model. Instead, the search in the ensemble approach is
for an ensemble of 40,000+ models consistent with the data.
Averaging is then done over the ensemble to make predictions
about the time-dependent behavior of the system. In order to
implement these ensemble methods the ODE solver must be
very fast!

Using the ARK method in the ensemble approach implies
that the system of ODEs should be re-solved for each pro-
posed ensemble Monte Carlo updating step, and solving for
the time step t+h requires the solution at the prior t. For
example, solving a genetic network as the one shown in
(Fig. 1) [28] for the clock and constructing the ensemble of
the unknown parameters that fit the experimental data needs a
very large amount of time (i.e., 30 days on older processors).
The diagram in (Fig. 2) specifies a much larger system of
ODEs with hierarchical structure. There is a master clock
module controlling 2436 slave modules each with 4 variables
representing molecular species concentrations. We need a
new approach to solve problems on this genomic scale.

Mainly, besides making these ensemble methods broadly
available, our goal is to solve a genetic network shown in
(Fig. 2) that consists of a master module (clock) and 2436
slave modules (subunits). Solving such a genetic network

FIGURE 1. A genetic network for the biological clock from [28]. Molecular
species (i.e., reactants or products) in the network are represented by
boxes. The white-collar-1 (wc-1), white-collar-2 (wc-2), frequency (frq),
and clock controlled gene (ccg) gene symbols are sometimes
superscripted 0, 1, r0, r1, indicating, respectively, a transcriptionally
inactive (0) or active (1) gene or a translationally inactive (r0) or active
(r1) mRNA. Associated protein species are indicated with capitals. A phot
(in yellow) symbolizes the photon species. Reactions in the network are
represented by circles. Arrows pointing to circles identify reactants;
arrows leaving circles identify products; and bi-directional arrows identify
catalysts. The labels on each reaction, such as S4, also serve to denote the
rate coefficients for each reaction. Reactions labeled with an S, L, or D
denote transcription, translation, or degradation reactions, respectively.
Reactions without products, such as D7, are decay reactions. From [12].

using a CPU implies that all of these subunits should be solved
simultaneously and each subunit, solved many times sequen-
tially. This makes the process of finding the unknown param-
eters in the network using the ensemble method massively
time consuming. In some cases where the network consists
of 2436 subunits [12], the ensemble method is beyond the
capability of the fastest serial computers. We developed an
algorithm using the concept of warp-level parallelism [31]
with a GPU and ARKmethod that makes possible simulating
2436 subunits under clock control with a speed up of about
75-fold relative to a solution of serial version on a CPU
architecture. The code (see supplement for code + input
file) is written in C++/CUDA computer language for the
GPU and is written in C++ and compiled with g++ using
–O2 and –O3 optimization flags for the CPU. What makes
our approach attractive is that as more subunits and ODEs
are added, the speed up achieved increases, if we consider
the availability of the GPUs. The strategy we describe here
for solving large nonlinear systems of first-order ODEs is an
alternative to another ODE solver recently developed [32].

II. METHODS
TheWarp-level parallelism concept is used to exploit and har-
ness the power of a GPU for solving 2436 systems of ODEs
using the ARK method for a large genetic network shown
in (Fig. 2) describing the biological clock in N. crassa [12].
Since such a genetic network consists of many subunits and
all of these subunits have the same mathematical form (as
ODEs) as shown below but with different parameters, solving
all of these systems of ODEs once in parallel suits the SIMD
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FIGURE 2. The whole genetic network consisting of 2436 slave modules
(subunits) to be solved by the GPUs. The subunits are independent from
each other but depend on the clock master module consisting of genes,
wc-1, wc-2, frq, and their products. The subunits have the same
mathematical form (ODEs) but different parameters. Identifying this huge
genome scale network is beyond the fastest serial computer in the
existence. Thus, the GPUs are necessary for solving such a network. This
figure shows a modified genetic network for the biological clock from [28]
in the genome. The notation to describe this network is the same as in
(Fig. 1). An abbreviation of the notation for the clock controlled genes is
now given: g0 = [ccg0] = concentration of ccg0; g1 = [ccg1] =

concentration of ccg1; gr = [ccgr1] = concentration of ccgr1;
gp = [CCG] = concentration of CCG.

(single instruction, multiple data) and warp-level parallelism
concepts (warp size for current NVIDIA GPUs is 32 threads).
A common parallelization strategy in this category is to
increase the number of warps and consequently the number
of thread blocks (TBs) per streaming multiprocessor (SMX)
on a GPU and decrease a TBs size (number of threads per
block). In addition to the fact that this optimization strategy
increases the number of thread blocks assigned to each SM,
it provides more independent warps from other thread blocks
when one warp is stalled [33]. (Fig. 2) shows 2436 systems of
nonlinear ODEs (slave modules) that are needed to be solved
to enable the implementation of the ensemble method with
an ARK ODE solver [28]. The independence of these slave
modules enabled us to suggest an algorithm to solve all of
these modules in a parallel fashion using the ARK method
and multi-GPGPUs.

In the Warp-level parallelism GPU(s) execute many warps
concurrently. For example, on the Kepler K20x GPU, the
maximum number of warps per SM equals to 64 warps, and
the maximum number of TBs per SM equals to 16 TBs.
Increasing the number of TBs and decreasing the block size
is a well considered optimization strategy especially when
the instruction level parallelism, i.e., thread code consists
of multiple independent instructions in sequence, is hard to
implement in some algorithms [33]. For example, the ARK
method is in essence a sequential algorithm, and it is very hard
to be parallelized by instructional level parallelism because
ARK doesn’t have independent instructions in sequence and
because the time taken by each warp is unpredictable [20].
To maximize the usage of warp level parallelism we use a
warp per block to solve the dynamics of the slave module
consisting of a systems of nonlinear ODEs using the ARK
method. The pressure of using a large number of blocks to
solve our genetic network (2436 blocks) leads us to use multi-
GPUs to increase the speed up as is shown in (Fig. 3) and
(Fig. 4).

FIGURE 3. The time required for solving 2436 slave modules just one time
using a NVIDIA GPU(s) [Kepler K-20x Tesla] over an extreme edition of
optimized CPU [Quad-cores CPU [Intel(R) Core(TM) i5-2400 CPU@
3.10GHz]. Using four of the GPUs to solve our target genetic network
800,000 times shown in the (Fig. 2) to fit the observed data requires just
twelve days while using the CPU requires a year and six months.

FIGURE 4. The achieved speed up using Multi-GPU [NVIDIA Kepler K-20x
Tesla] over an extreme edition of CPU [Quad-cores CPU [Intel(R) Core(TM)
i5-2400 CPU@ 3.10GHz]. Red line shows the speed up without using the
–O2 and –O3 flags for CPU optimization (C++ code/g++ compiler) and
blue line shows the speed up with using –O2 and –O3 flags for CPU
optimization.

1) THE ALGORITHM
Each slave module can be described as an initial value prob-
lem of a system of nonlinear first ODEs for a genetic network
as is shown in (Fig. 2) and is specified by

dg0
dt
= Bcg1 − Acg0w (t)

dg1
dt
= Acg0w (t)− Bcg1
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dgr
dt
= Scg1 − Dcrgr

dgp
dt
= Lcgr − Dcpgp

The variables in this subsystem are the concentrations of the
clock-controlled genes (g0 and g1 in the inactive and active
state, respectively), their mRNAs (gr), and proteins (gp).
The testingwas done onQuad-cores CPU [Intel(R) Core(TM)
i5-2400 CPU@ 3.10GHz] Extreme Edition processor and
a Tesla GPU [Kepler K-20x] to measure the speed up of
our approach. A Kepler K-20x GPU handles double preci-
sion numbers and consists of 15 streaming multiprocessors
(SMX), each (SMX) consisting of 192 SIMD cores and han-
dling up to 16 TBs with restriction for 2048 threads per SMX.
The idea of the algorithm is to assign each slave module to
one TB consisting of 32 threads (a warp). The load of 2436
slaves modules (systems of nonlinear ODEs equations) are
distributed equally across a Multi-GPUs system with a poten-
tial for a slight decrease or increase in the number of slave
modules for the last GPU. For example, using four GPUs
implies that to launch a kernel (a function to be executed on
the GPU) on each GPU involves configurations of grid size
equal to 609 thread blocks and a block size of 32 threads with
a total number of threads equals to 19,488 threads per GPU.
Each warp is responsible for solving a system of equations for
one slavemodule. The number of slavemodules (292) that are
strongly supported to be under clock control was determined
by a series of model-guided experiments [12].

2) THE PROCEDURE
1) Copying a file to the constant memory of each GPU that

consists of a 200 time point solution to interpolate for
the variable w(t) appearing in the equations above. Those
time points come from the master clock module and are
passed to each slave module as is shown in (Fig. 2). All
of the TBs need to access the same file in the constant
memory.

2) Each thread block executes a kernel, which contains the
ARK ODE solver.

3) All threads in the same block hold the same data (i.e. ini-
tial conditions and parameters values), and execute the
same system of equations for an assigned slave module.

4) ARK’s constants are declared in the constant memory of
the GPU and are seen by all of the threads.

5) Kernel configuration consists of a grid size equal to the
number of slave modules (609 slave modules per GPU)
and a block size equals to a warp size.

Parameter values of this clock network problem are given
in Table1; all of the slavemodules have the same set of param-
eters for the sake of simplicity and accuracy, and calculating
performance of a CPU and GPU.

III. RESULTS
Identifying a large clock genetic network is beyond the capa-
bilities of the fastest CPU ever manufactured and needs a
much more expensive super computer than the GPUs that we

TABLE 1. Initial conditions at t=0 and parameters values.

TABLE 2. A comparison of the simulation of a large clock genetic network
on Kepler K-20x GPUs vs. a Quad-cores CPU [Intel(R) Core(TM) i5-2400
CPU@ 3.10GHz] Extreme Edition Processor with 2436 clock-controlled
genes providing 2436 slave modules to the system of ODEs. The time
required for solving the whole 2436 slave modules once using
–O2 and –O3 optimization flags on the CPU equals to 64090 ms while
without optimization flags equals to 159150 ms.

use with high capabilities to solve such a network. The pro-
posed parallel procedure uses NVIDIAKepler K-20x GPU(s)
to solve a genetic network shown in (Fig. 2) within a very
short period of time compared with the time required on a
CPU as is shown in (Fig. 3). The Ensemblemethodmentioned
before needs this genetic network to be solved 40,000+
sweeps for an equilibration stage (each sweep is equivalent
to solving the genetic network 10 times so that on average
each variable out of ten variables in a slave module is updated
once) and 40,000+ sweeps for an accumulations stage. The
total number of sweeps to identify the genetic network of
2436 slave modules is shown in (Fig. 2) is 80,000+ sweeps.
From Table 2, (Fig. 3), and (Fig. 4), the solution for 2436
slave modules from over 80,000 sweeps needs a CPU time
of about one year and 6 months (considering 64090 millisec-
onds (ms) is needed to solve the 2436 slave modules once),
while solving the same number of slave modules using just
4 GPUs needs about 12 days (considering 1346 ms is needed
to solve the 2436 slave modules once), which is feasible and
doable. Algorithm performance appears to plateau for 2436
slave modules somewhere between 4 and 6 GPUs in (Fig. 4).
The genome dynamics of 295 clock-controlled genes over a
48 hour window are displayed in the attached video [9].

A. ALGORITHM PERFORMANCE AS A FUNCTION OF THE
NUMBER OF SLAVE MODULES IN THE CLOCK NETWORK
In previous work, we identified a total of 2436 genes that were
circadian in theN. crassa genome [12], which is considerably
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more than the 292 reported clock-controlled genes [12]. The
simplest null hypothesis to be investigated is that all 2436
genes that have a WCC binding site and are circadian in
expression are in fact all clock-controlled genes [34]. To
test this hypothesis with the ensemble method would involve
being able to simulate the clock mechanism +2436 slave
modules.We now do this and examine the computational time
of the algorithm as a function of the number of slave modules
up to 2436 such modules.

In (Fig. 5) we depict the relationship between different
numbers of slave modules and time required for solving them
using a fixed number of GPUs. Providing a brief introduc-
tion for the Kepler K-20x Tesla architecture and the pro-
gramming model helps to elucidate the results in (Fig. 5)
and (Fig. 6). The Kepler K-20x consists of 15 SMX with
a maximum of TBs per streaming multiprocessor equals to
16 TBs. Thus, theoretically the device (GPU) can hold and
run about 240 TBs simultaneously, given sufficient hardware
resources, such as a register file and shared memory. Consid-
ering the sufficient resources, TBs do not leave a streaming
multiprocessor until its execution is finished [35], and once
TBs finish their time span, the scheduler keeps launching new
TBs on these vacated SMXs for this kernel until all of the TBs
have executed. For example, from (Fig. 5), on one hand, the
time required on a single GPU for solving 200 or (800/4) slave
modules or TBs (each slave module assigned to exactly a TB)
equals to 462ms. On the other hand, the time required for
solving 250 TBs (slave modules) needs 823ms, almost double
the amount of time. This jump in the time is due to the fact
that the device should solve theoretically 240 slave modules
simultaneously until they finish their execution, and then it
should start a new pass by solving the next 240 TBs or the rest
of the available TBs simultaneously. Therefore, in this case,
the 10 TBs difference need almost the same amount of time
that is required for solving of 240 slave modules. As a matter
of fact, although the theoretical number of TBs that can be run
simultaneously on the device equals to 240, in our algorithm
and as it is shown in (Fig. 5) and (Fig. 6), the number of blocks
that can run simultaneously on the device is about 224 TBs,
and after this number of blocks a jump in the time occurs for
even one thread block more. The above clarifications should
explain the scenario occurring on six GPUs as is shown in
blue (Fig. 5) and (Fig. 6). Based on the fact that the time of the
CPU is monotonically increasing with respect to the number
of slave modules to be solved serially, then the drop in the
speed up is shown in (Fig. 6) from time to time should be due
to the jump in the time as is shown in (Fig. 5) given that the
speed up=Time used by the GPU(s)/Time used by the CPU.

IV. DISCUSSION
This new parallelization strategy for solving large systems
of ODEs on GPUs opens up the possibility of simulating
genome dynamics. The parallelization strategy means that
it is now feasible potentially to use ensemble methods for
fitting genome-scale genetic networks when they have hier-
archical structure. The need for such methods stems from

FIGURE 5. The relationship between number of thread blocks (slave
modules) to be solved on the device and the required time. The jump in
time is due to exceeding the maximum number of TBs running
simultaneously on the device. If a GPU is capable of running N blocks
simultaneously, then from 1 to N blocks takes the same time to complete.

FIGURE 6. The relationship between number of thread blocks (slave
modules) to be solved on the device and the speed up. The drop in the
speed up is due to exceeding the maximum number of TBs running
simultaneously on the device, given that the time of the CPU is
monotonically increasing.

genomics data being noisy and sparsely distributed across the
genome [28]. The key to this parallelization strategy is to
identify hierarchical structure in the genetic network. There
is some experimental evidence that this hierarchical structure
may be widespread [36], and has been argued to be a feature
of the clock network [34]. This approach can be coupled
with classic well-performing solvers, such as ARK, to make
possible model-guided discovery about genetic networks on
a genomic scale [12].
The GPU is used in [37] to solve a system of ODEs for

another oscillatory system, and the maximum achieved speed
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up is 47-fold using a LSODA solver [38]. This system of
ODEs consists of 3 species, 6 reactions, and 8 parameters.
In this paper, our proposed parallel algorithm uses an ARK
ODE solver to solve systems of ODEs and operates on a
much larger genome scale, consisting of 9744 species, 14616
reactions, and 24360 parameters. Our GPU implementation
also leads to a higher speed up reaching up to 75-fold.

Our approach can also be compared with an adaptive step
size GPU ODE solver for simulating electric cardiac activ-
ity [39]. Garcia et al. [39] developed a method for solving
systems of ∼300 ODEs describing cardiac activity with a
single precision accuracy and a speed up of 9.07-fold while
in our work here we solved a system of∼10,000 ODEs using
a double precision and a speed up of 75-fold.

An inherent limitation of the parallelization strategy here is
the use of sequential ODE solvers, such as the ARK method.
In order to calculate the trajectory at time t+h, it is nec-
essary to have solved with high accuracy the trajectory at
time t first. The ARK method is then inherently sequential.
We recently developed an alternative parallelization strategy
using a Galerkin Finite Element Method with Hat Func-
tions as ODE solver [32], which is as accurate as the ARK
method. It will be interesting to see how this alternative
compares with parallelization using the hierarchical structure
of the network. In comparison to [32], here in this paper
another procedure using the ARK method along with the
power of GPUs are functioning to solve the large genetic
network using warp level parallelism, while in the Galerkin
approach [32] is using instruction level parallelism along-
side warp level parallelism in the GPUs. The only caveat is
that the serial version of the Galerkin ODE solver is slower
than ARK method and it is harder to implement on the
GPUs.

A third parallelization strategy might involve a parallel
implementation on multiple CPUs with MPI to narrow the
gap in performance between CPUs and GPUs in Fig 4.
We think the GPU is the preferred approach here for four
reasons. One, using MPI across multiple CPUs needs hun-
dreds of CPU cores, a more expensive strategy than multiple
GPUs. Two, the thread on a GPU is very ‘‘lightweight’’
if it is compared with the thread on a CPU. Three, some-
times launching a certain number of threads on a CPU
degrades the overall performance especially if the number
of threads exceeds the number of cores. Finally, the best
practice for implementation of ensemble methods has been
serial implementations of solvers, and so we want to ascer-
tain how the use of a GPU based ODE solver changes
the speed of the ensemble method relative to best current
practice.

This methodology of the ARK method on a GPU is
enabling a new approach to understanding the kinetics of
the cell on a genome scale. As captured in the attached
video, new approaches in nanotechnology are enabling the
measurement of the clock in single cells [9]. This will open
a whole new area of inquiry about the clock. We can begin
to ask if the clock is truly stochastic with variation in the

oscillators from cell to cell and whether or not there is any
cell-to-cell communication of oscillators in different cells.
To address these questions will require the solution to three
methodological challenges. New engineering approaches will
be needed to make single cell measurements [40]. As indi-
cated in the video, this approach involves capturing individual
cells with microfluidics technology. New models will be
needed to incorporate stochastic behavior in the clock models
[41]. While stochastic clock models have been proposed, they
have no empirical basis and have not been tested. Third,
new parallelization strategies will be needed to understand
the large networks describing clock behavior. The clock net-
work in a single cell could involve potentially 2436 distinct
genes responding to the clock mechanism or equivalently,
1/4 of the genome [12]. In this paper, we have introduced
the second of two strategies to address the fitting of genome
scale networks by the ensemble method. The time estimates
in Table 1 implies that it is now feasible to fit a genome-
scale network to genome dynamics within a single cell, like
that of the clock, with ensemble methods needed to overcome
noisy data that is sparsely distributed across the genome.
A 75-fold speedup of the simulation of a hierarchical network
on GPUs was achievable (Table 1). This speedup is sufficient
to fit the entire clock network to the genome dynamics of a
single cell.

V. CONCLUSION
In this paper we harness the power of multi-GPGPUs to
solve many systems of nonlinear ordinary differential equa-
tions that belong to a large genetic network describing clock
genome-level dynamics using an Adaptive Runge Kutta ODE
solver. Implementing the proposed algorithm opens up a door
to utilize the ensemble approach to overcome the problem of
many parameters and limited noisy genomics data on a par-
ticular network. Consequently, understanding such networks
enables us to discover the biochemistry and genetic activity of
a cell and how the cell evolves as a function of time (including
its metabolism, signal transduction, and cell cycle).
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