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ABSTRACT TheKinect system is arguably themost popular 3-D camera technology currently on themarket.
Its application domain is vast and has been deployed in scenarios where accurate geometricmeasurements are
needed. Regarding the PrimeSense technology, a limited amount of work has been devoted to calibrating the
Kinect, especially the depth data. The Kinect is, however, inevitably prone to distortions, as independently
confirmed by numerous users. An effective method for improving the quality of the Kinect system is by
modeling the sensor’s systematic errors using bundle adjustment. In this paper, a method for modeling the
intrinsic and extrinsic parameters of the infrared and colour cameras, and more importantly the distortions
in the depth image, is presented. Through an integrated marker- and feature-based self-calibration, two
Kinects were calibrated. A novel approach for modeling the depth systematic errors as a function of lens
distortion and relative orientation parameters is shown to be effective. The results show improvements in
geometric accuracy up to 53% compared with uncalibrated point clouds captured using the popular software
RGBDemo. Systematic depth discontinuities were also reduced and in the check-plane analysis the noise of
the Kinect point cloud was reduced by 17%.

INDEX TERMS Kinect, camera calibration, quality assurance, quantization, 3D/stereo scene analysis.

I. INTRODUCTION
The Microsoft Kinect has unarguably made an impact in
many scientific disciplines (e.g. computer vision, photogram-
metry, and robotics) since its first release in November 2010.
Although it began as a controller for the Xbox 360 video
game console, it was one of the first low-cost and robust off-
the-shelf 3D cameras on the market and thus its audience
expanded quickly. One of the first uses adopted outside of
gaming was in surgery, where a surgeon could scroll through
medical images on a computer screen risk-free – simply with
the wave of a hand – at Sunnybrook Hospital in Toronto
(Canada) [1].

The Kinect is popular for both industrial and research
applications. Commercial solutions based on the Kinect are
readily available around the world. For example, iPiSoft
offers a markerless optical motion capture system based
on the Kinect; ReconstructMe, Manctl, and 4DDynamics
turn the Kinect into a handheld scanner for 3D object

reconstruction; Faceshift uses it to capture facial motions and
expressions; and Fitnect uses it to build a virtual dressing
room. In the area of research it has been tested as an aiding
device for people who are visually impaired [2], for interac-
tive teaching in classrooms [3], as a portable indoor mapper
strapped to humans designed for first responders [4], and for
motion capture of hands [5], to name a few.
The wide adoption of the Kinect system has resulted

in more than 24 million units being sold as of February
2013. Most users of these units assume their Kinect is well-
calibrated and is suitable for a wide-range of applications out-
of-the-box. However, [6] tested multiple PrimeSense units
and found inaccuracies of up to 1.5 cm. Although high preci-
sion of an individual unit is reported (suggesting that temporal
averaging is not necessary), variations in accuracy of up
to 2 cm between manufactured PrimeSense PS1080 devices
were presented. Differences between precision and accuracy
can suggest the existence of biases andmany researchers have
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independently reported systematic distortions in the Kinect
point clouds [7]–[9].

To reduce the effect of these systematic errors, numerous
efforts have been made in the area of software calibration.
One of the first Kinect calibrations was done by [10] in the
popular software RGBDemo, where the intrinsic and extrinsic
parameters of the infrared (IR) and RGB camera were cal-
ibrated based on the OpenCV calibration. Burrus [10] also
proposed an algorithm for converting the disparity values
to depth measurements; however no calibration routine for
deriving these conversion parameters was suggested. This
approach can estimate the alignment between the infrared
image and the RGB image if libfreenect is used and can
improve the alignment if OpenNI is used for data capture.

Similar calibrations for aligning the IR camera with the
RGB camera using signalized targets can also be found in
[8] where PhotoModeler and Australis were used, and in [11]
where PhotoModeler was used. To account for the depth dis-
tortions in the point cloud, the disparity values were treated as
observations and the baseline distance as well as the distance
of the memorized reference pattern, were solved.

Khoshelham and Elberink [11] further added two nor-
malization parameters to their depth calibration explained
in [7] for accommodating the quantization of depth values.
This approach assumed that there is a zero rotational offset
between the infrared camera and projector, and that the depth
calibration is independent of the lens distortions in a two-step
independent procedure. However, as explained in [12], two-
step independent 3D camera calibrations can have its short-
comings. In addition, the Kinect is based on triangulation and
hence depth is a function of the image measurements.

Smisek et al. [13] modelled the depth errors in object space
by solving for two coefficients of a linear mapping function
that minimizes the residuals of a best fit plane. In this case, the
depth correction is modelled as a function of distance, which
has been shown to be inferior compared to expressing it in
image space coordinates [14].

Draelos [15] used depth discontinuities to establish cor-
respondences with the RGB image and used the corners of
the planar board for registering the depth image with the
RGB image. However, depth discontinuities are unstable and
unsuitable for accurate pixel measurements. Furthermore,
similar to [13], their depth calibration was independent of the
image space.

Based on [16], all of the approaches described thus far do
not deliver the optimal set of calibration parameters because
1) the calibrations of the cameras were not performed simul-
taneously; 2) the error modelling was not performed in image
space; or 3) unstable points in the depth map were used.
Herrera et al. [16] and [17] presented a method for aligning
the RGB image with depth map using the point-on-plane
constraint without any depth corrections. As an extension,
[14] added a depth distortion model that is dependent on
the image space rather than object space in their total sys-
tem calibration and showed superior performance compared
to [13].

Chow et al. [18] has also presented a method for calibrating
the Kinect’s depth image while simultaneously aligning it
with the RGB image using the point-on-plane constraint,
but have reported a poor precision in the estimated relative
translation and rotation between the depth image and RGB
image. To improve the precision they used three orthogonal
planes to strengthen the depth and RGB co-registration. Even
then, they indicated a lack of constraints to recover the lens
distortions of the depth image because the IR images were not
used.
Staranowicz and Mariottini [19] compared the approach

of [14] and portions of the [17] calibration to a calibration
method that uses spheres instead of planes. Their results
agreed with [18] and indicated weak recovery of relative
orientation parameters between the depth and RGB image
when using the point-on-plane approach. However, their work
with spherical objects only focused on aligning the depth
and RGB images and no calibration model for correcting the
depth map was proposed.
With mass production of the Kinect, primarily made for

gaming, users attempting to employ this sensor for accuracy-
demanding applications such as deformation monitoring and
simultaneous localisation and mapping should consider cal-
ibrating the Kinect themselves. This paper is an extension
of the work in [18] and now includes IR images in the
bundle adjustment with self-calibration to improve the align-
ment between the IR and RGB cameras. It simultaneously
calibrates all optical sensors in the Kinect system using a
checkerboard pattern and depth measurements measured reli-
ably on the surface of the plane. It is also the first calibration
method that explicitly models the rotational offset between
the depth image and projector of the Kinect. The depth error
resulting from angular misalignments (in particular, from the
yaw angle) between stereo pairs has been studied and its effect
should not be understated [20]. Although all the data in this
paper are captured with the Kinect, it is designed for any
devices using the PrimeSense technology (e.g. Asus Xtion
PRO, Xtion PRO LIVE and Fotonic P70).
This paper begins by giving a general overview of the

Kinect hardware and software for operation in Section 2.
Section 3 describes the calibration procedure undertaken in
this paper. Section 4 explains the calibration model developed
and Section 5 shows the calibration results of two Kinects and
discusses the quality of the calibration solution.

II. THE KINECT HARDWARE AND SOFTWARE
The initial Kinect hardware released on November 4, 2010
was designedwith the intention ofworkingwith theMicrosoft
Xbox 360 only. The first Kinect for Windows version was not
released until February 1, 2012. Compared to the Kinect for
Xbox, the Kinect for Windows is not too different aside from
offering a closer sensing distance (40 cm instead of 80 cm)
and redesigned cabling for easier PC connection. However,
in terms of the fundamental depth-sensing principle of the
optical sensor at its core, the Kinect for Xbox and the Kinect
for Windows are the same. They are also the same as the
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3D triangulation-based cameras from Asus and Fotonic, as
they are all based on the PrimeSense technology. Differences
between these sensors stem from other design specifications;
for example, Asus sells their 3D camera with or without a
colour (RGB) camera built in.

In general, each one of these systems consists of three
optical units: an RGB camera, an IR projector, and an IR
camera. The projector emits light in the infrared spectrum
and illuminates the scene with a speckle pattern generated
from a set of diffraction gratings. Through a 9 by 9, 9 by 7,
or 7 by 7 spatial multiplexing window, the pixel showing the
highest correspondence among its 64 horizontal neighbours is
selected in the infrared image as the corresponding point [21].
Further sub-pixel refinement then gives it a measurement
accuracy of approximately 1/8th of a pixel [22].

The optical axes of the projector and IR camera are nom-
inally parallel and are separated by a baseline distance of
approximately 7.5 cm. Through photogrammetric triangula-
tion the depth can then be determined. The Kinect stores
the disparity value of every pixel at a calibrated distance;
therefore a difference between the measured disparity and
reference disparity translates into a change in depth [23].
If colour information is desired (for instance in segmenta-
tion/classification applications), the RGB camera situated at
approximately 2.5 cm from the IR camera can overlay 8-bit
3-channel red, green, blue information over the point cloud.

A standard Kinect has a vertical and horizontal field
of view (FOV) of 43◦ and 57◦, respectively. This can be
extended by equipping a Kinect with the Nyko Zoom add-on.
Although these additional lenses give the Kinect a wider FOV,
they will likely increase the magnitude of lens distortion and
will require a geometric calibration before they can be used
for precise applications.

The raw RGB and IR images, as defined by the Aptina
MT9M112 and Micron MT9M001 CMOS sensors respec-
tively, are 1280 pixels by 1024 pixels [24]. Although most
APIs allow access to higher resolution images (e.g. SXGA),
it comes at the cost of a reduced frame rate. For depth acqui-
sition at 30 Hz using a USB2.0 connection, VGA resolution
is usually used due to bandwidth limitations.

For this paper, two Kinect for Xbox sensors were used. All
images were captured using the standard VGA resolution to
ensure that the IR images are calibrated at the same image
resolution as the depth images. Among the various options for
operating the Kinect, the Microsoft Kinect SDK was chosen
instead of the open source library OpenKinect and the popular
OpenNI. Most Kinect calibration work to date has been using
OpenNI, as it is conveniently packaged into OpenCV and
PCL, but the calibration model in this paper is software-
independent and is applicable to Kinect data captured using
any driver.

III. CALIBRATION PROCEDURE
Following a two hour warm-up period, depth images, IR
images, and RGB images of a checkerboard target were
acquired from various positions and orientations. At every

exposure, 20 consecutive depth images were captured and
averaged to reduce the random noise of the depth measure-
ments and to fill in holes in the depth map. Although [6] and
[18] suggested that improvements to range precision through
temporal averaging is small (e.g. 1 mm improvement at 3 m
distance), likely due to the low depth resolution, it can be done
easily.
Since the Kinect cannot capture both the RGB and IR

images at the same time, the RGB images and depth images
are captured together first. Afterwards, the projector is cov-
ered and the IR image of the scene illuminated by an external
light source is captured, which is an approach similar to [25].
This ensures good contrast in the IR image in the absence
of disturbance from the projector. In the current Microsoft
Kinect SDK 1.7 the projector can be switched off, making
this step less cumbersome.
The observations in the adjustment can be categorized into

three groups: image coordinates in the RGB images (xRGB,
yRGB), image coordinates in the IR images (xIR, yIR), and
image coordinates as seen by the projector (xPRO, yPRO),
which were derived from the depth values retrieved from
the SDK. The image coordinates from both cameras were
obtained by measuring the corners of a checkerboard pattern
using the MATLAB Camera Calibration Toolbox. The depth
measurements were made by selecting a randomly distributed
set of pixels in the depth image that belonged to the same
plane as the checkerboard pattern. For pre-adjustment screen-
ing, a plane was fitted to the point clouds derived from the
depth images and points were removed using Baarda’s data
snooping.

IV. MATHEMATICAL MODEL
The user self-calibration method presented in this paper is
based on the pin-hole camera model given in Equation 1.
To model departures from collinearity, Brown’s model [26]
for radial lens and decentring lens distortion is augmented
with a model for in-plane distortions (i.e. affinity and shear),
as shown in Equation 2. Equations 1 and 2 together form
the standard photogrammetric bundle adjustment with self-
calibration model and are the basis of our proposed calibra-
tion method [27].
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)
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(
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)
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where xij and yij are the image coordinates of point i in image
j; xp and yp are the principal point offsets; c is the principal
distance; Xi, Yi and Zi are the object space coordinates of
point i; Xoj, Yoj and Zoj are the position of image j in object
space; m11. . .m33 are the elements of the rotation matrix
defining the orientation of image j and expressed using the
Cardan angle sequence (ωj, φj and κj); 1x and 1y are the
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correction terms of additional calibration parameters.

1x = x′ij
(
k1r2ij + k2r4ij + k3r6ij

)
+ p1

(
r2ij + 2x′2ij

)
+2p2x

′
ijy′ij + a1x′ij + a2y′ij (2)

1y = y′ij
(
k1r2ij + k2r4ij + k3r6ij

)
+ p2

(
r2ij + 2y′2ij

)
+2p1x

′
ijy′ij

where x′ij and y′ij are the image coordinates of point i in
image j after correcting for the principal point offset; rij is the
radial distance of point i in image j relative to the principal
point; k1, k2 and k3 are the radial lens distortion coefficients;
p1 and p2 are the decentring lens distortion coefficients; a1
and a2 describe the in-plane affinity and shear distortions,
respectively.

In this conventional form, the object space target coordi-
nates {Xi, Yi and Zi}; interior orientation parameters (IOPs)
{xp, yp and c}; additional parameters (APs) {k1, k2, k3, p1,
p2, a1, a2}; and exterior orientation parameters (EOPs) {ωj,
φj, κj, Xoj, Yoj, Zoj} of both the IR and RGB cameras can
already be calibrated simultaneously.

As shown in [28] and [29] the calibration of stereo cameras
can be improved by constraining the six relative orientation
parameters (ROPs) between the stereo pair to be the same
at every exposure. Success of ROP constraints has also been
demonstrated for systems with three cameras [30] and more
[31]. In the least-squares adjustment, this constraint can be
realized by adding equations/observations [32], [33] or be
integrated directly into the collinearity equations [29], [34].
It was further explained in [34] and [35] that expressing this
in the functional model rather than as a constraint equation
can reduce the computational load and allow the rotations,
translations, and their corresponding standard deviations to
be estimated directly.

The optical sensors in the Kinect are rigidly mounted
together on a metallic frame. Based on our literature review,
there are no reasons to believe that the relative positions
and orientations between the internal optical sensors change
significantlywhen being handledwith care over a short period
of time [6]. Therefore a modified collinearity equation shown
in Equation 3 is used for self-calibration instead, where the
ROPs are introduced.

The four relevant right-handed coordinate systems (IR =
infrared camera, RGB = colour camera, PRO = projector,
and OBJ = object space) are illustrated in Figure 1. The
notation adopted in this paper is as follows: a superscript of
the frame alone means the quantity is expressed in that par-
ticular coordinate system (e.g. [pij]RGB is a vector observed
in the RGB-frame); when both subscript and superscript of a
coordinate system exist, it represents from subscript-frame to
superscript-frame (e.g. [Rj]IROBJ is a matrix defining rotations
from OBJ-frame to IR-frame).[
pij
]RGB

−
1

µRGB
ij

1RRGBIR
[
Rj
]IR
OBJ(

[Oi]OBJ −
[
Tj
]IR
OBJ −

[
Rj
]OBJ
IR bRGBIR

)
= 0 (3)

FIGURE 1. Definition of the coordinate systems for the calibration.

where pij=
[
x′ij −1x y′ij −1y c

]T
is the corrected

image coordinate vector for point i in image j ; µij is the
unique scale factor for point i in image j; 1R is the relative
rotation matrix defined by rotation angles about the primary
(1ω), secondary (1φ) and tertiary axis (1κ); Rj is the rota-
tion matrix of image j defined by rotations about the primary
(ωj), secondary (φj) and tertiary axis (κj); Oi is the object
space coordinates, [Xi Yi Zi]T; Tj is the translation vector
of image j,

[
Xoj Yoj Zoj

]T; b is the relative translation
vector,

[
bx by bz

]T.
The above model is sufficient to model the systematic

errors in both the IR and RGB cameras; however, it does
not characterize the depth measurements of the Kinect. The
depth information is determined by triangulation from the
IR camera and projector pair. Therefore, it is modelled as a
function of the IOPs andAPs of both sensors and the six ROPs
defining the stereo pair.

As shown by [21] there is a null band in the depth images
corresponding to the use of a 9 by 9 or 9 by 7 correlation
window.Only after correcting for this offset can the IR images
and depth images share the same EOPs, IOPs and APs. A
similar correction was done in [11], [13] to align the depth
map with the IR image. With knowledge about the intrinsics
of the IR camera, the object space coordinates of every pixel
in the depth map can be determined using Equation 4.

XIR
i = −

ZIR
i

cIR

(
xIRi − xIRp −1xIR

)
YIR
i = −

ZIR
i

cIR

(
yIRi − yIRp −1yIR

)
(4)

By knowing the ROPs between the IR camera and projec-
tor, the object space coordinates can be back-projected into
the image space of the projector. As in most camera-projector
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calibrations [36], [37] the projector can be treated like a
camera; however in this case we do not know the structure of
the projected pattern and thus, the IOPs andAPs of the projec-
tor cannot be recovered reliably. To complicate the problem,
the extrinsic parameters between the projector and IR camera
are initially unknown. Hence the APs, IOPs, and ROPs of
the projector need to be solved iteratively through forward
and backward projections due to the non-linear nature of the
collinearity equations.

With the image measurements from the RGB camera, the
IR camera, and the projector, a bundle adjustment can be
performed. To strengthen the calibration, the point-on-plane
constraint has been included in the bundle adjustment, which
minimizes the residuals orthogonal to the plane [38]. This
is necessary for calibrating the depth map, as checkerboard
patterns cannot be seen – only geometric features can be
identified. Although this restricts the calibration field to a
planar 2D target field rather than a 3D volume, a planar target
field is portable and is practical for on-site calibration. The
drawback of a 2D calibration field (i.e. projective compen-
sation) can be mitigated by imaging a planar checkerboard
pattern with converging geometry from various positions and
perspectives.

The calibration model for the IR camera and RGB cam-
era with relative translational and rotational constraints was
shown in Equation 3. Likewise, the functional model for
the depth-projector pair is given in Equation 5. The plane
constraint is expressed by the scale factor termµij which may
be solved by substituting Equation 3 into Equation 6. This
final calibration model minimizes the discrepancy between
conjugate light rays while constraining them to lie on the
best fit plane by solving for the EOPs, ROPs, IOPs, APs, and
object space quantities simultaneously.

µPRO
ij ROBJIR RIR

PRO
[
pij
]PRO
+
[
Tj
]IR
OBJ + ROBJ

IR [b]IRPro

−

(
µIR
ij R

OBJ
IR

[
pij
]IR
+
[
Tj
]IR
OBJ

)
= 0 (5)[

ak bk ck
]
[Oi]OBJ − dk = 0 (6)

where ak, bk, and ck are the direction cosines of the normal
vector of the best-fit plane; dk is the orthogonal distance from
the origin to the plane.

Unlike in the MATLAB Camera Calibration Toolbox [39]
where the datum is defined by assuming all the object
space coordinates are fixed, inner constraints are applied to
the object space coordinates, the plane parameters and the
EOPs [40]. This is done to improve the overall estimation
precision and, most importantly, to prevent possible object
space coordinate errors from propagating into the IOPs, APs,
and/or ROPs which would result in a biased calibration.

The collinearity and coplanarity equations are highly non-
linear so the Gauss-Helmert least-square model has been
chosen for minimizing the summation of the weighted resid-
uals [41]. Baarda’s data snooping with a 5% level of sig-
nificance was used to minimize the possibility of outliers in
the adjustment as the least-squares method is known to be

highly sensitive to erroneous observations. Iterative variance
component estimation has also been adopted for re-weighting
the various observation groups (i.e. IR image, depth image,
projector, and RGB image) as part of the adjustment [42].
The observations were assumed to be additive zero-mean

Gaussian distributed errors uncorrelated with each other [22],
and this has shown to be capable of describing the depth
noise of the Kinect as a function of distance up to 10 m [18].
The effect of quantization of the disparity measurements is
included in the stochastic model [43] and is given in Equa-
tion 7. The Kinect’s disparities are normalized and quantized
for streaming as 11-bit integers with the first bit indicating
whether a depth measurement is valid or not, therefore further
reducing their range to 1024 levels [11]. As suggested in [22],
if the disparity values range between 2 and 88 pixels and are
measured with a precision of 1/8 of a pixel (σDisparity), then
by using the nominal focal length and baseline distance the
effect of quantization step (q) on the depth reconstruction
precision (σZ) as determined by Monte Carlo Simulation
(1000 simulations per level) is given in Figure 2. This shows
that the quantization has a relatively small effect on the
depth reconstruction accuracy, which agrees with the findings
reported in [11].

E
{
Total Disparity2

}
= σ 2

Disparity +
q2

12
(7)

FIGURE 2. Effect of the stochastic model on the accuracy of depth
reconstruction. The dashed line (magenta) shows the uncertainty of the
reconstructed depth if the disparity measures are continuous. The dotted
line (blue) is the effect of quantization. The solid line (green) shows the
result of quantized disparity values.

This calibration method follows the three requirements for
a 3D camera calibration laid out by [16]. It is ‘‘accurate’’
because the object space target coordinates, plane parameters,
EOPs, ROPs, IOPs and APs of all 3 optical sensors are
estimated simultaneously in the same bundle adjustment; it
is ‘‘practical’’ in that only a single planar checkerboard target
is required; and it is ‘‘widely applicable’’ because depth mea-
surements lying in the bounds of the plane are used instead of
depth discontinuities.
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TABLE 1. Intrinsic parameters recovered from calibration.

Unlike [11], who assumed the calculated depth is indepen-
dent of the lens distortion, we assume planimetric and depth
coordinates are a function of the IR camera’s APs. But as in
[11] the proposed depth calibration is a function of the IR
camera’s principal distance and baseline distance. Parameters
that account for misalignment between the IR camera’s axes
and the projector’s axes are also included as the Cardan angle
sequence.

Similar to [14], every depth pixel has a different cal-
ibration coefficient expressed in image coordinate units.
However, the number of unknowns being solved is sig-
nificantly lower in this case because they can be conve-
niently expressed by the APs. In addition, the IR images
are used directly for the mutual de-correlation of param-
eters rather than using an external high-resolution cam-
era since [14] has demonstrated that the improvement is
small and external cameras can complicate the calibration
procedure.

In summary, the unknown parameters in the adjustment are
the principal point offset, principal distance, and lens distor-
tion parameters of the IR and RGB cameras (IOPIR, APIR,
IOPRGB, APRGB), the rotational and translational parameters
of the projector relative to the IR camera (ROPPROIR ) and the
RGB camera relative to the IR camera (ROPRGBIR ), the IR
camera orientation and position relative to the object space
(EOPIROBJ), the object space target coordinates, and the plane
parameters.

Beginning with the initial approximations of zero principal
point offset, APs and rotational offsets, a 2.9 mm principal
distance and a 7.5 cm positional offset in the x-direction
between the IR camera and projector, the depth observations
(DIR) were converted into image coordinate measurements
of the projector (xPRO, yPRO) by back-projection (Equa-
tion 3). The linearized least-squares optimization is then
carried out using the math model presented in this section.
After bundle adjustment, with the current best estimate of
the unknown parameters and DIR, the point cloud is back-
projected into the projector again and with the updated
xPRO and yPRO the bundle adjustment is repeated until
convergence.

TABLE 2. Relative orientation parameters recovered from calibration.

V. RESULTS AND DISCUSSION
A. SELF-CALIBRATION RESULTS
To evaluate the proposed method, two Kinect for Xbox sen-
sors were calibrated following the above procedure. One
planar target with 24 signalized targets was observed by one
Kinect (hereafter ‘‘Kinect1’’) from 11 different poses and
48 planar signalized targets were imaged by another Kinect
(hereafter ‘‘Kinect2’’) from 10 different stations (Figure 3).
The number of observations in the bundle adjustment is 1972
for Kinect1 and 3152 for Kinect2, with an average redun-
dancy number of 0.93 and 0.94 respectively, yielding a well-
controlled network in both cases.

FIGURE 3. (Left) RGB image of the calibration field used for calibrating
Kinect1. (Right) IR image of the calibration field used for calibrating
Kinect2.

The estimated IOPs and the statistically significant APs for
the IR camera and RGB camera are displayed in Table 1. The
estimated relative translation and rotation between the three
optical sensors are given in Table 2. The initial estimates of
7.5 cm and 2.5 cm for the baseline distances between the IR
camera and projector and the IR camera and RGB camera are
close to the recovered values. However, detectable rotational
offsets between the IR camera and projector were found in
one of the Kinects. Compared to the previous work in [18]
the standard deviations of ROPRGBIR are significantly improved
(by up to 46x for some parameters) with the inclusion of the
IR images.
The RMSE of the misclosure of conjugate light rays lying

on the best fit plane before and after modelling for the IOPs,
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TABLE 3. Quality of plane-fit estimated in the bundle adjustment with
self-calibration.

TABLE 4. Estimated standard deviation of the observation residuals.

APs, and ROPs of the depth image and projector pair is given
in Table 3. The standard deviation of the plane parameter
dk of the best fit plane as estimated simultaneously by all
optical sensors is provided as well, as an indication of the
quality of the plane used for this assessment; note that even
when the systematic errors of the depth map are untreated,
the plane parameters are still well-estimated because of the
stereo-pair formed by the calibrated IR and RGB images.
Prior to calibration the precisions of the twoKinects differ, but
after calibration they aremore comparable. AnRMSE of up to
6.3 mm was observed before calibration, but after modeling
for the systematic errors in the IR camera and projector the
RMSE were all less than 0.2 mm.

A plot showing the residuals of the depth map before and
after calibration is provided in Figure 4. Before calibration,
reprojection errors up to 52 µm (5 pixels) can be perceived
but they were reduced to the sub-pixel level after calibration.

Based on the Aptina and Micon sensor’s specifications,
the pixel size of the IR and RGB cameras is 10.4 µm and
5.6 µm, with a nominal focal length of 6 mm and 2.9 mm,
respectively. With a lack of specifications for the projector,
it is initially assumed to have the same specifications as
the IR camera. Using variance component estimation, the
depth image and projector were measuring with a standard
deviation of 1/8 of a pixel for Kinect1 and 1/13 of a pixel
for Kinect2 after calibration (as seen in Table 4). This is
more precise than measurements of the checkerboard pattern
made by either camera using the Camera Calibration Tool-
box, which delivers approximately 1/4 of a pixel standard
deviation for the IR cameras, and 1/3 and 1/2 of a pixel
measurement precision for the RGB cameras of Kinect1 and
Kinect2 respectively.

With the current calibration model the overall parameter
correlation is low: the maximum correlation of the IOPs/APs
with the EOPs is 0.26, with the target coordinates is 0.25,

FIGURE 4. Residuals of the depth map as a function of the radial distance
from the principal point before and after systematic error modelling.

TABLE 5. Signficant parameter correlations in the bundle adjustment.

and with the plane parameters is 0.14. Some noticeably
significant correlations are highlighted in Table 5 (exclud-
ing the correlation between the APs, which are already
known to exist). Most of the correlation patterns are com-
mon between both calibrations, except for the correlations
between xRGBp -1φIR and cRGB-bRGBy which may have higher
dependency on the imaging geometry. As the only signifi-
cant correlations are between the APs and ROPs, these cal-
ibration parameters should be transferable to other datasets
captured by the same Kinect. To confirm this, additional data
were acquired using Kinect1 to assess the accuracy of the
calibration.

B. EXTERNAL QUALITY ASSESSMENT
To quantify the external accuracy of the Kinect and the
benefit of the proposed calibration, a target board located at
1.5–1.8 m away with 20 signalized targets was imaged using
an in-house program based on the Microsoft Kinect SDK and
with RGBDemo. Spatial distances between the targets were
known from surveying using the FARO Focus3D terrestrial
laser scanner with a standard deviation of 0.7 mm. By com-
paring the 10 independent spatial distances measured by the
Kinect to those made by the Focus3D, the RMSE was 7.8 mm
using RGBDemo and 3.7 mm using the calibrated Kinect
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FIGURE 5. (Top) Roughness of point cloud before calibration. (Bottom)
Roughness of point cloud after calibration. The colours indicate the
roughness as measured by the normalized smallest eigenvalue.

results; showing a 53% improvement to the accuracy. This
accuracy check assesses the quality of all the imaging sensors
and not just the IR camera-projector pair alone.

To isolate the assessment of the IR camera-projector qual-
ity, the roughness of another scene consisting of a flat tar-
get board was computed. The surface roughness was cal-
culated as the normalized smallest eigenvalue in a 30 mm
radius neighbourhood. From Figure 5 one can observe that
a few systematic abrupt changes in the depth appearing as
vertical streaks (highlighted in orange) have been elimi-
nated post calibration. The reason for these stripe artifacts
that are parallel to the y-axis of the image coordinate sys-
tem is unknown as details about the PrimeSense algorithm
is still a trade secret. Nonetheless, this artifact was also
identified in [8], but was not handled by their calibration
scheme. In addition, similar to [14], the presented calibra-
tion approach achieves a certain degree of depth smoothing
even though lowpass filters were not applied to any of the
datasets.

The probability densities of the plane deviations pre- (σ =
3.6 mm) and post-calibration (σ = 3.0 mm) for these data are
shown in Figure 6. The noise in depth still follows a Gaussian
distribution before calibration, but with a larger standard devi-
ation. In another scene, 20 planes with a 10 cm diameter were
extracted. These planes vary in both orientation and position
relative to the Kinect, which is important as the residuals from
plane fitting are dependent on these parameters. Based on the
check plane analysis shown in Figure 7 there is an overall
improvement of 17% to the RMSE of the planes estimated
using least-squares after calibration.

FIGURE 6. Residuals of the plane-fitting before and after calibration.

FIGURE 7. RMSE of check planes before and after applying the calibration
parameters.

VI. CONCLUSION
A self-calibration method suitable for the Microsoft Kinect
was presented and tested. The method solves for the rela-
tive translations and rotations between the IR camera, pro-
jector, and RGB camera. At the same time, it solves for
the intrinsic parameters of both cameras, extrinisic param-
eters of the IR camera, object space target coordinates, and
plane parameters. Geometric constraints have been included
in the bundle adjustment to ensure points lie on the best
fit plane and the optical sensors are all mounted rigidly
on the same platform. The depth calibration is expressed
as a function of three rotations, three translations, inte-
rior orientation parameters and the lens distortion of the
IR camera. The effect of quantized disparity values on
depth reconstruction is modelled stochastically in the bun-
dle adjustment despite its small effect on reconstruction
accuracy.
In the experimental results, significant rotational offsets up

to 0.2 degs between the IR camera and projector have been
recovered in the bundle adjustment. Through the inclusion of
IR images and various geometric constraints, no significant
correlations can be identified between the system calibration
parameters and the scene dependent parameters. In the quality
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control stage, both the precision and accuracy of the Kinect
were improved by 17% and 53%, respectively, following the
presented calibration method. Furthermore, through qualita-
tive assessment, some visually identifiable systematic arti-
facts in the Kinect point cloud have been removed.

Future work will study both the short-term and long-term
stability of the calibration parameters for these low-cost gam-
ing sensors. Additional features such as lines will be added
to the bundle adjustment to improve the precision of the
recovered calibration parameters. Recovery of the distortions
in the projector could not be performed reliably using the
proposed method and will be investigated.
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