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ABSTRACT An accurate authorship attribution model can play a vital role in security domain by detecting
fraudulent texts and combating plagiarism, online piracy, and cyber attacks. In this paper, we work on
improving the performance of authorship attribution. To this end, we focus on generating effective samples
and features towards creating an authorship attribution model. We did our experiments using a convolutional
neural network (CNN). Two key findings from our experiments are as follows: first, our results consistently
show that fusing n-grams and stylometric features yields a better performance than independently using each
type of features. Notably, with fused features, we achieved an accuracy of 97.03%, a precision of 97.58%, and
a recall of 97.03%. Second key finding is—when a sliding window is used in generating training samples,
it is possible to improve performance by increasing the amount of overlap between samples, which can be
achieved by decreasing the step length of the window. Our study shows that there is a linear relationship
between performance metrics and the percent of overlap between training samples. Across three different
types of features (n-grams, stylometric, and fused), the worst performance in our experiments was obtained
when there was no overlap in the training samples. Inversely, the best performance was achieved when there
was a 95% or a 99% overlap in the sliding windows.

INDEX TERMS Authorship attribution, fraudulent text, fusion, plagiarism, n-grams, stylometric features.

I. INTRODUCTION
Every author writes in a way that is unique and distinguish-
able to them. Thus, by quantifying the patterns and trends
found in text, we are able to map a piece of writing to its
original author. Authorship attribution has many applications
ranging from academia to the security domain, where it
has been used to identify plagiarisms, malicious emails, and
potential scams (see [1], [2], [3], [4], [5], [6], [7], [8]).
Furthermore, it is possible to map source codes back to its
original composer, regardless of whether sections of codes
were worked on bymultiple authors (see [9], [10], [11], [12]).
As technology and time progress, so do the applications of
authorship attribution.

In this paper, our primary goal is to improve the perfor-
mance of authorship attribution models. To achieve this goal,
we focus on two crucial steps of creating a machine learning
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model for authorship attribution. Specifically, we work on
improving the feature generation and sample generation
steps. Below, we introduce the issues in these steps and our
approaches to resolve them.

A. FEATURE GENERATION
Two of the most typical features used for authorship
attribution are n-grams and stylometric features [13]. An n-
gram is a substring of length n words or characters derived
from text [14]. On the other hand, stylometric features are
derived from the study of stylometry which is defined as
the analysis of features that can be statistically quantified
to represent a writing style [13]. Previously, it has been
demonstrated that character n-grams are the most successful
features in authorship attribution [15], [16], [17], [18]. But,
there are also studies which reported remarkable performance
using stylometric features [19]. We find that it is necessary
to have a direct comparative analysis between character
n-grams and stylometric features to determine whether one
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feature set is stronger than the other for authorship attribution.
Additionally, it is imperative to study the effectiveness of
fusing n-grams and stylometric features in improving the
performance of authorship attribution.

Studies in the past have explored fusion of multiple feature
sets [20], [21], [22], [23], [24]. However, these studies
fused only stylistic, lexical, perplexity, syntactic, structural,
content-specific, or idiosyncratic features which actually fall
under the umbrella of stylometric features. That is, there
is no study yet which has comprehensively explored the
fusion of n-grams and stylometric features. In this study,
we close this research gap. We fuse stylometric features
with character n-grams alongside implementing character
n-grams and stylometric features independently.We test these
three different feature sets (stylometric, character n-gram, and
fusion) on the same data sets and report respective accuracy,
precision, and recall. As a result, we are able to determine
which features should be preferred and whether or not they
should be implemented independently or fused together.
This information is vital in establishing best practices for
authorship attribution going forward.

B. SAMPLE GENERATION
Machine learning models are built based on sample data,
sometimes referred to as ‘‘training data’’. One approach
of generating samples in authorship attribution is to use
a sampling window which generates blocks of uniform
amounts of characters or words from the text [19]. The
sampling window can be used during random sampling or
sequential sampling. In the case of sequential sampling, the
sampling window is referred to as a sliding window due to the
fact that it slides across the text. It has been used in numerous
authorship attribution studies [25], [26], [27]. The number
of characters or words that the window is shifted after each
iteration is known as the window step or step length [27].
Therefore, a window size of 1500 words and a step length
of 1500 words means that the window will pass through
the text with no overlap between samples. Interestingly, it is
possible tomake the step length smaller than the window size,
in effect creating an overlap between samples and as a result
generating more samples. This approach, however, has yet
to be studied with many questions left unanswered such as
whether or not increasing the percentage of overlap between
samples will lead to improved model performance.

Our study provides a deep look into the relationship
between the overlap percentage used in a sliding window
during sample generation and the respective accuracy,
precision, and recall. Furthermore, we explore this problem
using n-grams, stylometric features, and a concatenation of
stylometric features and n-grams.

C. SUMMARY OF OUR CONTRIBUTION AND NOVELTY
We work on generating enhanced training samples and
identifying the best features for developing authorship attri-
bution models. The advancement of authorship attribution

performance helps different sectors such as academia,
cybersecurity, and digital forensics. There is still uncertainty
in the field as to the best features to use and a continual
demand for more data to train models on. By validating a
means of generating more training samples and providing
analysis between the best features for authorship attribution,
we improve the ability to map a piece of writing back to its
original author. Below, we list our novelty:

• We provide empirical analysis between n-grams, sty-
lometric features, and a fusion of both feature types.
In addition to performance metrics, this analysis
includes the amount of time it took to generate samples,
preprocess samples, extract features from samples, fit
models, and the amount of time it took to classify new
samples. Each part of the classification process was
carefully timed to provide an extensive resource for
future work within authorship attribution.

• We show that fusing n-grams and stylometric features
yields higher accuracy, precision, and recall than using
n-grams or stylometric features independently. This
result is significant because it encourages future work
within authorship attribution to consider fusing n-grams
and stylometric features as opposed to using one over
the other to achieve a higher performance. Additionally,
through this analysis we show that an optimal model
that considers both performance and time is heavily
dependent on the features chosen. That is to say, n-
grams and stylometric features should be tested both
independently and fused together on the same data
before an optimal model is decided on.

• Our study used varying amounts of overlap percentages
with a fixed window size, which allowed us to isolate
our focus on the impact that the overlap percentage has
on model performance. As a result, we show that the
performance of a model can be significantly improved
by increasing the amount of overlap found between
samples in a sliding window.

For the classification method, we chose to use a Convo-
lutional Neural Network (CNN). Several recent studies have
demonstrated that Deep Learning classifiers such as the CNN
are highly effective in doing authorship attribution tasks [28],
[29], [30], outperforming traditional machine learning meth-
ods [19], [20], [31]. Hence, we find it imperative to perform
the analysis using the CNN.

For creating the training and testing datasets for the CNN
model, we chose to sample literature books to explicitly
explore solutions for the plagiarism issue in academia.
Regardless of the advancements of technology, there is
always a need for anti-plagiarism capabilities in academia.
The long format of the text allows us to sample our data
the same way sampling could be done for college essays,
graduate thesis, and peer-reviewed papers.

The rest of the paper is organized as follows: Section II
discusses related works on the topic of authorship attribution.
Section III introduces our data and discusses our use of the
sliding window. In Section IV, we discuss and explain the
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features used. Section V explores the architecture chosen
for the CNN. The experiment settings are discussed in
Section VI. In Section VII, we report and discuss the results
of our experiments and finally in Section VIII, we state the
conclusion of our work.

II. RELATED WORKS
A. STUDIES ON STYLOMETRIC AND N-GRAM FEATURES
Stylometric and n-gram features have been extensively used
in authorship attribution. Reference [20] reported an accuracy
of 97% using a novel plagiarism detection approach. In this
study, the statistical properties of the most frequent words
were analyzed and stylometric features were generated.
Another example is [19] who used 13 stylometric features
on public domain literature and reported 98.10% accuracy,
98.05% precision, and 98.04% recall. Samples were gener-
ated through random sampling using a sampling window of
1500 words. So, random points within the text were selected
and blocks of 1500 words were extracted. Since random
sampling was used, we can deduce that some overlap can be
found between samples. In-fact, the best accuracy, precision,
and recall were reported by the largest data set of 500 samples
per author. Therefore, we can assume that the larger data sets
performed better due to the fact that therewas inherentlymore
overlap found between samples. One limitation to this study
is that random sampling means there can be some overlap
between training and test samples. Reference [25] developed
a stylometric representation learning approach for authorship
analysis and demonstrated its effectiveness in three different
problems, namely authorship identification (or attribution),
verification, and characterization. Reference [32] shows how
n-grams can be used to evaluate the cosine, dice, extended
Jaccard’s, and overlap similarities between works. It was
found that the overlap similarity was the most effective
because it consistently detected texts that had remarkable
amounts of identical passages, which is plagiarism.

There are some studies which attempted to distinguish
which features perform better between stylometric and
n-grams. Reference [33] compared the effectiveness of
stylometric features and n-grams and concluded that n-grams
reported higher accuracy than stylometric features across
three algorithms. A limitation of this study, however, is their
implementation of lexical features expands beyond just
n-grams. For instance, the number of nouns, verbs, and adjec-
tives were included under the lexical category. We believe
that there should be a clear distinction between n-grams and
features which quantify text. Thus, therewas not a direct com-
parison between n-grams and stylometric features. A recent
study done by [34] explored the differences between n-grams
and stylometric features in a more comprehensible way. The
results of this study showed that idiosyncratic features such
as the number of misspelled words, abbreviations, and slang
were the best features for authorship classification of digital
text reporting an accuracy of 98.5%, outperforming n-grams
by close to 2%. Another significant contribution of this

study is that character level and word level n-grams were
both tested, with various values for n. In the end, it was
found that character level n-grams performed better than
word level n-grams. Additionally, the study noted that fusing
n-grams and stylometric features should be considered for
future work to combat some of the issues discovered during
the classification process. Reference [35] did an in-depth
analysis between 162 stylometric features and various levels
of n-grams using a decision tree as the classifier. In their
study, it was concluded that n-grams as a whole were far
better at correctly mapping a text to its original author than
stylometric features were. Specifically, the best accuracy
for n-grams was generated using 3-grams reporting 52.82%,
while the best accuracy for the 162 stylometric features was
reported to be 35.26%.

A number of studies attempted to improve the performance
of authorship attribution by fusing information from multiple
modalities or feature sets. Reference [36] compared a
number of classifiers and feature-level fusions and reported
that the best accuracy (96.3%) was achieved by fusing
part of speech (POS), character, and word level features.
Furthermore, [24] demonstrated that generatingmeta features
from the original feature set provided better accuracy than
using the original feature set alone. Reference [23] also
demonstrated that an extended feature set outperformed sets
of features that came from one modality.

The primary difference between above fusion-based stud-
ies and ours is that we isolate stylometric features from
n-grams. The feature groups {Stylistic, Lexical, Perplexity,
and Syntactic} used in [24], {Lexical, Syntactic, Struc-
tural, Content-specific} used in [20], [21], and [22], and
{Idiosyncratic} used in [23] all fall under the umbrella of
stylometric features in our study. Reference [35] performed
a more similar study to ours in that they compared different
levels of n-grams with a feature set that included stylometric
features and n-grams. Using decision trees, they found that
on one test set, the fused feature set performed the best
(40% accuracy, precision, recall), while on the other test
set, the fused feature set (49.95% accuracy and recall, 50%
precision) failed to outperform n-grams (50.21% accuracy,
52.31% precision, 52.07% recall). Though, given the minute
difference in performance, it was concluded that fusing
stylometric features and n-grams did not improve the
performance. The conclusion of our work is different.

B. STUDIES ON SAMPLE GENERATION
Finding ways to generate samples for authorship attribution
has scarcely been studied. There are some studies which
have used the sliding window technique for sample gener-
ation [26], [27]. Reference [26] calculated the dissimilarity
between two adjacent sliding windows to distinguish whether
the selected texts belong to the same author. Additionally,
[27] compared the performance of using a sliding window for
authorship attribution against not using one. References [19]
and [37] used the random sampling technique for sample
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TABLE 1. State-of-the-art authorship attribution schemes. SVM: Support Vector Machine, WP: Writeprints, KNN: K-Nearest Neighbor, ANN: Artificial
Neural Network, NB: Naive Bayes, MLP: Multi Layer Perception: RF: Random Forest, LSTM: Long Short Term Memory, GRU: Gated Recurrent Unit,, DT:
Decision Tree, CD: Cosine Distance, MD: Manhattan Distance, ED: Euclidean Distance, TFIDF: Term Frequency-Inverse Document Frequency, Acc.: Accuracy,
Prec.: Precision, Rec.: Recall.

generation and achieved promising performance because of
inherent overlap between samples. Reference [31] used a
thesaurus to change some words and in effect create new
samples. The study concluded that text should not be altered
because the samples will lose their inherit qualities and
meanings. Another study done by [38] showed that text
could be altered by replacing words with those that had the
highest cosine similarity. In that study, it was found that better
classification performance was obtained from the altered text
than from the original. Our study, however, does not alter
the original text in any way. To create additional samples,
we decrease the step length of the sliding window. In return,
there is a greater amount of overlap found between samples,
which leads to additional samples.

C. STUDIES USING DEEP LEARNING IN
AUTHORSHIP ATTRIBUTION
Deep Learning is growing increasingly more popular in
authorship attribution given the fact that Deep Learning
models are able to outperform traditional machine learning
methods [19]. Reference [28] showed how effective CNNs
are for authorship attribution, correctly classifying the
author of code samples over 90% of the time across three
programming languages. Another instance of the utilization
of Deep Learning in authorship attribution is [29] where
two different Deep Learning models were implemented using
n-grams and their performance metrics were compared. The
conclusion of the experiments was that the Gated Recurrent

Unit Network yielded higher accuracy than the Long Short
Term Memory Network across all datasets. Furthermore,
[29] proposed a new embedding method and tested it
against pre-trained embeddings which proved to perform
worse than the proposed embedding method. Lastly, [20]
sampled literature books and used a Multilayer Perception
Network (MLP) to classify authors. The MLP reported an
accuracy of 97%, outperforming the Support Vector Machine
and Random Forest classifiers.

D. HOW DOES OUR WORK ADVANCE THE
STATE-OF-THE-ART?
In Table 1, we highlight the key aspects from the state-of-the-
art studies in authorship attribution. Below we identify the
research gap in the state-of-the-art schemes and clarify how
our work closes this gap.

• Fusion of stylometric and n-gram features: There are
a number of studies that used stylometric and n-gram
features in authorship attribution. However, there is a
lack of research that demonstrates the effectiveness of
fusing stylometric and n-gram features. There are some
studies such as [20], [21], [22], [23], and [24] which
fused stylistic, lexical, perplexity, syntactic, structural,
content-specific, or idiosyncratic features which actu-
ally fall under the type of stylometric features. We found
only one study ([35]) that attempted to fuse stylometric
and n-gram features, however, it could not demonstrate
significant performance improvement. We believe it is
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possible to improve the performance if stylometric and
n-gram features are fused properly and our experimental
results reflect that.

• Varying amounts of overlap percentages in sample
generation: While the sliding window technique has
been used for sample generation in several authorship
attribution studies [23], [26], [27], there is no study yet
that has implemented varying step lengths for a sliding
window to explore the effect that overlap percentage has
on classification performance. In our study, we close this
research gap and demonstrate significant performance
improvement by increasing the amount of overlap.

• Analyzing timing information: Existing studies only
reported how accurate an authorship attribution scheme
was. They completely ignored how long it took to
preprocess the data, extract features, train themodel, and
test a new sample. We opine that this timing information
is crucial in comparing authorship attribution schemes.
For this reason, we have timed all portions of our
experiments. When comparing our models, we do not
just look at the performance metrics; instead, we provide
an overall analysis that considers the timing information
also. This analysis will help practitioners make informed
decisions on a use case basis.

• Addressing the plagiarism issue in academia:
A noticeable gap in the related works is that the majority
of them focused on shorter form samples such as emails
or social media posts. As a result, there are less solutions
for plagiarism problems in academia. A study on data
collected from over 80,000 students and 12,000 faculty
in the United States and Canada shows that 38% of
undergraduates have plagiarized a written source, 36%
have plagiarized a digital source, 14% have fabricated
a bibliography, and 8% have turned in work that was
done by another researcher [40]. In our study, we create
long samples from literature books, which resemble the
samples created from college essays, graduate thesis,
and peer-reviewed papers, and thus allow us addressing
the plagiarism issue in academia.

III. DATA
Data was collected from the online repository Project Guten-
berg.1 Project Gutenberg contains public domain literature
that can be downloaded in plain text format. In total,
we downloaded 50 books, 5 from 10 authors each. Table 2
lists out the 10 authors alongside some additional information
such as when they were alive. From each book we manually
removed any publishing and licensing agreements on top
of the table of contents. Next, the contents of each book
were converted to lowercase and the books were cleaned
of any foreign or non interpretable characters. We chose
to do this before generating samples so that we could
avoid generating any samples with large amounts of non
interpretable characters which would in essence destroy

1https://www.gutenberg.org/

TABLE 2. The name of the authors sampled, the years they were born and
died and finally the number of samples per author in the 0% overlap set.

FIGURE 1. A depiction of how samples were generated for each overlap
percentage. The pattern in each overlap set continues until max samples
are generated from each book. Note–figure is not to scale.

the sample. Also, the reason that the text was converted
to lowercase was to avoid any conflicts during feature
extraction.

We chose to sequentially generate our samples to avoid
any bias that may come from random sampling such as
heavily sampling a subsection of a book. The books were
sampled using a sliding window with a length of 1500 words.
In essence, each sample contains 1500 words. The window
length is inspired by a previous study done by [19] who used a
window length of the same size on similar data. The window
length was chosen because of the variety of content in the
books. For instance, if the window size was smaller, then
it is possible to only extract passages from the text that are
conversations or monologues from a character, which would
not be representative of the author’s writing style and more
so how the character in the book is feeling [19].

To generate various sized data sets we increased the overlap
found in the window by decreasing the step length which is
the number of words the window slides between samples. For
instance, if we have 0% overlap in the sampling window,
then our step length would match our window length of
1500 words. But, to generate samples with a 25% overlap,
the step length would be smaller, in our case 1125 words.
Figure 1 further breaks down how samples were generated
using a sliding window and Table 3 shows the various data
sets generated.

During the sampling with 0% overlap, every 5th sample
was sent to the test set and was then removed from the book
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TABLE 3. A break down of the number of training samples generated per
each overlap percentage alongside the corresponding step length of the
sliding window used.

TABLE 4. Stylometric features used in [19] as well as in this study.

entirely. By removing the testing samples we are able to
increment the overlap within our window without any fear
of creating bias between training and validation sets. In the
end, 843 samples were generated for testing.

IV. FEATURES
There are three sets of features used in our experiments,
stylometric, n-grams, and a fusion of n-grams and stylometric
features. For stylometric features, we follow [19] who
reported an excellent performance using the 13 features
located in Table 4. A study prior to the one mentioned above
also done by [37] performed an in-depth analysis into the
effectiveness of many of these features. As a result, the
stylometric features chosen are ones that have proven to
be effective. For the number of alliterations we decided to
count 3 consecutive words starting with the same letter as an
alliteration. As far as quantifying the short to long word ratio,
we deemed any word greater than 5 characters as a long word
as done by [41].
One of the underlying principles that allows for authorship

classification to occur successfully is that everyone has a
unique writing style that pertains to them. To illustrate this
point, we used our largest data set (274,145 samples) to
plot the mean of the stylometric features for each respective
author, found in Figure 2. The fact that no stylometric
feature is plotted as a straight line gives credence to
the fact that writing styles are unique and distinguishable
when quantified. The plot not only shows that there is no
uniform writing style amongst our authors, but also depicts
in which ways the writing style of each author differed.
Conversely, we can look for less dramatic lines and observe
in which ways the writing styles of our authors were similar.
As awhole, Figure 2 reinforces the key concepts in authorship
attribution that make mapping a piece of text to its original
author possible.

The best value to use for n with n-grams has been a
frequent focus of studies in the past. For this study, we rely

FIGURE 2. An illustration of the average values per author for each
stylometric feature using 274,145 samples. Each feature is represented in
Table 4.

on previous studies that have compared the effectiveness
between different levels of n, and between character and word
level n-grams [30], [34]. Specifically, we followed [30] where
continuous character level n-grams up to four-grams, reported
the best results amongst other character and word level n-
grams.

A major difference between using stylometric features and
n-grams is the amount of preprocessing needed per sample.
While stylometric features just require text to be converted
to lowercase and stripped of foreign characters, n-grams
additionally require for the text to be encoded to the set
vocabulary. Our experiment used the same vocabulary of
70 characters as used by [30] and [31].

Finally, for the fused features, we concatenated the sty-
lometric and n-gram features described above. The features
were fused prior to being fed to a model so a single sample
contains both features. For example, we had 13 stylometric
features and 9000 n-gram features, when concatenating both
we end up with 9013 features.

V. CNN ARCHITECTURES
A Convolutional Neural Network (CNN) was chosen for
our experiments because recent authorship attribution studies
demonstrated high classification performance by using CNNs
[30], [31], [39], [42]. Additionally, [19] showed that given
larger amounts of samples, the CNN outperformed traditional
machine learning classifiers. For our experiments, we used
two different CNN architectures: one for stylometric features
and another for n-grams and fused features. Table 5 illustrates
the difference in structure. The main difference between
the two architectures is that we used a 2D CNN for the
stylometric feature and a 1D CNN for the n-grams and fused
features. We used a 1D CNN for n-gram and fused features
to follow the approach of [30] and due to the fact that we
needed an embedding layer which is only offered in the 1D
implementation. During preliminary experiments, we found
that the 2D CNN was performing better with stylometric
features than the 1D CNN, therefore, we choose to continue
with the 2D implementation for stylometric features.

To determine the best hyper-parameters for the CNN,
we implemented GridSearchCV from the Scikit-learn library.
GridSearchCV allowed us to implement cross validation
which is when the data is partitioned into an equal number
of sets and from there one set is isolated for testing and
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TABLE 5. The architecture of the two CNN variations.

TABLE 6. The hyperparameters and values searched for our CNN.

the rest for training. The test set will change every time,
which maximizes the generalization of the model. For our
experiments, we chose to separate our data into 3 equal
partitions. Those values that we tested can be found in Table 6
and the hyperparameters chosen can be found in Table 7.

VI. EXPERIMENT SETTINGS
This experiment was completed in Google Colab Pro using
the provided GPU. During the initial iterations of our
experiments, it was found that we needed to upgrade to
Google Colab Pro to get more RAM. The original RAM
given was about 12GB which did not allow us to exceed
75% overlap with n-grams and fusion. Once upgraded,
we received 25GB of RAM which allowed us to complete
experiments using n-grams and fused features up to 95%
overlap. Everything was done using Python 3.7.4, and
TensorFlow was used to implement the CNN. Early stopping
was implemented monitoring the validation loss with a
patience of 5 for the CNN. What this means is that if the
validation loss did not go down after 5 epochs of training, then
the model would stop training. For this reason, the number
of epochs needed per experiment varies from 4 to 500.
The experiments were timed using the Python time function
which allowed us to save the current time as a variable.
Prior to executing code, the current time would be saved in
a variable T. Once the code finished executing, we would
subtract the variable T from the new current time to get the
amount of time that has passed.

VII. RESULTS AND DISCUSSION
A. PERFORMANCE EVALUATION
The metrics we used to evaluate the performances of our
models were the accuracy, precision, and recall. A brief
explanation of the metrics is as follows. Accuracy is defined

as the number of correct predictions to the number of
total predictions. Precision is understood as the correctly
identified positive classifications to the total predicted
positive classifications. Lastly, recall can best be understood
as the amount of times a class was positively classified
to the total true positive and false negative classifications.
Figure 3 depicts the accuracy, precision, and recall for each
feature type per overlap percentage. Our observations from
this figure are given below.
Does increasing percentage of window overlap yield better

accuracy, precision, and recall? Our experiments show that
increasing the percentage of overlap does lead to higher
accuracy, precision, and recall. Figure 3a shows that there
is a linear relationship between the accuracy and overlap
percentage for all three feature types. The same linear pattern
is found when using n-grams and fused features for both
the precision and recall as shown in Figures 3b and 3c.
Even though the precision and recall are not entirely linear
when using stylometric features, they are still better at 99%
overlap than 0%. Thus, we can conclude that the greater
the percentage of overlap between samples, the greater the
accuracy, precision, and recall.
Why does increasing overlap percentage result in higher

performance metrics? The reason that the percentage of
overlap plays such a pivotal role in performance metrics is
because the higher the percentage of overlap is the more
training samples there are to train the model with. For
instance, Table 3 shows that by increasing our overlap from
0% to 99% we can generate 270,695 additional unique
samples. The more training samples we provide our model,
the more information it has to make a classification. We can
assume that this extra information is helpful inmaking correct
classifications given that the extra samples are meaningful.
Which features performed the best? Figure 3 shows us

that fused features achieved higher accuracy, precision, and
recall consistently across all sample sizes. At no point did
n-grams or stylometric features report better metrics than
fused features. Table 8 contains the best accuracy, precision,
and recall reported by each feature type, where under the
metric there is the respective overlap percentage which was
used to generate the metric. From here, we can observe
that the best accuracy (97.03%), precision (97.58%) and
recall (97.03%) were reported by fused features. On the
other hand, the worst rates were reported by stylometric
features, with a difference in accuracy, precision and recall
of 14.49%, 13.78% and 19.09% respectively. The difference
in performance between fused features and n-grams is not
as severe with a maximum difference of 2.25% between
their respective recalls. Therefore, we can conclude that the
best features to use for authorship attribution are a fusion of
stylometric and n-grams.
Further analysis on the relationship between overlap

percentage and the performance metric: The results of our
experiments showed an almost linear relationship between
overlap percentage and the performance metrics of a
classifier. Regression was used in an effort to further explore
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TABLE 7. The hyper parameters used for each feature type, per overlap percentage. Act: Activation, Opt: Optimizer.

FIGURE 3. The results of the experiments using the different feature sets and overlap percentages.

TABLE 8. The best performance results achieved per feature type.
Additionally, under the metric, the overlap percentage (s) at which the
metric was achieved is included.

this relationship. Initially we used linear regression but soon
moved to polynomial regression where we saw satisfactory
fits. Figure 4 shows the results of the fits on accuracy,
precision, and recall using fused features. Fused features
are highlighted here because fused features achieved the
best performance metrics in our experiments. Thus, there
is some credence that the performance of a model can
be predicted given the percentage of overlap used in the
sliding window. Beyond that, one could work the equations
backwards and find what overlap percentage they should use
to achieve their desired metrics. In essence, given an equation
that corresponds to the model’s performance allows us to
optimize our models without writing any code. There are
many reasons why it would be helpful to have an idea of

the performance of the model even prior to implementation.
The main reason is that it saves time in trying to find the
optimal step length (or window overlap percentage). The
different overlap percentages can be plugged into regression
equations instead of doing multiple implementations with
various overlap percentages in a trial and error format.
Additionally, as mentioned before the equations can be
optimized for a desired metric. That is to say, we can work
backwards and see what overlap percentage we should use
within our sampling window to achieve a desired metric.
This type of application becomes extremely useful when
dealing with extreme amounts of data because sometimes it
is not convenient or possible to sample with 99% overlap.
Or, like in our case, there is not enough RAM to sample
with 99% overlap. Therefore, one can find the minimum
overlap needed to achieve the desired metric, which in turn
minimizes the time spent in sampling but also maximizes
model performance. To select the lines of best fit we used
cross validation (CV= 3) and chose the fits which minimized
the root mean squared error (RMSE). The Pearson correlation
coefficient was 0.986 for the accuracy, 0.978 for the precision,
and finally 0.978 for the recall. Therefore, we can see that
there is a strong correlation between overlap percentage and
accuracy, precision, and recall.
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FIGURE 4. The best fit curves for overlap percentages and performance metrics when experiments were performed using fused features. The
sub-figure caption shows the respective regression equation for the curve.

TABLE 9. The amount of seconds needed for sample generation, data preprocessing and feature extraction per overlap percentage for stylometric,
n-grams, and fused features.

B. TIMING EVALUATION
In addition to the analysis of the performance metrics of the
models, analysis was done on the amount of time needed
per feature set to complete certain stages of the model
deployment process. This process starts with generating
samples and ends with evaluating our model on the test set.
What features were preprocessed the quickest? Table 9

shows us that per sample, stylometric features were prepro-
cessed the quickest across all overlap percentages. On the
other hand, fusion features were preprocessed the slowest.
Between stylometric features and n-grams, the difference
of efficiency is immediately noticeable starting with 3,450
samples (0% overlap) and at 54,859 samples (95% overlap)
the difference grows to 6,737 seconds or just under 2 hours.
Looking from the per sample perspective, at 95% overlap,
stylometric features were preprocessed over 1000 faster than
n-grams. In the end, we can conclude that stylometric features
are preprocessed quickest among n-grams and fused features.
What features were extracted the quickest? Table 9

gives significant insight between the stylometric features
and n-grams showing that n-grams are extracted from text
more efficiently than stylometric features are. The contrast
of efficiency becomes more dramatic as the sample size
grows. For instance, with a window overlap of 95% (54,859
samples), n-grams were extracted 6 times faster per sample
than the stylometric features were.
What features fit a model most efficiently? Table 10 shows

only the fit time for each feature set. We can see that the time

TABLE 10. The amount of seconds it took to fit each feature set per
overlap percentage. This only includes fit time.

it took to fit a model using stylometric features not only scales
well with sample size, but also is faster than n-grams and
fused features. Table 10 also shows that the amount of time
it takes to fit a model using n-grams is not always linear with
the amount of samples a model has. This is because a model
may reach the maximum performance metrics quicker with
more samples.
What features make decisions on new data most efficiently?

Table 11 shows the number of seconds that it took to
make a prediction on a new sample. However, this only
includes the time it took for the model to make a decision.
The true testing time encompasses the time it took to
generate samples, preprocess samples, extract features from
samples and finally classify samples. Table 12 includes
sample generation, preprocessing, feature extraction and
classification time and shows us the total number of seconds
it took to classify a new sample for each feature set at
each overlap percentage.We observe that stylometric features
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TABLE 11. The number of seconds it took to make a prediction per
sample, for each overlap percentage. This only includes prediction time
and not sample generation, preprocessing, or feature extraction time.

TABLE 12. The total number of seconds per sample required to make a
prediction for each feature type and overlap percentage. This includes
sample generation, preprocessing, feature extraction, and classification
time.

report the fastest classification time per sample across all
overlap percentages. On the other hand, fused features are the
slowest across all overlap percentages, leaving n-grams in the
middle. The most stark difference reported is found between
stylometric features and fused features. In some cases such
as 0%, 25%, and 50% overlap, stylometric features classify
new samples almost 3 times as fast per sample, as fused
features. Therefore, we can conclude that stylometric features
classify new samples most efficiently.

C. SUMMARIZING PERFORMANCE AND TIME
EVALUATIONS: WHICH ONE IS THE
OPTIMAL MODEL?
The results of our experiments show that the best performance
metrics (accuracy, precision, recall) were achieved when
maximizing the percentage of overlap and minimizing the
step length of the sampling window. For instance, Table 8
shows that the best performance metrics were achieved using
fused features with a window overlap of 95%. Table 13
shows the total amount of seconds it took to train each set
of features for each overlap percentage. The fused features at
95% overlap which generated the best performance metrics,
took 10,147.66 more seconds than stylometric features to
complete the training process. Furthermore, fused features
took 6,953.368 more seconds than n-grams to complete the
training process. But, off-line training makes the differences
in training time obsolete. Therefore, the focus should be
primarily on the time it takes to classify a new sample.
Table 12 shows that fused features classified new samples less
efficiently per sample than stylometric features or n-grams.
Again, focusing on the fused 95% overlap set, it reported
to classify new samples twice as slow as the 95% overlap
stylometric set, in-total reporting a difference of .142 seconds
per sample. At 95% overlap, fused features were also slower
than n-grams, but not as much showing the total difference

TABLE 13. The total amount of seconds it took to train each feature set,
per overlap percentage. This includes sample generation, preprocessing,
feature extraction, and fitting the model.

per sample to be .12 seconds. Our opinion is that this time
difference is insignificant if we consider the performance
benefit of the fused features. From Table 8, we see that
we achieve 14.49%, 13.78%, and 19.09% more accuracy,
precision, and recall, respectively, using fused features in
comparison to the stylometric features and 1.54%, 1.68%,
and 2.25% more accuracy, precision, and recall, respectively,
in comparison to the n-grams. Therefore, we can conclude
that in cases where performance is the main priority, fused
features should be used with 95% overlap between samples.

VIII. CONCLUSION
Our study advances the state-of-the-art in several ways:
traditionally, the task of mapping an author to a piece of text
has been dominated by the use of n-grams and stylometric
features. Our study shows that concatenating n-grams and
stylometric features yields higher performance metrics than
using either n-grams or stylometric features alone. We also
provided detailed data which illustrated the time it took each
type of features to complete each of the model development
processes. Additionally, we show that by increasing the
percentage of overlap found between samples in the sliding
window, we can improve the performance of a model. Such
that, it is almost a linear relationship where the greater the
percentage of overlap is, the greater the accuracy, precision,
and recall are. The findings from our experiments can greatly
help in creating better authorship attribution models. The
knowledge generated by our research has a high impact as
identifying the original author of a piece of text remains a
pivotal function in plagiarism detection, digital forensics, and
identifying malicious emails and potential scams.
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