
Received 7 May 2024, accepted 25 May 2024, date of publication 29 May 2024, date of current version 6 June 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3406929

The Effectiveness of Hidden Dependence
Metrics in Bug Prediction
JUDIT JÁSZ
Department of Software Engineering, University of Szeged, 6720 Szeged, Hungary

e-mail: jasy@inf.u-szeged.hu

This work was supported in part by European Union Project within the Framework of the Artificial Intelligence National Laboratory under
Grant RRF-2.3.1-21-2022-00004; in part by the Ministry of Culture and Innovation of Hungary from the National Research, Development
and Innovation Fund, financed under the TKP2021-NVA Funding Scheme under Project TKP2021-NVA-09; and in part by the University
of Szeged Open Access Fund under Grant 6842.

ABSTRACT Finding and fixing bugs in programs is perhaps one of the most difficult, yet most important,
tasks in software maintenance. This is why in the last decades, a lot of work has been done on this topic,
most of which is based on machine learning methods. Studies on bug prediction can be found for almost
all programming languages. The solutions presented generally try to predict bugs based on information that
can be easily extracted from the source code, rather than more expensive solutions that require a deeper
understanding of the program. Another feature of these solutions is that they usually try to predict faults at
a high level (module/file/class), which is useful, but locating the bug itself is still a difficult task. This work
presents a solution that attempts to predict bugs at the method level, while also tracking the dependencies in
the program using an efficient algorithm, resulting in an approach that can predict bugs more accurately. The
practical measurements show that the defined approach really outperforms predictions based on traditional
metrics in most cases, and with proper filtering, the best-performing RandomForest algorithm according
to the F-measure can even achieve an improvement of up to 11%. Finally, it is proven that the introduced
metrics are even suitable for predicting bugs that will appear later in a given project if sufficient learning
data is available.

INDEX TERMS Bug prediction, method level, hidden dependencies, metrics.

I. INTRODUCTION
During software development, one of the biggest challenges
is to ensure the quality of the software, to discover and
correct the bugs/errors in it, and to avoid newly introduced
bugs during the possible development of the software. There
are many tools to detect easily findable bugs in software,
even during development. However, noticing errors that
require a deeper understanding of the program is much
harder.

Bug prediction, or defect prediction is therefore a very
important area of software development, with extensive
literature and solutions. These methods can be used to
estimate which program elements (file, class, method) are
most prone to misbehaving without executing the program.

The associate editor coordinating the review of this manuscript and
approving it for publication was Khursheed Aurangzeb.

This is of great importance in program testing, since the
limited testing capacity can be concentrated on checking
these program elements.

Most of the existing methods, as the one presented, are
product-based solutions that predict bugs by analysing the
source code of the program. The most common way of this
is to build an AST (abstract syntax tree) for the program
and to compute the appropriate metrics on it. The size and
complexity of the program elements can be well defined by
this method, and it is also possible to specify, for example,
how many other methods call a given method, which is
important for the computation of the coupling metrics [3].
However, these solutions only estimate the presence of errors
from data that can be read directly from the AST, without the
more complex analyses that require an understanding of the
program, which could point out errors that may be hidden in
this way.
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Solutions that take into consideration the control and data
dependencies in the program, including hidden dependencies,
where there are not any direct dependencies among the
dependent elements, are difficult to implement, much more
expensive, and often cannot be adapted to larger programs.
However, a major bug is often introduced into the program
because it is difficult to see and understand the dependencies
within the system that ultimately resulted in the bug.

To understand how a program works or to determine the
source of a bug in a program, programmers often turn to
methods that try to follow human thinking. One such method
is program slicing [35], which, starting from an arbitrary
statement in the program, determines the statements that are
affected by that statement or that affect the statement, thereby
narrowing the search space where the source of the error
may be. Surprisingly, there are only a few publications using
program slice metrics in error prediction models [4], [36].
This may be because computing program slices for larger
programs can be very time-consuming, and their practical
application is therefore questionable.

In most error prediction solutions, the program is handled
in a larger unit, such as the module, file or, in the case
of object-oriented languages, the class. According to the
examined granularity, the method specifies how reliable a
given program unit is or whether it may contain errors.
Of course, locating a potential error is much more difficult if
it is only known that the file contains an error instead of this
information being more specific, for example at the method
or statement level.

There are solutions, similar to themethod introduced in this
paper, that try to efficiently predict errors by approximating
the slicing, but these solutions also tend to provide only a
file-level solution [1]. These methods, or the metrics defined
by these methods, can be used to predict errors as traditional
software metrics, but because they take into account not only
the structure of the program but also its behaviour, they can
be even better [27].

The presented method of this work approximates the
program slicing method and proposes metrics that can be
used to predict software bugsmore effectively than traditional
software metrics. The goal is to provide an approach that
is computationally efficient at the method level for large
systems, as opposed to slice-based metrics, and thus suitable
for method-level bug prediction. The method-level prediction
helps to ensure the accuracy of the bug localization.

The introduced metrics are based on the previously
introduced Static Execute After (SEA) relation and the graph
used to define the relation [16]. The essence of the method
is that it tries to estimate possible program executions based
on the call graph and infer dependencies between program
elements based on this. An earlier work has shown that the
dependency sets computed by the SEA method approximate
program slicing sets well at the method level [15]. At the
same time, the computational requirements of SEA sets are
significantly smaller than those of slicing sets, so they can be
efficiently implemented for large programs.

In this paper, the accuracy with which models built
from metrics derived from SEA sets can estimate erroneous
methods is investigated. The models were built and evaluated
on the BugHunter dataset [9], which is widely used in
the field. The results showed that bug prediction models
built from metrics derived from SEA sets using different
learning algorithms are generally more accurate than models
computed from AST metrics. The best performing Random
Forest models show an 11% increase in F-measure.

The results are summarised by answering the following
research questions:

• RQ1: How suitable are the SEA-based metrics, which
also take into account the behaviour of the software, for
predicting bugs at the method level? Are these metrics
better than traditional metrics for predicting bugs?

• RQ2: How much can prediction results be improved by
properly filtering the dataset created with the SEA-based
metrics?

• RQ3: Can the introduced metrics help error prediction
by themselves when trained and used on a particular
project? What are the limitations of such a learning
approach?

The rest of the paper is organized as follows. Section II
describes the most common solutions and datasets in the area
of bug prediction. Section III deals with the Static Execute
After relation, which is a method-level approximation of
program slicing dependencies, and defines the SEA-related
metrics that are used for bug prediction. Section IV briefly
introduces the dataset on which the practical evaluation is
implemented. Research questions are answered in Section V
by presenting and evaluating practical measurements, and
then summarising the results in Section VI.

II. RELATED WORKS
Thanks to the prominence of the topic, numerous methods
and datasets are available for almost every programming
language in the field of bug prediction [25]. Although the
method of this work is language-independent, in this paper
it is evaluated on Java programs, so the literature review
focuses on solutions and evaluation databases that analyse
error prediction solutions for programs written in Java.

In most solutions, some kind of metric provides the basis
for bug prediction. These can be some kind of product or
process-based metrics [21], [22], but can also be based on
traditional source code metrics or object oriented metrics [2],
[5], [29]. Some of the solutions examine the errors of previous
versions of a given software and their characteristics for
error prediction [19], [24]. All of these methods work with
easily definable features that focus on the structure of the
program. Techniques that take into account the behaviour
of the program may include anti-pattern and code-smell
solutions [18], [26], [30], but they have the disadvantage of
not being able to detect all kinds of bugs. However, when
examining the effects of changes to the program that may lead
to a bug, it is not enough to examine only the dependencies
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that can be directly read from the code, or which occur based
on a given pattern. So-called hidden dependencies should
also be investigated, which can be considered as special data
flows [32], [37]. At the class level, this hidden dependency
can occur between classes that are apparently unrelated,
but which are nevertheless related through a mediator class
and influence each other’s functioning. At the method level,
it may involve methods that are not in a direct or indirect call
relation, but affect each other by virtue of their execution one
after the other [32].

Methods that look at the behaviour of the program are
most often based on the program slicing method [1], [27],
which is capable of detecting these dependencies at the
statement level, but because of its cost, only a class-level
approximation is used in prediction. Although predictionmay
be more efficient for approaches that predict errors at a higher
granularity, identifying the error itself in a larger code snippet
is more difficult. In addition, practical measurements have
shown in [20] that on average only 17% of the methods in
a file that is said to be faulty are responsible for the error, i.e.
actually finding the error requires scanning a lot of code that
is not even related to the error. Although the proposed method
in this paper is metric-based, these metrics are defined on
the program representation that aims to approximate program
slices, and thus all kinds of direct and hidden dependencies, at
the method level. Based on the understanding of the program,
it has the property that the metrics of code fragments that
are harder to understand and process are different from the
metrics of code fragments of similar complexity that are
easier to understand and process because of their role in
the program. Although these are not the metrics that can be
determined by slicing, the underlyingmethod for determining
the metrics has been shown to be efficient in approximating
slicing at the method level, while still being efficient for large
programs [15].

In order to evaluate the presented method, it is essential
to select an appropriate bug database. To provide a bug
prediction solution, which is ready for industry use, it is
essential that it is evaluated on a properly labelled and
trained database, possibly compared with the results of
other methods [6]. The extensively used Java bug prediction
datasets are Promise [17], the Bug Prediction dataset [7],
Eclipse Bug Dataset [38], Bugcatchers Bug Dataset [12],
and the GitHub Bug Dataset [31], which are used by the
Unified Bug dataset [10] that unifies a larger dataset to
make different prediction methods more widely evaluable.
These datasets contain several small and large projects, each
with several versions, and in these versions, the program
elements are labelled buggy or not buggy based on the
entries and tags of the version tracking systems. Although the
Unified Bug Dataset itself contains a large number of entries
(47,618 at the class level and 43,744 at the file level), which
makes these databases suitable for testing various machine
learning or deep learning methods with a sufficient amount
of data, the disadvantage of these databases is that in most
cases only high-level bug assignments are available, with

few assignments at the method level. This may be because
extracting method information from existing version tracking
systems is a more difficult problem [13].

The method-level bug prediction of Giger et al. [11] and
Hata et al. [13] has already demonstrated practically that the
smaller the area of the bug, the more efficiently it can be
predicted. The former has built its own dataset to prove
its method, but it is not publicly available. The first major
dataset to examine Java programs with method-level data is
the ELFF dataset [28]. This dataset contains 69 versions of
23 projects. This dataset already contains significantly more
method-level data than the previous ones, but the number
of buggy and non-buggy methods is very unbalanced. Mo
et al. [20] have made a similarly large method-level bug
database available for Java programs. This classifies 45,682
methods of 18 projects into bug-prone and non-bug-prone
classes (13,571 methods are bug-prone, while 32,071 are not
bug-prone). A weakness of their database may be that they
classify methods that they have not seen modified in bug-fix
commits as not buggy.

The BugHunter dataset [9] using the experience gained
from the creation of the databases available up to that time,
provides perhaps the largest method-level bug prediction
dataset for Java. Although it only examines 15 projects, these
projects have more than 13,000 versions, and these versions
have 150,000 methods that are classified as buggy or not
buggy based on the version tracking system of the project.
The advantage of this dataset is that in each case it only
classifies those methods that can be uniquely classified by
the bug report or fix associated with that version. With this
method, it may be able to reduce the number of false negatives
substantially compared to previous databases. Since the
method presented in this paper is evaluated on the BugHunter
dataset, it will be described in more detail in Section IV.

III. STATIC EXECUTE AFTER RELATION
Most often, statically definable metrics are used to predict
bugs in software. These metrics describe the structure of
the methods/classes and their relationship to other meth-
ods/classes. The intuition behind the use of these metrics is
that a complex method/class with many connections likely
to be responsible for errors in the software than those that are
small and simple with few connections. Quite simply because
they are more difficult to understand, to see through and,
if necessary, to modify.

These metrics often do not take into account the effects
of the hidden dependencies of the software because these
dependencies arise between program components that appear
to be completely unrelated [37]. Moreover, in most cases,
the relationships are determined based on only statically
available information among the source code elements.
However, the number of connections can be much larger, for
example through polymorphism and inheritance in object-
oriented programs.

As a motivating example, consider a snippet of the JUnit
program, one of the analysed programs of the evaluation,
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FIGURE 1. Motivation example.

from which the part corresponding to the class diagram
in Figure 1 could be highlighted. The description of
the TestSuits’ tests is provided by the Description
class according to the Composite design pattern, which is
generated by various concrete implementations of the abstract
Runner class by executing the getDescription()
method. When a Description object is created, the
value of the fDisplayName final data member is set.
When the tests are run, there will be tests that fail,
in which case Failure objects are created and initialized
with the Description object associated with the failing
test. Any display that then wants to list the failure will
call the getTestHeader() method of the Failure
object, which effectively returns the fDisplayName of the
description for that failure object, as set by the Runner
class. It can be seen that there is no concrete relationship
between theRunner andFailure classes (class level), and
no call relationship between the getDescription() and
getTestHeader() methods (method level), however, the
name that the former sets determines what will be returned in
the event of a failure. That is, there is a hidden dependency
between these classes or methods. The aim of this given work
is to give some metrics that are also able to take into account
such types of dependencies.

A. DEFINING THE SEA RELATIONS
The Static Execute After relations of the methods, presented
in [15], are intended to also reveal these hidden dependencies
in the program. The idea for the relation was given by the
Execute After relation of Orso et al. [23], which is based on
the analysis of execution traces of a program. The essence of
this relation is that it relates program elements that run one
after the other during the execution of the program.

The Static Execute After (SEA) relation, which can be
derived from static information available from the source
code analysis of the program, was defined based on this
dynamic Execute After relation, which in turn can be
determined during the execution of the analysed program.

Formally the SEA relation for methods f and g is defined
as follows:

SEA = CALL ∪ RET ∪ SEQ[∪ID],

where

(f , g) ∈ CALL ⇐⇒ f (transitively) calls g,

(f , g) ∈ RET ⇐⇒ f (transitively) returns into g,

(f , g) ∈ SEQ ⇐⇒ ∃h : h (transitively) calls f first,

then h (transitively) calls g, and

the second call site is flow-reachable

from the first one.

(f , g) ∈ ID ⇐⇒ f = g

It should be pointed out, however, that the determination
of these relations, should take into account all possible
destinations of an actual call location from a late binding.
That is, for example, in a C language, calls implemented
with function pointers must be handled separately, processing
each possible destination the call might point to. Similarly,
for object-oriented languages, a call may have multiple
destinations due to polymorphism, all of which must be taken
into account when analyzing the program. Even a pointer
analysis, or just a simpler heuristic algorithm, can be used
to connect not only the call targets that can be determined
from static information, but all potential targets in the call
graph. Based on the call graph the above relations, which
form the basis of the SEA relation, are easily computable.
Of course, the determination of SEA relations may give
relations that will not be realized during program executions,
so it gives only an upper estimation compared to the original
Appiwatanapong definition. At the same time, the SEA
relation can be easily computed without dynamic executions
of the program.

B. DETERMINING THE SEA RELATIONS
This chapter briefly introduces the concepts that are nec-
essary for a simple determination of SEA relations among
programmethods. The program representation presented here
forms the basis of the simple metrics defined in Section III-C,
which will form the basis of the practical evaluation in
Section V.
First, the call graph of the program must be defined.

However, it is not enough to determine a call graph based only
on static type information, it is important to map all possible
call relations that could occur during any program execution.
This can still be specified just by parsing the source code.
However, care should be taken to ensure that the call graph
defined in this way contains all the call relations that can
be realised by the different executions of the program. The
evaluation of this paper uses the so-called Class Hierarchy
Analysis approach [8], but of course, a more accurate but
time-consuming method could also be usable.

By itself, a call graph has much less information than
is needed to define the SEA, since the potential execution
order of the call sites within a given method is not known,
and without it, the SEQ relations that are part of the SEA
are not determinable. Therefore, as a second step, the so-
called intra- and interprocedural Component ControlFlow
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Graph (CCFG and ICCFG, respectively) are introduced. Each
CCFG represents a singlemethod. The representation ismuch
poorer than a control flow graph representation, but sufficient
enough to isolate the call site locations within a method and
to provide information about the order in which control can
be placed on each call site. Each CCFG graph consists of
an entry node and a number of component nodes connected
by control edges. Technically, the CCFG is derived from the
CFG, but by keeping only the call sites and the paths between
them, and by also taking the strongly connected components
of this reduced CFG graph, these components become the
vertices of the CCFG graph. The explanation for this is that
if multiple call sites are connected through a loop, then the
destinations of those call sites will be mutually SEA-related,
which can be expressed by a single node with a reflexive
control flow edge. Connecting the CCFGs of the methods
gives the analysed program’s ICCFG, which can be used
with its appropriate traversal to determine the SEA relations
between methods.

C. SEA-BASED SOFTWARE METRICS
In this section, the SEA-based metrics used in the evaluation
are presented. These metrics are very simple to compute
using the ICCFG graph. Of course, based on the ICCFG,
many other, even better metrics could be also definable,
but the purpose of this paper is only to present that even
these very quickly computable metrics have in most cases
better bug prediction abilities than metrics that only look at
statically determinable data and direct relationships. Since the
definition of these metrics is based on a relation or program
representation that can be used to approximate not only the
AST-based, but also the hidden dependencies in the program,
the metrics introduced are considered hidden dependency
metrics, referred to in the rest of this work as SEA-based
metrics.

In the evaluation, the following metrics are assigned to
each method analysed:

• Number of caller edges: the number of components
from which the method is directly reachable with a
call edge. This number is an upper bound of the
number of methods from which the method can be
called directly (or to which the current method can
return directly), since there may be situations when
a method calls another method several times, from
different components.

• Number of call blocks: the number of components in
the method’s CCFG graph that contain at least one call
edge to a method which is a part of the analysed system.
This metric value is higher for methods that are more
complex and harder to understand because of the large
number of method calls. However, for a method that is
otherwise considered complex and contains few or no
calling edges, this value will be small, since even though
it takes more time to understand the method, everything
is locally given.

TABLE 1. The characteristics of the selected projects.

• Number of callee edges: the number of call edges
originating from the component nodes of the method’s
CCFG. This number estimates from above the number of
methods in a CALL relationship with the given method.

• Number of SEA relations: the number of the SEA
relation of the method, that is, the number of methods
that are SEA-related to the given method. A method that
runs after another method can potentially depend on that
method, even if that dependency is not easily visible.

• Number of CALL relations: the number of the method
CALL relations, i.e. the number of methods that can be
accessed directly or indirectly from the given method
through call edges.

• Number of RET relations: the number of methods to
which the method can return directly or indirectly.

• Number of SEQ relations: the number of methods with
which the method has a SEQ relation.

• CALL∪RET relations ratio: ratio, which compares the
number of methods in call and ret relation to the number
of methods in SEA relation with the method.

• ‘‘Strong’’ relations ratio: ratio of the number of
methods among the SEA connections with which the
given method has both SEQ and CALL or RET
connections.

• Only SEQ relations ratio: ratio of the number of
methods among the SEA connections with which the
given method has only SEQ connections.
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• Has loop: attribute with two classes, its value is 1 if at
least one of the components of the given method has
a reflexive edge, i.e. the method contains a cycle that
contains method calls. Otherwise its value is 0.

IV. BUGHUNTER DATASET
In this paper, the presented method is evaluated on the
BugHunter dataset introduced in [9]. In this study, the main
parts of the evaluation of the paper [9] are repeated in order to
compare the prediction ability of the introduced metrics and
the traditional software metrics they used. In the evaluation,
the introduced metrics are computed by the Open Static
Analyser tool.1

A. DATA SOURCE
The BugHunter dataset is based on a few GitHub projects.
GitHub is one of today’s most popular source code hosting
services, which includes features such as built-in bug and
issue tracking. This feature made it possible to classify
commits by bug fixes and to classify certain methods as
buggy or not buggy in a given revision. In contrast to other
bug databases, the authors of the BugHunter dataset examine
thousands of revisions of different Java projects, and in them,
they characterize only the methods that they know have had
a bug fixed in that revision by their modification, and thus
the bug has been eliminated, or they specify methods that are
supposed to have a bug in the revision under examination, but
have been fixed in the next revision.

When creating this bug database, the authors focused on
GitHub projects that were written in Java and were larger in
size, as these systems more often contain issues tagged as
bugs that are subsequently fixed at some point, and this fact
is reflected in the log messages. In addition, their selection
criteria included that the chosen projects should be active and
popular, ranked by the number of stars given by logged-in
users.

The authors analyzed several revisions of the BugHunter
dataset projects, and determined the methods associated with
each revision that were classified as buggy or non-buggy.
In some cases, a method was affected by multiple errors,
so instead of simply assigning a binary classification to the
methods, a metric was assigned depending on how many
errors the method was affected by. The authors observed
that in some cases the same metric values were associated
with different bug numbers. In order to reduce the noise in
the BugHunter dataset and to eliminate these redundancies,
different filtering solutions were tried when designing the
database. Of these, the best results were obtained with
what the authors call ‘‘subtract’’ and ‘‘removal’’ filtering.
Analysing these filterings separately, the authors’ final con-
clusion was that subtract filtering was the most appropriate,
so we used this filtering as the starting point of our practical
evaluation.

1https://github.com/sed-inf-u-szeged/OpenStaticAnalyzer

TABLE 2. The method level metrics of the BugHunter dataset.

B. DATA CORRECTION
Unfortunately, the selection strategy of the projects was not
entirely appropriate, because one of the selected projects,
NASA’s Mission Control Technologies, has since become
unavailable at the link provided, so this project was omitted
from this current analysis, and thus also its classified
methods.

In addition, there were some method names in the database
that were not possible to identifywith the analyser used. Since
the dataset identified the methods only by their JNI names,
and in some cases not by their exact names due to some
type resolution issue, these methods could not be identified
unambiguously. Similarly, due to the different numbering of
anonymous methods, there were some not clearly identifiable
methods.

Since the number of these cases did not vary much with the
size of the database, thesemethodswere also omitted from the
database and the evaluation, rather than possiblymismatching
other methods by a heuristic. In order to make the existing
dataset usable for everyone in the future, independent of the
generation of the JNI name of the methods, or the numbering
of the anonymous methods, in the online appendix of this
paper, the line information alongside the method names are
provided, which will make their identification clear.

Overall, this omission resulted in a slightly smaller number
of methods than in the original ‘‘subtract’’ dataset. Table 1
summarises the characteristics of each of the projects on
which the evaluation was carried out in Section V. In the case
of two projects, significantly more methods were analysed
than in the others. This is important in the present work, since
looking for the answer to how much each project in itself,
as an independent error prediction model, can help the further
development of the given software is also of key interest.
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FIGURE 2. The main steps of the evaluation.

C. USED METRICS
The BugHunter dataset gives traditional statically com-
putable metric values for each analysed method at method,
class and file level. Using thesemetrics in learning at different
levels, the authors of the dataset realized that the metrics
defined at the method level proved to be the best predictors
in terms of bug prediction. Since the current evaluation deals
with metrics that can be defined at the method level, so only
the method-level metrics of the BugHunter dataset are used
in the current evaluation for comparison. The evaluation of
this paper repeats the measurements presented in [9] with
the metrics of Table 2 and with the set of methods that
were slightly reduced according to the subsection IV-B, and
then compares these results with the predictive ability of the
metrics defined in subsection III-C.

V. EVALUATION
The evaluation of the paper summarizes the achieved results.
The measurements implemented in [9] were partly repeated
to show that using SEA-based metrics instead of traditional
software metrics can even give more accurate results. Since
the initial dataset was slightly modified, it is important to
be able to repeat the original learnings and compare the
recomputed data with the learning results of SEA-based
metrics. This comparison forms the basis of the first RQ.

The practical evaluation followed the process shown in
Figure 2 for answering each of the questions. The main
strength of the BugHunter dataset is that it classifies methods
of many versions of many projects. These methods are
labelled as buggy or not buggy. The BugHunter dataset also
provides the traditional metric values for these methods,
which are highlighted in Section IV-C. In addition to the
traditional metrics, SEA-based metrics were also calculated
for labelled methods. To compare which set of metrics has
better predictive ability, all measurements were performed
with the same settings. Measurements were carried out by
the Weka tool [34], which, in each case, took the learning
algorithms with their own default settings.

The metric values assigned to methods can be redundant in
the sense that the exact same metrics can be associated with
multiplemethods. It is also possible that, for the samemetrics,
the classification of methods is different. That is, in some
cases, the method is labelled as buggy, and in some cases not
buggy. Cases like these make the database noisy, so filtering
them in different ways to get a more accurate result before
the actual evaluation. The effects of different filterings are
investigated by the second RQ.

Since the number of buggy and non-buggy methods in the
dataset is unbalanced, random undersampling2 [14], [33] was
applied to the data, also similar to [9], to ensure that the
number of elements in the two categories is equal, adjusted
to the number of elements of the smaller category. This was
repeated 10 times using different seeds, and the learning was
performed on 10 balanced datasets, after which the results
was averaged. During the training, 10-fold cross-validation
was used tomeasure the accuracy of the models with different
machine learning algorithms. The purpose of filtering (i.e.
reducing noise), the repeated preparation of balanced data
sets, and the application of 10-fold cross-validation are to
reduce overfitting. While answering the last RQ, this process
was modified so that the balanced datasets always consisted
of only the methods of a single project, i.e. not the entire
dataset was examined.

To compare the different models, the precision, recall, and
F-measure metrics were used in the usual way:

precision =
TP

TP+ FP
,

recall =
TP

TP+ FN
,

F-measure = 2 ·
precision · recall
precision+ recall

,

where TP is the number of methods correctly marked as
buggy, FP is the number of methods marked as buggy which
were not actually buggy, and FN is the number of methods

2weka.filters.supervised.instance.SpreadSubsample Weka’s filtering.
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TABLE 3. The ranking list of the learning algorithms based on the difference of the SEA-based and traditional metric based F-measure values. The best
algorithm is bolded.

marked as not buggy that should have been classified as
buggy.

A. EVALUATION ON THE BUGHUNTER DATASET
The BugHunter dataset classifies thousands of methods and
labels them as buggy or not buggy. However, it also provides
each method with its traditional software metrics, which
can be used to test any learning algorithm with any setting.
The first RQ seeks to answer the question of how well the
SEA-based metrics can improve error prediction for the most
frequently used machine learning algorithms.

RQ1:How suitable are the SEA-based metrics, which
also take into account the behaviour of the software, for
predicting bugs at the method level? Are these metrics
better than traditional metrics for predicting bugs?

Performing the same learnings on both the traditional
and SEA-based metrics, can be found that although the
number of SEA-based metrics is much fewer than the
number of traditional metrics, their bug prediction ability is
better in most cases. Table 3 compares the precision, recall,
and F-measure values obtained. For easier transparency,
the rows in the table are sorted by the difference of
the F-measure metrics when using SEA-based metrics as
opposed to the traditional metrics. As can be seen, the newly
introduced metrics could improve the F-measure values of
the NaiveBayes algorithm by more than 11% and even OneR
shows an improvement of over 10%. There are only two
cases where the F-measure values are worse, but in these
cases, the differences are almost negligible. It is important to
highlight that the best-performing RandomForest algorithm
for traditional metrics also improved by 6% in terms of
F-measure using SEA-based metrics.

As pointed out earlier, for a given set of metrics, noise in
the database is conceivable in the sense that a method will be
labelled as both faulty and not faulty in cases with the same
metric values. That is why it is worth filtering the dataset
before learning to manage noise. In this measurement, the
filtering was selected in a way to gave the best results for

traditional metrics. However, by replacing the metrics with
a completely different set of metrics, it is possible that this
filtering is inappropriate and results in noise, which reduces
the predictive ability of the new set of metrics.

AnsweringRQ1: It can be concluded that SEA-based
metrics performed better than traditional metrics for
most learning algorithms, even when the dataset was
filtered by the latter metrics, and SEA-basedmetricsmay
have introduced noise.

B. FILTERING
Since the filtering strategy of the BugHunter dataset is based
on the similarity of the metrics they provide, the question
arises whether the same filtering using on completely
different metrics than the original will be better or not. That
is why, the measurements of this section repeated the filtering
itself, but this time on SEA-based metrics, and compared the
results.

RQ2: How much can prediction results be improved
by properly filtering the dataset created with the SEA-
based metrics?

The BugHunter dataset distinguishes between 4 basic
filtering states and one no filtering state. These filterings sort
out methods that are identical in their metric values, differing
only at least in their classification label, i.e. whether the
method is buggy or not. In the unfiltered version, which is
denoted as ‘‘ALL’’, none of the methods will be filtered out.
Filtered datasets are obtained by filtering this initial ALL
dataset. For each of thesemethods, the possible sets ofmetrics
associated with them are taken. For each occurring set, it is
determined how many times the set is buggy and how many
times it is not buggy in theALL dataset. After that, the filtered
datasets are defined in a similar way to BugHunter’s dataset
filtering.

• REMOVAL: it keeps a given set of metrics with the
same number of elements as the majority class.
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FIGURE 3. F-measure values using the SEA-based metrics and based on
different filtering methods.

• SUBTRACT: it keeps a given set of metrics as many
times as the difference between the number of elements
of the majority and minority classes.

• SINGLE: it keeps a single instance of a given set of
metrics with the label of themajority class. If the number
of the two classes is the same, then it does not keep a
copy of this metric set.

• GCF: it keeps the labels of both classes of a given set
of metrics, but instead of the original multiplicity of
the classes, it divides the original multiplicities by the
greatest common divisor of the multiplicities of the two
classes.

Based on Figures 3, 4, and 5, by using and filtering
the SEA-based metrics, similar results were obtained to
those found when filtering the BugHunter dataset with the
traditional metrics.

That is, overall, it can be said that the best learning
results can be achieved by filtering the entire dataset with
the ‘‘removal’’ and ‘‘subtract’’ filtering. These two are very
close overall. At the same time, the ‘‘single’’ and ‘‘GCF’’
filters also produced results below the baseline in the current
measurements.

Although it can be seen from the figures, and also from
the online appendix, it can be quantified that the efficiency
of the RandomForest algorithm, which is the most efficient
for traditional metrics, is further improved for SEA-based
metrics, with an F-measure value of 76% for the ‘‘subtract’’
filtering and 76.7% for the ‘‘removal’’ filtering.

Answering RQ2: It can be stated that by filtering
the database according to SEA-based metrics and then
performing the learning on these filtered datasets,
learning outcomes continue to improve, up to 10.8%,
for the most successful learner. However, it can be
also concluded that different filterings of a fixed set
of metrics had a similar effect on the results as it was
seen in the results of [9]. That is, this measurement
came to a similar conclusion as in [9], namely that the
‘‘subtract’’ and ‘‘remove’’ filtering techniques were the
most effective for prediction.

FIGURE 4. Precision values using the SEA based metrics and based on
different filtering methods.

FIGURE 5. F-measure, precision, and recall values using the SEA-based
metrics and based on different filtering methods.

FIGURE 6. Average F-measure values per projects with ‘‘removal’’
filtering.

C. PROJECT-BASED BUG PREDICTION
In the measurements so far, the learning algorithms were
evaluated on a model based on several projects. However,
the question arises as to how good error predictors the given
metrics can be for a separate but independent project. To test
this, the purpose of the following experiment was to see how
well the bugs can be predicted in a project by creating the
learning model based only on the given project. The last RQ
is formulated accordingly.

RQ3:Can the introducedmetrics help error prediction
by themselves when trained and used on a particular
project? What are the limitations of such a learning
approach?

The measurements followed the same steps as the evalua-
tion of the full database. Multiple occurrences of the same set

77222 VOLUME 12, 2024



J. Jász: Effectiveness of Hidden Dependence Metrics in Bug Prediction

FIGURE 7. The deviation of F-Measure values of the smallest and the largest model.

of metrics can cause noise here too, so the filtering techniques
described in the previous sections were applied. Since the two
best filterings were the ‘‘removal’’ and ‘‘subtract’’ filterings,
these were the only ones measured.

The filtered methods of the given project were then further
balanced so that the number of methods with and without
bugs was the same. The algorithm used was again Weka’s
SpreadSubsample algorithm. After that, the models were
trained and tested using 10-fold cross-validation. All of these
were repeated 10 times using different seeds for the first
filtering step and the results were averaged.

The basic hypothesis was that this kind of learning would
only be successful if a large amount of training data was
available, but it was realized that this was not necessarily
true. For each project filtered both with filtering ‘‘removal’’
and ‘‘subtract’’ the resulting F-measure, precision, and recall
values were compared with the values obtained on the full
dataset. Figure 6 shows the F-measure values with ‘‘removal’’
filtering. The recall and precision values, as well as the values
calculated for ‘‘subtract’’ filtering, show similar trends. These
results can all be found in the online appendix. In the figure,
the projects are sorted by ‘‘size’’, i.e. their order reflects the
number of methods analysed in each project.

The conclusion is that only for the Android-Universal-
Image-Loader, ceylon-ide-eclipse, andMapDB projects there
were no learning algorithms that on average could perform
better on the individual project than on all data. Their
total number of analysed methods is 251, 2357, and 1778,
respectively, i.e. they were the smaller projects. However,
there were learning algorithms that performed better in the
similarly small titan, junit, and oryx, with 1009, 512, and
842 analysed methods, respectively. However, the hazelcast
and elasticsearch projects with significantly more methods
analysed still gave much higher F-measure values.

Looking at the learning algorithms, it is clear that
for all projects, the RandomTree, RandomForest, ONeR,
DecesionTable, and J48 algorithms were the most successful
in using SEA-based metrics both at the project level and for
the whole dataset.

There is, however, another important conclusion from
these measurements. To ensure that for each learning
algorithm, the dataset is based on the same number of
buggy and non-buggy methods, random undersampling was

applied 10 times. The final values of precision, recall, and
F-measure were obtained by averaging the results of the
learning on the resulting datasets. Observed at during the
measurements is how much the variance of these values
depends on the size of the project. Without claiming to
be complete, Figure 7 highlights the smallest and largest
projects, as well as their separate F-measure values on each
learnings, and their standard deviation. (Similar results of
the precision and recall values are available in the online
appendix.)

It can be found at that the average F-measure values of
the small programs are not necessarily bad in each case, but
the standard deviation is much larger for all measurements.
These smaller projects often have outliers, too. For the larger
programs, wheremoremethods (at least 5000)were classified
according to whether or not they were buggy, not only were
the average F-measure values better, but the values of the
different measurements were also closer to each other.

Answering RQ3: Overall, it can be concluded that on
a project in which the error habits are known, the SEA
metrics are suitable for predicting the project’s errors.
However, it is important to point out that for unbalanced
datasets, the result obtained for smaller projects is highly
dependent on the balancing, and the more data it has,
the more reliable the prediction becomes. The size of the
training set is very important when building a prediction
model.

D. ONLINE APPENDIX
The online database is available at: https://www.inf.u-
szeged.hu/∼jasy/research/hiddenMetricsInBugPrediction or
https://dx.doi.org/10.21227/t74t-vj82. The biggest problem
with using the BugHunter database was that the methods it
contained were not always clearly identifiable in the source
code. One technical reason for this is the generation of JNI
names for the method names, which is not always perfect if
the types are not resolved correctly by the parser. The other
reason is simply that the naming of anonymous classes is not
deterministic, so different analysers may give different names
to the same anonymous class.

VOLUME 12, 2024 77223



J. Jász: Effectiveness of Hidden Dependence Metrics in Bug Prediction

In order to make it easier to identify the methods in the
database, the online appendix completes the original dataset
with the physical location of each method (i.e. in which file,
in which rows, the method is located) in the hope that this will
facilitate similar evaluations by many in the future.

The online appendix of course also contains details of all
the presented results. For each method, the online database
also contains the calculated metric values and all the data
from the evaluation of each research question.

VI. CONCLUSION AND THREATS TO VALIDITY
This paper presented a new approach for method-level
error prediction. It showed that instead of using traditional
software metrics, metrics that take into account the potential
implementations of the software under study, and hence
the dependencies that are realized, often allow for more
efficient learning and prediction. The results were validated
on an existing bug database where the prediction ability
of the newly introduced SEA-based metrics was compared
with the prediction ability of traditional software metrics.
All of the results are available in the online appendix
of the paper. The online appendix completes the original
database with additional elements to help others to more
easily and accurately identify the database’s methods in the
source code. Through the newly performed experiments, it is
confirmed that the filtering strategy added to the BugHunter
database has similar properties for both traditional and newly
introduced metrics. Finally, the paper has shown that SEA-
based metrics can be used to predict future project failures,
even independently, using the known failures of a project.

This work is not extensive in the sense that it did not try
to determine the best settings for each learning method, but
only applied their default parameter settings. Nevertheless,
it can be stated that the metrics presented predict errors in
the programs at the method level with good efficiency. These
results are better despite the fact that the evaluation used a
relatively imprecise heuristic to detect call relations when
calculating the introducedmetrics. In future works, the author
considers it important to examine how the metrics calculated
on more expensive but more accurate call graphs improve
the error prediction ability of the method. Furthermore, it is
also planned to not only evaluate the introduced metrics using
traditional machine learningmethods, but also to demonstrate
their predictive ability using deep-learning models. Planned
future work also includes the evaluation of the suitability
of the presented metrics for predicting bugs on other bug
databases, possibly on bug databases of other programming
languages.
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