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ABSTRACT The automated inspection of weld beads is of great importance for many industrial processes.
Failures may cause a loss of mechanical resistance of the weld bead and compromise the manufactured
part. Several methods have been proposed in the literature to address this problem, and recently, methods
based on deep learning have gained prominence in terms of performance and applicability. However, such
methods require vast and reliable datasets for different real defects, which have yet to be available in recent
literature. Hence, this paper presents LoHi-WELD, an original and public database to address the problem of
weld defect detection and classification of four common types of defects — pores, deposits, discontinuities,
and stains — with 3,022 real weld bead images manually annotated for visual inspection, composed by low
and high-resolution images, acquired from a Metal Active Gas robotic welding industrial process. We also
explore variations of a baseline deep architecture for the proposed dataset based on a YOLOv7 network and
discuss several case analyses. We show that a lightweight architecture, ideal for industrial edge devices, can
achieve up to 0.69 of mean average precision (mAP) considering a fine-grained defect classification and
0.77 mAP for a coarse classification. Open challenges are also presented, promoting future research and
enabling robust solutions for industrial scenarios. The proposed dataset, architecture, and trained models are
publicly available on https://github.com/SylvioBlock/LoHi-Weld.

INDEX TERMS Weld defect detection and classification, deep learning, gas metal arc welding (GMAW),
metal active gas welding (MAG), weld bead industrial, public dataset.

I. INTRODUCTION
Welding inspection is a critical process that evaluates
the quality of welded joints by looking for defects or
discontinuities. It involves various techniques and methods
depending on the inspection objectives, weld type, and
material properties. There are twomain categories of welding
testing: those based on destructive methods and those based
on non-destructive methods.

The associate editor coordinating the review of this manuscript and

approving it for publication was Krishna Kant Singh .

Destructive inspection relies on removing a sample of
the welded joint and subjecting it to various tests to
evaluate its quality. Tensile testing, bend testing, and Charpy
impact testing are the most common destructive tests. Non-
destructive inspection (NDI) techniques evaluate the welded
joint quality without damaging or altering it. NDI methods
are more frequently applied, for they are less expensive,
less time-consuming, and more convenient. As observed
by Thompson and Chimenti [1], the most common NDI
methods are visual testing, radiographic testing, ultrasonic
testing, magnetic particle testing, and liquid penetrant testing.
Visual testing by a human specialist is the simplest and most
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cost-effectiveNDImethod, as it requires a trained inspector to
examine the weld. Radiography uses X-rays or gamma rays to
create an image of the welded joint, which can reveal internal
defects. Ultrasonic testing uses high-frequency sound waves
to detect flaws within the welded joint. Magnetic particle
testing detects surface and near-surface defects by applying
a magnetic field and observing the behavior of the magnetic
particles. Liquid penetrating testing detects surface defects by
applying a penetrating fluid that seeps into any cracks or pores
and removing it to examine the part under UV light.

For this research, we collected 3,022 real weld bead images
for visual inspection with an industrial partner. The weld
beads are obtained from a gas metal arc welding (GMAW)
process that uses an electrical arc, operated by a robot arm,
as an energy source to melt and fuse material into a joint
between two pieces of metal, as shown in Fig. 1. This
technique is used when joining two or more parts requires
great structural rigidity.

FIGURE 1. The weld beads of the proposed dataset were obtained from a
GMAW process, by using a metal active gas (MAG), with a carbon
magnesium steel (Mn/si alloy) wire, in steel sheet Dc04 (1.2mm
thickness). Image credits: Wikimedia Commons.

The compiled dataset is unique in terms of weld defects
as it was collected during an initial batch of fine-tuning tests
of the welding machine, and, as a consequence, there is a
considerable amount of defects, which are, many times, very
difficult to obtain in a sufficient quantity to carry out machine
learning training. In this paper, we explore four types of weld
defects, namely: pores, which are small fill gaps that occur
due to air bubbles in the process of melting the weld material;
deposits, an excess of welding material along the weld bead;
discontinuities, a partial absence of weld material along the
bead, forming regions with lack of expected thickness; and
stains, a slight alteration in the surface of the weld (a surface
defect), that may indicate a possible structural problem below
the surface of the bead. Image samples showing these defects
are shown in Fig. 2.
The main contributions of this paper can be summarized

as follows: (i) a novel dataset, referred here as LoHi-WELD,
composed of 3,022 images of regions containing real weld
beads and spanning more than 22,000 weld defects, one of
the largest in number of defects to the best of our knowledge;
the dataset is divided into low resolution images (lweld
dataset) and high resolution images (hweld dataset); it is
also associated with manual annotations of four categories of
defects for research purposes; (ii) an experimental evaluation

FIGURE 2. Different types of welding defects highlighted in red. A pore is
rarely an isolated occurrence, it is more likely there are groups of pores,
as the ones highlighted in pink (a).

of a state-of-the-art deep network, YOLOv7 [2], from 2022,
used as an architecture baseline to explore the proposed
dataset by comparing the results of a tiny architecture model
(YOLOv7-tiny), developed to run on edge devices with
limited computational resources, with those of a higher
computational cost model (YOLOv7); moreover, we evaluate
the impact of different parameters, such as image size and
data augmentation for the considered deep networks; and,
(iii) we explored cross-dataset experiments – a model trained
for low resolution weld images was used for inference
in high resolution weld images (and vice versa) – and
fusion, by combining the lweld and hweld datasets. These
contributions emerge from a comprehensive review of NDI
methods for weld defect inspection, presented in this paper,
that was organized into two branches of artificial intelligence
techniques widely used for this purpose (handcrafted and
deep learning methods), categorized by the sensor type used
during the image acquisition, and supplemented by a dataset
overview table, that indicates the weld defects addressed,
dataset size, total number of defects, availability, etc. As a
result of the comprehensive review and the contributions
presented in this paper, we draw some perspectives for future
research on the topic, as it is expected that the largest number
of real defects in the dataset is a step further towards the
improvement of other approaches.

The remainder of this paper is organized as follows.
In Section II, we systematically review NDI methods and
datasets for weld defect recognition. The proposed weld
defect dataset is detailed in Section III. The architecture
baseline is described in Section IV, and the experimental
evaluation is reported in Section V. Section VI points out
some future research directions. Finally, conclusions are
provided in Section VII.

II. RELATED WORK
Proposed methods closely related to the inspection of weld
defects range from those depending on multiple sensors
(audio and electric current) [3], [4], [5]; to more specific
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sensors, such as laser [6], ultrasound [7] and spectrum
components [8]. An early method was even proposed to
predict failures by learning welding process parameters [9].
In particular, we focus on techniques based on image
processing techniques and machine learning, which are
mostly NDI methods. We categorize the methods according
to the main techniques used – handcrafted or deep features –
and according to the processed data – mostly X-ray and
visible spectrum images. As shown in Fig. 3, handcrafted
methods were dominant before 2020. Since then, deep
learning techniques prevail, with NDI methods using CNNs
(Convolutional Neural Networks) and derived architectures,
such as GAN (Generative Adversarial Network) and Trans-
former. Table 1 complements and details the most recent and
relevant works that employ images as input data. To clearly
present and substantiate our contributions, some of those
works are detailed as follows.

We initially consider works based on X-ray data to analyze
Table 1 more objectively. A wide range of datasets and
classified faults can be observed, from significantly reduced
(e.g., [40]) to more extensive datasets (e.g., [41]). Works [39]
and [48] stand out, where up to 14 faults can be classified,
and, in [48], the defect regions are also segmented. Defects
such as cracks, lack of fusion, and lack of penetration are the
most evaluated. This may be related to these defects being
more evident in industrial radiographs [53]. An interesting
aspect of this group of works is the existence of a public
dataset for comparing results: GDXRay [54]. The dataset has
a wide range of defects. However, it presents a significant
imbalance and a relatively low number of images (less than
200 per class), which is particularly undesirable for models
based on deep learning.

Despite relevant results on the fronts of detection, classi-
fication, and segmentation, methods based on X-Ray images
have some limitations, such as (i) the need of an apparatus
for acquiring radiographic images on the production line;
(ii) the main focus of the works is on reducing the effect of
imbalance present in most datasets; (iii) despite presenting
detailed comparisons with the literature, they are, in most
cases, limited to the public GDXRay dataset; and (iv) there
is a lack of initiatives to build publicly available, more
comprehensive, and less unbalanced datasets.

Regarding visual methods, with grayscale or RGB images,
one can observe handcrafted and deep learning-based
approaches achieving state-of-the-art results. Generally, the
number of defects evaluated in visual methods is inferior to
those based on X-Ray images, however, due to the simplicity
of data acquisition, the average number of images is superior.
Similar to methods based on radiography, there are few
publicly available datasets. Notably, the datasets NEU-DET,
DeepPCB, KolektorS, DAGM2007, and Real-world Glass
Bottle, used in [51], are not explicitly designed for weld
defects. Others, as observed in [36], are designed for specific
industrial applications, such as printed circuit boards.

For handcrafted methods, one can emphasize the approach
presented in [3] and [17]. Different image processing stages

are applied to the image before extracting the features
for the classifiers. The main limitation of these methods
is the explicitness of the solution, typically well-adjusted
for a specific scenario of image acquisition, limiting the
generalization of the model for noisier scenarios or for
different conditions of data collection. In addition, pre-
processing considers specific aspects of the collected images
and cannot always be used in other contexts.

On the other hand, CNN-based methods can improve
generalization and present more generic solutions for dif-
ferent lines and products. In [24], the authors presented
methods based on the DenseNet to detect and classify
welding defects, known as blow holes, lack/excess of
material, misalignment, and thin/large joints. The methods
were expected to be adaptable to changes in the production
line. They reported achieving an accuracy of 96.30% in
classifying defects, even though the authors had to add
transfer learning and handcrafted techniques, such as image
filtering, to help overcome retraining samples’ limitations
due to scenario changes. Similarly, in [43], the researchers
proposed a semantic segmentation of weld contours. The
research includes detecting weld metal, background, and
defects (cracks and pores) using a pre-trained neural network.
The study produced a high-definition dataset containing
282 images for semantic segmentation models.

Deep learning methods have recently focused on GANs
and Visual Transformers (ViT). The work [32] proposed to
use a GAN to detect anomalies — patterns in data that do
not conform to a well-defined notion of normal behavior,
as defined in [55] – in a nuclear-fusion experiment known
as JET (Joint European Torus), which may suffer with weld
cracks, melting, and debris, where the goal was to model
the normal samples behavior using an adversarial training
and detecting the anomalies by using an anomaly pixel-wise
score. A similar approach was recently employed in [51]. The
ViTmodel was used by [49] for the task of automatic welding
penetration recognition in a robotic system. The authors
trained ViT models from scratch with different architectures
and showed the influence of model parameters in the
recognition performance. They also used transfer learning
from ViT architectures trained for ImageNet to address the
issue of modeling complexity and lack of training data.
The ViT model outperformed other CNN architectures in
classifying four penetration states: incomplete fusion, partial
penetration, full penetration, and excessive penetration. The
authors tested their ViTmodel in 42,229 gray-scale weld pool
images. Hybrid methods that combines wavelet features with
CNN are also described [5].

Although recent approaches point to visual images and
deep learning methods, currently available public datasets
still need to provide real and comprehensive cases to
validate weld defects detection and classification properly.
Furthermore, none of them have a specific annotation for
detecting defects in the image. Finally, resolution issues
for identifying defects still need to be addressed and
detailed in recent work on this subject. In this sense, this
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FIGURE 3. Timeline of NDI methods for weld defects detection and classification.

work’s main contribution is to provide a public dataset that
serves as a reference for detecting and classifying weld
defects, proposing two sets of data collected with different
resolutions. Additionally, we present a baseline with state-
of-the-art object detection methods based on deep learning,
pointing out possible paths and open points for a practical
and robust application in this field.

III. PROPOSED DATASET
The LoHi-WELD dataset comprises two subsets acquired
under distinct light exposure, image resolution, and cam-
era configurations. These subsets, named here as lweld
and hweld, were automatically recorded by two distinct
cameras. The lweld dataset consists of 2, 000 weld bead
images collected with a low-resolution image sensor (640 ×

480 pixels). In contrast, the hweld dataset consists of
1, 022 weld bead images collected with a high-resolution
image sensor (2048 × 1080 pixels). For both datasets,
the image acquisition was performed by using a camera
with a CMOS sensor and a global shutter, in gray-scale,
encoded in a JPEG image format, with an LED panel
with white light as illumination, thus ensuring adequate
sharpness for the inspection of the weld quality. As the
goal is defect detection and classification, we properly
oriented and cropped the weld beads from the original image
frames.

As shown in Fig. 4(a), the lweld dataset was obtained
focusing on two distinct welding region parts, one with
a width dimension of approximately 40 mm and another
one larger, with approximately 60 mm. We collected 1,000

distinct occurrences of each one in a series of experiments.
The hweld dataset is composed only of the larger weld
bead, acquired in a higher resolution (see Fig. 4(b)) because
it was observed that many defects were concentrated over
this bead due to the difficulty of positioning the robot
during the welding process. Furthermore, as part of the
proposed datasets, we provided a ground truth file for each
image – refer to Fig. 4(c). Ground truth entries correspond
to an axis-aligned rectangular box, manually annotated,
and associated with one of the four types of weld defects
addressed in this paper (pores, deposits, discontinuities,
and stains). A region of interest is also delimited by
an axis-aligned rectangle that encloses each weld bead.
These weld defects do not directly imply non-conformity
with industrial norms [56], the integrity of weld beads is
defined according to the manufacturer’s internal parameters,
considering the number of defects and their respective
extensions.

It is worth noting that the purpose of investigating the
lweld dataset is to reduce automation costs since we can
use a reduced network bandwidth to transmit the images (in
a robotic welding line, the network links can be limited) and
reduced computing power for image processing because the
high-resolution images have more than ten times pixels than
the low-resolution images.

The images for both datasets were obtained during the
standard production cycle of a robot line, with the camera
positioned on a support next to the welding device. The
image acquisition was triggered by a Programmable Logic
Controller (PLC) as soon as the robot left the capture scene.
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TABLE 1. Overview on welding defects classification using images. *mAP for low and high-resolution images considering a YOLOv7-tiny architecture for
detection and classification of the four defect types.

TABLE 2. Statistics for lweld and hweld welding datasets: the columns
indicate the total number of weld bead images and the number of
welding defects of each category identified in the manual annotation
process.

Despite guaranteeing a millimeter positioning accuracy of
the parts to be joined, the robotic welding process has
some variation in the moment of melting the weld material
(generating the bead). In this way, it is possible to observe a
variation in the weld beads’ size (width and length).

Table 2 and Figure 5 summarize the information regarding
both datasets.

IV. ARCHITECTURE BASELINE
The architecture scheme used for weld defect recognition is
shown in Fig. 6. The input is a batch of weld bead images, not
necessarily with the same dimensions. Each image is resized
to a square shape with a fixed size – this size is not changed
during training and testing – since the network restricts the
input to square images. For this purpose, a letterbox resizing
is applied to scale the original image while maintaining
the aspect ratio; more specifically, as the weld regions are
horizontally oriented, their long side is scaled to the selected
size while the resized shorter side is padded with a gray value.
We explored three image sizes: the 320×320 pixel resolution,
to evaluate whether scaling up the low-resolution images
(average width of 155 pixels as shown in Fig. 4(a)) to this
closer resolution is beneficial or not; the 640×640 resolution,
which is a standard dimensionwidely used in the literature for
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FIGURE 4. Image samples and annotations example: (a) images of two
distinct weld bead regions from the lweld dataset, with corresponding
physical dimensions; (b) image from the hweld dataset with
corresponding physical dimension; and (c) manual annotations of the
four types of defects and the manual delimitation of the weld bead
region. For display purposes, the images were independently re-scaled.

FIGURE 5. Defect size histogram according to average width and height
(in pixels).

the adopted deep model [2]; and the 1280× 1280 resolution,
also standard and important to evaluate if a high resolution
hweld image (average width of 779 pixels as shown in
Fig. 4(b)) may suffer with up/down scaling effects for defect
recognition.

Data augmentation artificially increases the training set by
creating modified copies of the image samples to improve
model generalization (reduce overfitting). For our problem,
a classifier invariant to position, rotation, scale, and lighting
changes is important. Without a closed chamber, it may be
difficult to have absolute illumination control in a production
line, particularly in robotic welding processes. Also, depend-
ing on the region being inspected, the resolution and position
ofweld beads can significantly vary, as the camera acquisition
setup needs to be adjusted to the robot’s space. Such changes

FIGURE 6. Architecture scheme for weld defect recognition.

can be noted by comparing the lweld and hweld image
samples. Therefore, we extensively experimented with image
transformations to evaluate the impact of data augmentation
on the architecture. The best parameters we found are shown
in Fig. 6 – e.g., 50%probability for flips, 100%probability for
mosaic (many weld beads are combined into a single image),
HSV (Hue, Saturation, and Value) variations, etc.

For the detection/classification problem, we used the
YOLOv7 [2] network from 2022, a state-of-the-art
deep architecture that surpassed all known object detec-
tors/classifiers in both speed and accuracy for real-time
applications. The YOLO (You Only Look Once) model
directly predicts bounding boxes and class probabilities for
objects in an image using an end-to-end model [57], unlike
other famous object detectors, such as R-CNN and Fast R-
CNN, which are multiple-stage methods. YOLO divides the
input image into a grid and predicts objects within cells.
For each cell, the model samples multiple bounding boxes,
defined by coordinates and a confidence score indicating the
likelihood of a box to contain an object. Additionally, class
probabilities are assigned to each bounding box (regression
task) to determine the object’s class (classification task). The
final output is a set of bounding boxes and associated class
probabilities that collectively represent the detected objects
in the image.

Over time, YOLO has undergone numerous modifica-
tions to improve performance and real-time operation for
different platforms. Notably, the Yolov7 model, used in our
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work, presents different contributions [2]: (i) it proposes
several trainable bag-of-freebies methods (i.e., a combination
of techniques such as data augmentation, learning rate
warmup, optimized anchor boxes, among others) so that
real-time object detection can significantly improve its
accuracy without increasing the inference cost; (ii) model re-
parameterization; (iii) a modification of the dynamic label
assignment strategy for different output layers; and (iv)
parameter reduction. YOLOv7 additionally uses CSPDarknet
as its backbone network and a head composed of Path
Aggregation Network (PANet) modules. This helps integrate
features from different network scales, enhancing the ability
of the model to detect objects of various sizes. It also
optimizes inference by employing the Complete Intersection
over Union (CIOU) loss to bounding box prediction. The
model incorporates anchor-free object detection to eliminate
the need for anchor box selection. Moreover, it includes
techniques like the Spatial Attention Module (SAM) to focus
on important spatial locations.

Finally, the YOLOv7 authors designed models for edge
GPU, normal GPU, and cloud GPU, respectively, YOLOv7-
tiny (6.2 million of parameters to optimize), YOLOv7
(36.9 million), and YOLOv7-W6 (70.4 million), as well
as other variations. We considered the YOLOv7-tiny and
YOLOv7 models since speed is crucial in industry.

V. EXPERIMENTS
A. SETTINGS
In our experiments, both lweld and hweld datasets were
partitioned into 80% of the image samples for training and
20% for testing (holdout subset). For training, we used a 5-
fold cross-validation technique, as shown in Fig. 7, saving the
best model in 50 epochs (based on the performance over the
validation fold) to be evaluated in the end with the testing set.
The hardware setup is an Intel i7-10700 2.9GHz, 128GB of
RAM, and a GPU NVIDIA RTX 3090 (24 GB).

FIGURE 7. Training/testing setup used in our experiments.

B. METRICS
The architecture performance is reported according to well-
known metrics, such as precision (P), recall (R), and F-score
(F) – the harmonic mean of precision and recall, that is,
F = 2/(1/P + 1/R). A detected region with an overlap,
according to the intersection over union (IoU) relation, of at
least 50% with a ground truth region is considered a true
positive; otherwise, it is a false positive. A region is also
a false positive when the class assigned differs from the
ground truth. Undetected ground truth regions are considered

TABLE 3. Architecture performance for lweld and hweld datasets using
a YOLOv7-tiny network, varying the image size, and with/without data
augmentation. The results are an average over the testing dataset for the
best models found during the optimization using the 5-fold technique.
The maximum standard deviation is 0.06 for experiments with an image
resolution of 320 × 320 pixels, and 0.01 for experiments with an image
resolution of 640 × 640 or 1280 × 1280 pixels.

false negatives. We also report the Mean Average Precision
(mAP) metric for an IoU of 50%, as defined in the PASCAL
VOC challenge, since it is widely used by other benchmark
challenges, such as ImageNET and Google Open Image
Challenge, and it is a standard metric to evaluate object
detection models. All metrics are weighted according to the
classification confidence score.

C. RESULTS
1) IMPACT OF IMAGE SIZE AND DATA AUGMENTATION
Table 3 summarizes the architecture results shown in
Fig. 6 with a YOLOv7-tiny network, by varying image
sizes and with/without data augmentation. As can be seen,
regardless of the image size and dataset resolution, the data
augmentation tends to effectively improve the performance
for all evaluating metrics – an exception occurred with the
hweld dataset and images of 320 × 320 pixels, which
may mostly be due to losing details in downsampling. The
improvement shows the importance of a greater diversity of
the augmented data during the training step.

In the lweld dataset, a weld bead region has an average
width of 115 pixels – refer to Fig. 4(a). Considering the results
using data augmentation and the image size variations, one
can see that an image resolution of 640×640 pixels achieved
a meaningful increase in metrics compared to a 320 ×

320 resolution. Images of 320×320 pixels lead toF-score and
mAP results of 0.57 and 0.54, respectively, while images of
640× 640 lead to F-score and mAP results of 0.64 and 0.64.
Therefore, there were gains of 7 and 10 percentage points.
However, the performance kept relatively stable for images
of 1280 × 1280 pixels.

Regarding the hweld dataset, the performance improved
along with the increasing image sizes, reaching the best
results with an image resolution of 1280 × 1280 pixels.
It is worth noting that scaling down the weld bead images
below the original resolution size has a major negative
impact on performance, suggesting that the reduction of
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images can lead to the loss of important details of already
challenging small features in the images. As shown in
Fig. 4, a high-resolution weld bead region has an average
of 779 pixels width. Considering the results with data
augmentation for the hweld dataset, from 320 × 320 to
640×640 resolution, there were gains of 21 percentage points
in F-score (0.43 against 0.64, respectively) and 29 percentage
points in mAP (0.35 against 0.64). There are also percentage
point gains – 3% in F-score and 5% in mAP – comparing
resolution 640 × 640 against 1280 × 1280.
From this point on, the remaining experiments will concern

the best architectures shown in Table 3, namely a 640 × 640
image resolution with data augmentation for lweld dataset
(best F-score and mAP), and 1280 × 1280 image resolution
with data augmentation for hweld dataset (best F-score
and mAP).

2) PERFORMANCE ANALYSIS PER CLASS
Fig. 8 shows the confusion matrix for the lweld dataset.
There are not many misclassifications regarding pores and
other defects as well as discontinuities and other defects.
Misclassifications between stains and deposits aremost likely
to happen – some light-colored stains can be similar to
deposits. In general, false positives and false negatives are
the main misclassifications occurring for each class – the
classes have similarities with the background (BG). Figure 9
show manual annotations, and correct and incorrect region
classifications for sample images from lweld and hweld
sets.

FIGURE 8. Confusion matrix for lweld dataset with a YOLOv7-tiny
network, image resolution of 640 × 640 pixels, and data augmentation.
The results are an average of 5-fold over the testing set.

The confusion matrix for the hweld dataset is shown in
Figure 10. The pore class is rare in the hweld dataset, only
5.5% according to Table 2, which may explain the decay in
the classification results, compared to the lweld dataset,
especially the confusion with the stain class. As in the lweld
dataset, the false positives and negatives account for most
misclassifications. The number of false positives was greatly
reduced for the pore class; even though there are few samples
for the class, this can be an effect of the higher dimension of
pores compared to the lweld dataset, so that the model can

FIGURE 9. Detection and classification results for hweld (a) and lweld
(b,c) sample images with a tiny network. For lweld images, we also show
the original image for a better visualization of the results.

capture better features to distinguish pores and background.
There was an increase of true positives for the deposit class,
from 0.51 (lweld) to 0.62 (hweld). This is also due to the
larger size of the deposits contained in the hweld dataset
in comparison to lweld, where the deposits are smaller. The
misclassification (false positives and false negatives) between
the stain class and the background has increased – that can be
a result of the reduction of samples forhweld combinedwith
greater detail of the irregularities on the surface of the weld
bead, which can be confused with stains.

FIGURE 10. Confusion matrix for hweld dataset using an architecture
with a YOLOv7-tiny network, image resolution of 1280 × 1280 pixels, and
data augmentation. The results are an average of 5-fold over the testing
set.

3) SMALL VERSUS LARGER MODELS
Table 4 shows the performance comparison between a
low cost YOLOv7-tiny network, with only 6.2 million
parameters to fine-tune, against a larger model, YOLOv7,
with 36.9 million parameters. As can be seen, a more
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TABLE 4. Performance comparison between architectures with
YOLOv7-tiny and YOLOv7 for lweld and hweld datasets. For all values,
the maximum standard deviation is below or equal 0.01.

complex model for our problem did not bring a relevant gain.
Furthermore, as explored in [58], the tiny model is much
faster for inference in low-cost edge GPU devices, such as
those used in industrial processes. For instance, the authors
reported 40 FPS, for inference with a YOLOv7-tiny model,
against 17 FPS, with a YOLOv7model, in an NVIDIA Jetson
AGX Xavier; and 16 FPS, for inference with a YOLOv7-tiny
model, against 3 FPS, with a YOLOv7 model, in an NVIDIA
Jetson Nano (both results for a 640 × 640 image resolution).

4) CROSS-VALIDATION AND DATASET FUSION
Fig. 11a shows an experimental setup that assesses the
architecture’s ability to generalize across different image
resolution size sets, measuring its robustness and reliability
beyond the initially used training data. For this purpose,
we trained on image samples from lweld dataset and
tested over hweld samples (and vice-versa). As reported in
rows Cross1 and Cross2 of Table 5, the best architectures
discussed in Sec. V-C1 seem to be highly dependent on
the scale of features learned, as we can note from the
poor performance results. Fig. 11b shows an experimental
setup with the lweld and hweld datasets merged into a
single set to assess the architecture’s ability to learn from
combined data of multiple sources. As seen in Table 5, the
Fusion1 experiment shows that the trained model maintained
similar results to the model trained specifically with the
lweld dataset and performed slightly worse when compared
to the model trained with the hweld dataset. Moreover, the
Fusion2 and Fusion3 experiments show that training with
merged samples did not compromise performance for any
particular set, whether from lweld and hweld samples.
In general, the results from fusion experiments indicate that
although the architecture dealt with differences in image
resolution between the datasets lweld and hweld, the
increase of training samples did not bring a performance gain.

5) COARSE VERSUS FINE-GRAINED DEFECT CLASSIFICATION
In another round of experiments, we grouped the four
categories of welding defects in our dataset (pore, deposit,
discontinuity, and stain) into a broad category referred to
here as defect — that is, the original multiclass classification
problem was modified into a more straightforward (coarse)
binary classification problem. In machine learning, coarse
classification involves grouping objects into broad categories
based on general features or characteristics, often sacrificing

FIGURE 11. Setup for cross-validation (a) and dataset fusion
(b) experiments regarding lweld and hweld datasets.

TABLE 5. Performance regarding cross-validation and dataset fusion
experiments, for architecture shown in Fig. 6, by using a YOLOv7-tiny
network. For these experiments, the same image size was used for
training and inference. For all values, the maximum standard deviation is
below or equal 0.02.

specificity for simplicity and efficiency. In contrast, fine
classification involves amore detailed analysis, where objects
are categorized by using a higher level of granularity [59].

The goal is to evaluate the overall architecture baseline
performance concerning the presence or absence of welding
defects rather than a granular differentiation between cat-
egories of defects. As shown in Table 6, the F-score and
mAP for lweld dataset increased by 8 and 11 percent
points, respectively. In contrast, the F-score and mAP for
hweld dataset increased 7 and 8 percent points, respectively,
showing that many errors are not due to non-detections
but assigning the defect to the incorrect category. In this
way, a hybrid method that first applies coarse classification
to group objects into broad categories before refining the
classification at finer levels of detail can be a promising
source of future research.

VI. FUTURE PERSPECTIVES
As demonstrated so far, more comprehensive and properly
annotated public databases are needed for real weld defect
detection problems. In this sense, the efforts of this work,
in addition to providing the dataset, promote a comparison
baseline for future analyses. We believe that there are
numerous open challenges for this database, such as:
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TABLE 6. Performance comparison between architectures trained for a
multiclass (fine) classification problem against a binary (coarse)
classification problem. For all experiments we used a YOLOv7-tiny
network, where the maximum standard deviation for all values is below
or equal 0.01.

FIGURE 12. Image scaling with traditional interpolation methods against
a Generative Adversarial Network (GAN) super-resolution method: (a,b)
two original image samples from lweld dataset; the original lweld
samples were scaled four times the original resolution size with a
bilinear interpolation algorithm; and the original lweld samples were
scaled four times with ESRGAN [61] (a Generative Adversarial Network
(GAN) for image super-resolution), trained only with hweld samples.

• the proposition of an ensemble or architecture dedicated
to the problem in question, aiming to increase general
detection performance;

• using the proposed dataset in conjunction with gen-
erative models, e.g., GAN, to create more extensive
databases and data augmentation procedures;

• exploring knowledge transfer between networks in more
detail, for example, using lweld or hweld as a starting
point for another network or model and avoiding the
need for a large set of samples for initial training;

• inspecting models like Visual Transformers [60] that
may be promising if the probability increases when a
defect appears, e.g., pores are usually associated with
some other type of defect;

• performing semantic annotation (with natural language)
of defects instead of labels to allow a more detailed
description and closer to a practical application for line
operators;

• augmenting the fine-grained annotations of the dataset
by subdivision of classes, e.g., partition the deposit class
into one covering larger and unique deposits and another
covering small and scattered deposits along the weld; or
subdivide the discontinuities into those found at the edge
of the bead and those positioned within the bead;

• further annotating the datasets by other specialists to
cover more subtle surface defects, generally relevant in
welds that are exposed in the final product;

• comparing other low-cost architectures aimed at detect-
ing and classifying objects in embedded systems, aiming
to develop an edge device;

• exploring the proposed dataset with transfer learning
from other welding datasets [28], [39].

• exploring super-resolution deep methods [61], as shown
in Fig. 12, to improve the quality of low-resolution
images in order to strike a balance between the speed in
acquiring images during a line production and a higher
performance for high-resolution images.

VII. CONCLUSION
In this work, we presented LoHi-WELD, a novel and public
dataset to address the problem of welding defect detection
and classification of typical types of failures in welding
industrial processes. This dataset presents a set of original
contributions, with subsets of different resolutions, different
types of real defects (with different degrees of detection
complexity), and a greater number of images. Furthermore,
we extensively explored the LoHi-WELD dataset with a
robust baseline architecture based on YOLOv7 (released
in 2022), a popular object detector known for its speed
and accuracy, with reported state-of-the-art performance in
many benchmarks. Specifically, we evaluated a YOLOv7-
tiny architecture against a larger model, YOLOv7, and we
found out that the former architecture produced a similar
performance compared to the latter, which is advantageous
in an industrial production line, as it indicates that it
is possible to use low-cost hardware (edge device) for
this task. We have shown that the tiny model achieved
0.64 of mean average precision (mAP) considering the low-
resolution dataset and 0.69 of mAP considering the high-
resolution dataset. These results are very promising, as the
5% percentage point gain from lweld to hweld was
obtained with nearly half the number of weld beads (1,022
high-resolution weld beads against 2,000 low-resolution
weld beads). Therefore, augmenting the high-resolution
weld beads by using deep learning models for super-
resolution and other data augmentation methods, e.g., GANs
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or similar models, can further improve these performances.
We have also shown that the detection of welding defects
and subsequent classification into defect/non-defect (binary
classification) achieved 0.75 of mean average precision
(mAP) considering the low-resolution dataset and 0.77 of
mAP considering the high-resolution dataset, which shows
that a hybrid approach that first applies coarse classification
to group objects into broad categories before refining the
classification at finer levels of detail can be a promising
source of future research. It is also worth noting that a
direct comparison of our dataset and reported performances,
with the literature summarized in Table 1 is not the most
appropriate, as some main aspects must be highlighted: (i)
our dataset can be considered more challenging due to the
greater number of defects and the combination of object
detection (the defect regions are not previously selected for
classification), something under-explored in the literature; (ii)
real defects collected on a real assembly line; and (iii) images
with different resolutions. Several generalization experiments
(fusion and cross-dataset) were also carried out, pointing
out that, in general, it is possible to maintain performance
in a fusion scenario. This type of analysis has not been
explored in recent literature and opens the way for other
models to use domain adaptation and transfer learning in
future applications. Finally, different open challenges were
detailed, highlighting that this is ongoing work that could
promote significant improvements in this research field due
to the scarcity of public data.
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