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ABSTRACT This paper presents an arrangement of parallel and series concepts to determine the reliability
features of a multifaceted system. The profit analysis examined the overall gain of the setup after main-
tenance, preventive maintenance, and corrective maintenance. The components’ low efficiency is due to
internal or external factors such as friction between the components and the corrosion of parts, and sometimes
overloaded workloads slow the process of working, which can be reversed by applying proper preventive
maintenance. The machine’s complete breakdown can be corrected using proper corrective maintenance.
From the system’s compromised or malfunctioning state to its operational condition, maintenance rates
are factored into the calculations in this study’s computation. The notions of the Markov process and
Kolmogorov’s differential equations are utilized to develop the mathematical model of the planned structure.
To optimize reliability indices, an artificial bee colony is used to maximize ATTF, availability, busy periods,
and the expected visits of a preventive maintenance repairman. The profit is found after reliability indices.
Here, we provide a mathematical illustration with graphical results presented.

INDEX TERMS ABC algorithm, preventive and corrective maintenance, food source, bees selection,
Markov birth process.

I. INTRODUCTION
In today’s modern scenario, everything depends on the
machine to complete its task very efficiently and on time
with the proper accuracy and lack of risk. While purchasing
any equipment, anyone who wants the system will work
with low maintenance and be more and more reliable with
high profit. The increasing demand for machinery work
is enhancing the production of more reliable systems for
developing the country. Any working system has parts con-
figured with series, parallel, or mixed of these, ultimately
contributing to overall reliability. The smooth working of
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any equipment depends upon the working of its parts, which
may degrade due to some reasons like frictions between
parts, corroded screws and other holding materials, long-
term working of parts, overloaded work done by parts, etc.
This kind of reduced situation can cause less or delay pro-
duction, which is not favourable. Hence, proper oiling or
eyewatch is necessary for smooth working, representing pre-
ventive maintenance. Due to long-term work, the system
stopped due to a complete breakdown of parts, which required
replacing themwith new ones during corrective maintenance.
Directly replacing units with new ones can be prohibitively
expensive. To mitigate these costs, preventive maintenance
can significantly boost profit margins through reduced
expenditures.
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To identify the parameters that control reliability, Jain
and Gupta [5] identified the most suitable placement strat-
egy and applied process transformation in conjunction with
the technique of supplementary variables, while Gopalan
and Venkataslam [1] estimated the reliable capacity and
accessibility of a pair of server platforms using Laplace trans-
formation and showed reliability analysis under the effect of
different fault coverage. The reliability allocation problem
is solved using the artificial bee colony algorithm with the
assistance of a numerical instance by Yeh and Hsieh [2].
A modified variant of the ABC algorithm was put forward
by Sharma et al. [3] to improve the performance and find
an optimal solution by applying it to different benchmark
problems. Mostofi and Safavi [4], This paper is prepared
to determine the minimization of expenditure on a power
plant using the ABC algorithm and the result compared with
PSO using HOMER software. Garg et al. [6] focus on the
dependability of manufacturing equipment using a soft com-
putational tool like the ABC algorithm with fuzzy theory, and
an example of a plant has been taken to apply the approach.
The paper dealt with the system probabilistic stability evalu-
ation of soil slopes under the ABC approach supported by
vector regression by Kang and Li [7]. An improved ABC
algorithm is used to speed up the result more and to get a
high-quality solution in reliability optimization by Ghambari
and Rahati [8]. An underwater pipeline monitoring system
has been considered for study by Rykov et al. in 2021
[9]. Under the effect of preventive maintenance, a mathe-
matical k out of n-good system model has been elaborated
by using an example. Optimizing the cost of rubber plants
using a nature-inspired PSO method has been discussed by
Kumari et al. [10].
The BLLP-bi-level programming plan is applied to the

optimization problem by Khan et al. [11], which deals with
the liability of a system undergoing selective maintenance.
This section addresses the 2022 gap. The machine’s avail-
ability, profit, busy period, and ATTF have been carried out
using the Artificial Bee Colony algorithm under preventive
maintenance. Musa and Yusuf [12] presented a comprehen-
sive study of a series-parallel system under the method of
Laplace and the supplementary variable technique to find out
the reliable capacity of a machine, and sensitivity analysis
has also been done to measure the best solution under the
copula approach. The reliability analysis of a wind turbine
system under ergo ABC has been done using Weibull dis-
tribution by Han et al. [13]. Singla et al. [14] studied a
deep learning process to optimize the reliability parameters
to raise an industry’s profit and production of a 2:3 good
system. Singla et al. [15] examine a deteriorated system uti-
lizing a genetic algorithm to determine the reliability metrics
under the influence of the degraded rate and the preventive
maintenance rate in conjunction with the idea of preventive
maintenance. Reliability analysis and parameter estimation
techniques under preventive maintenance and allocation have

been studied and proposed [16], [17], [18]. The applica-
tion of neural networks in mathematics and advanced tools
like artificial intelligence, machine learning, deep learning,
computer graphics, etc., were discussed. Some nondeter-
ministic polynomial-time-complete and hard problems are
solved using networks by Khan et al. [19]. The fault-tolerant
metric dimensions of different networks connected to each
other are studied by Hassan et al. [20]. Hayat et al. [21]
study the fault-tolerant dimensions of a group of butter-
flies and a family of honeycombs to discuss interconnection
using minimal and maximal results. Based on graph theory,
Imran et al. [22] computed the interconnection network and
derived analytical closed results for the Butterfly and Benes
networks. The atom-bond connectivity index and geometric
arithmetic index are studied for silicate networks by Hayat
and Imran [23]. The concept of unbounded metric dimen-
sion on convex polytopes is discussed using graph theory by
Siddiqui et al. [24].

The motivation behind the current work is the need to find
a novel, practical solution to the problem at hand, which
is to optimize the profit of the whole industry with less
consumption of cost due to maintenance. The main objec-
tive of this work is to show how to assess the maximum
profit and trustworthiness of a multi-configured structure
using an algorithm based on the factors of different rates
of failure and repair (preventive or corrective) and how
this affects the performance of systems. The paper has the
following structure: Section II describes every aspect of
the model, such as the state overview, assumptions, nota-
tions, and system design. Section III discusses how the
mathematical model was created, and ATTF, available per-
forming time, busy period, anticipated repairman visit for
maintenance, and profit analysis are some of the major top-
ics covered. The optimization methodology is discussed in
Section IV. Section V outlines the computational simulations
and findings of the cost-benefit analysis and the reliabil-
ity parameter optimization. The conclusion is presented in
Section VI.

II. MODEL DETAILS AND NOTATIONS
A. SYSTEM DESCRIPTION
In the present work, a series-parallel mixed configuration has
three main units, A, B, and C, linked in a series form and
arranged to represent the whole system. The unit A has two
subunits, A1 andA2, arranged in a series. Unit B has two com-
ponents, B1 and B2, connected in parallel combination, while
unit C has three subcomponents, C1, C2, and C3, arranged
in series. Unit A can work at low efficiency, which can
be reversed to a complete efficiency condition by applying
one-time preventive maintenance, but on second degradation,
it stops working. On the other hand, there is no such condition
for Unit C, i.e., it can completely fail, whereas Unit B failed
whenever both components failed. With the concept of the
Markov process and Champman-Kolmogorov’s differential
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equations, a mathematical model is prepared whose working
depends upon the degraded rate, failed rate, preventive main-
tenance rate, and corrective maintenance rate. The results
obtained from the solutions of the equation are optimized
using the Artificial Bee Colony algorithm to have maximum
profit and maximum reliability parameters for the presented
complex system.

B. ASSUMPTIONS
(i) At first, the system is 100% capable of carrying out its
assignment precisely and effectively.

(ii) The system becomes less effective after a deteriorated
state, or its effectiveness in completing the task somewhat
diminishes.

(iii) The system functions as new after repair, with each
subcomponent requiring the same amount of time to fix using
the perfect preventive maintenance provided only once.

(iv) Whenever the components completely break down
even after performing preventive maintenance, they are
replaced with new, fresh units, called corrective maintenance,
to continue the work smoothly.

(v) The same degradation and failure rates are assumed for
subunits A1 and A2. The failure rates of components C1, C2,
and C3 are the same as those of components B1 and B2.
(vi) It is thought that exponential distributions represent

failure and degradation rates.

FIGURE 1. System configuration.

C. NOTATIONS
The potential state transition diagram for the model that is
being presented can be seen as

D. STATE DESCRIPTION
The different state descriptions are explained in Table 2 to
describe the path of the system from one state to another
under various rates of failure or repair of units of the system.
The system works in three primary states, i.e. fully, reduced,
and failed, which are presented below with the behaviour of
each unit.

TABLE 1. Various phrases pertaining to the work being presented.

III. MATHEMATICAL MODELLING OF THE PRESENTED
MODEL
TheMarkov birth process concept is consideredwhen design-
ing the mathematical representation of the arrangement being
presented. The mnemonic rule is used to create the first-order
Chapman-Kolmogorov differential equations that correspond
to the transition diagram and yield the reliability parameters.
The likelihood that the system will be presented in state Ui
at t ≥ 0 is Pi(t). In addition, let P(t) represent the probability
vector at time t with a beginning condition.

Pi =

{
1 ifi = 0
0 ifi ̸= 0

(1)
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FIGURE 2. The state transition diagram shows the possibilities of working
on three units: A, B, and C.

The differential equations associated with Figure 1 are:

P′
0 = −

(
αA + λC + 2λB

)
P0 + µAP2 + µ(P3 + P4 + P5

+ P6 + P7 + P9 + P10 + P11) (2)

P′
1 = −(αA + λC + λB)P1 + 2λBP0 (3)

P′
2 = −(µA + 2λB + λA + λC )P2 + αAP0 (4)

P′
3 = −µP3 + λAP2 (5)

P′
4 = −µP4 + λCP1 (6)

P′
5 = −µP5 + λCP0 (7)

P′
6 = −µP6 + λCP2 (8)

P′
7 = −µP7 + λBP8 (9)

P′
8 = −

(
λA + λC + λB

)
P8 + 2λBP2 + αAP1 (10)

P′
9 = −µP9 + λCP8 (11)

P′
10 = −µP10 + λAP8 (12)

P′
11 = −µP11 + λBP1 (13)

To assist with additional computations needed to obtain the
necessary results, the aforementioned set of equations can be

TABLE 2. Various descriptions of states associated with the transition
diagram.

represented as a matrix system.

P′(t)=AP(t)

A

=



−U 0 µA µ µ µ µ µ 0 µ µ µ

2λB −V 0 0 0 0 0 0 0 0 0 0
αA 0 −W 0 0 0 0 0 0 0 0 0
0 0 λA −µ 0 0 0 0 0 0 0 0
0 λC 0 0 −µ 0 0 0 0 0 0 0

λC 0 0 0 0 −µ 0 0 0 0 0 0
0 0 λC 0 0 0 −µ 0 0 0 0 0
0 0 0 0 0 0 0 −µ λB 0 0 0
0 αA 2λB 0 0 0 0 0 −X 0 0 0
0 0 0 0 0 0 0 0 λC −µ 0 0
0 0 0 0 0 0 0 0 λA 0 −µ 0
0 λB 0 0 0 0 0 0 0 0 0 −µ


(14)

where

U = αA + λC + 2λB,V =αA + λC + λB,

W = µA + 2λB + λA + λC ,X =λA + λC + λB
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A. AVERAGE TIME TO SYSTEM FAILURE
Matrix D is obtained by transposing the aforementioned
matrix, which removes the barriers to evaluating ATTF by
limiting the elimination of the absorbing states, i.e.

ATTF = P(0)(−D−1)


1
1
1
1

 (15)

where D =


−U 2λB αA 0
0 −V 0 αA

µA 0 −W 2λB
0 0 0 −X


ATTF = N1/D1 (16)

where N1 = (αA+λC +λB)(λA+λC +λB)(µA+λC +2λB+

λA)+2λB(λA+λC+λB)(µA+λC+2λB+λA)+αA(αA+λC+

λB)(λA + λC + λB)+ 2αAλB ×(µA + 2λC + 3λB + λA +αA)
D1 = (αA+λC+λB)(λA+λC+λB)(2αAλB +αAλC+αAλA+

4λBλB+4λCλB+2λAλB +λCλC +λCλA+λCµA+2µAλB)

B. OPERATING TIME(AVAILABILITY)
The system is available to operate at full efficiency or at a
reduced level, depending on its current state. These states are
the sole determinants of a system’s availability.

Availability = P0 + P1 + P2 + P8 (17)

P0 +P1 + P2+P3+P4+P5+P6+P7+P8+P9+P10 + P11=1

(18)

With the normalized condition (18) and setting the deriva-
tive of (2) to (13) equal to 0.

And figure out the equation for finding the value of Pi (i=0
to 11)

Availability(Av(∞))=1+(µAαA/(µA + 2λB + λA + λC )

−
(
λC + 2λB + αA

)
)(P0/µ) (19)

where P0 = µ/[(µ +2λBµ/(αA + λC + λB) +αAµ/(µA +

2λB+λA+λC )+
(
λC + 2λB + αA

)
−µAαA/(µA+2λB+λA+

λC )+2λBαAµ [1/(µA+2λB+λA+λC )+1/(αA+λC+λB)]
( λB + λA + λC )−1].

C. BUSY PERIOD FOR REPAIRMAN
The progression of maintenance, whether it be corrective or
preventive, can be expressed as:

Busy period of time : − B(∞)

= 1 − −(P0(0) + P1(∞) + P8(∞))

= 1−Av+ αAP0/(µA + 2λB + λA + λC ) (20)

where P0 = µ/[(µ + 2λBµ/(αA + λC + λB) + αAµ/(µA +

2λB + λA + λC ) +
(
λC + 2λB + αA

)
− µAαA/(µA + 2λB +

λA + λC ) + 2λBαAµ[1/(µA + 2λB + λA + λC ) +1/(αA +

λC + λB)]( λB + λA + λC )−1].

D. EXPECTED FREQUENCY OF PREVENTIVE
MAINTENANCE, F(∞)
Prior to a unit failing, the idea of preventive maintenance
helps maximize availability and minimize the worst effects of
total failure, providing profit. Thus, it is possible to determine
the anticipated frequency of preventive maintenance per unit
of time as follows:

F(∞) = P2(∞) = αAP0/(µA + 2λB + λA + λC ) (21)

where P0 = µ / [(µ +2λBµ/(αA + λC + λB) + αAµ/(µA +

2λB + λA + λC )+
(
λC + 2λB + αA

)
− µAαA/(µA + 2λB +

λA + λC ) + 2λBαAµ[1/(µA + 2λB + λA + λC ) + 1/(αA +

λC + λB)]( λB + λA + λC )−1].

E. PROFIT ANALYSIS
The model presented uses preventive and corrective main-
tenance measures for units to have higher productivity and
profit in states 1 to 11. Let C0, C1, and C2 represent the
revenue generated if the system is operating correctly, the
loss incurred if it malfunctions, and the costs associated
with each repair (corrective maintenance) and overhaul (pre-
ventive maintenance), respectively, for profit analysis. The
system’s anticipated total revenue over time is.
Profit = Total revenue received – repair man’s costs for

performing preventive maintenance and fixing malfunction-
ing units.

Profit Analysis : −C0Av(∞) − C1B(∞) − C2F(∞) (22)

where
C0: the system’s revenue per unit uptime.
C1: is the cost per unit time the system is under repair.
C2: is the cost due to preventive maintenance.

F. SPECIAL CASE
Let us consider that all the failure chances for each state are
the same, i.e., λA = λB = λC = λ . By putting these values in
the above-solved reliability parameters, i.e., in (16),(19),(20)
and (21), we have the following metrics:

ATTF

= [3(αA + 2λ )
(
µA + 4λ

)
+ 6λ

(
µA + 4λ

)
+ 3αA(αA + 2λ )

+ 2αA
(
µA + 6λ + αA

)
]/3(αA + 2λ )(4αAλ + 12λ

2
+ 3µAλ )

(23)

Availability(Av)

= 1 − 3[3 λ
(
µA + 4λ

)
+ 4αAλ ](αA + 2λ )/

(λ 2 (
72λ + 48µ + 60αA + 18µA

)
+ λ (30µαA + 12µµA + 12αAαA + 9αAµA)

+ 5αAµAµ + 5αAαAµ) (24)

Busy period(B)

= 3[3 λ
(
µA + 4λ

)
+ 4αAλ + αAµ](αA + 2λ )/

(λ 2 (
72λ + 48µ + 60αA + 18µA

)
+ λ (30µαA + 12µµA + 12αAαA + 9αAµA) + 5αAµAµ

+ 5αAαAµ) (25)
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Expected Frequency of Preventive Maintenance(F)

= 3αAµ(αA + 2λ )/(λ 2 (
72λ + 48µ + 60αA + 18µA

)
+ λ (30µαA + 12µµA + 12αAαA + 9αAµA) + 5αAµAµ

+ 5αAαAµ) (26)

Profit Analysis

: −C0Av(∞)− − C1B(∞) − −C2F(∞) (27)

IV. METHODOLOGY
A. INTRODUCTION
One of Dervis Karaboga’s most popular algorithms in
2005 was Artificial Bee Colony (ABC), and from then on,
the algorithm spread widely. It is entirely influenced by how
honey bees act. The goal of the artificial bees, using ABC as
an optimization tool, is to find foods that contain significant
amounts of sweetness and, ultimately, the most sweetness.
In this process, the artificial bees gradually alter each indi-
vidual’s food position. In the ABC model, the movement
of algorithms depends upon the working of bees, which is
recorded in three phases:

1)Employed phase
2)Onlookers phase
3)Scouts phase
Within this system, the artificial bees hover in a complex

search environment, while some onlookers and employed
bees modify their positions and select foodstuffs according
to their own and their nestmates’ experiences. Not relying
on past experience, certain scouting bees fly and select food-
stuffs at random. If the new supply of nectar is more vivid
in their memory than the amount from the old one, they
will remember the newly established location and forget the
previous one.

When employed, bees visit their food source, return to
the hive, and dance here. The working bee evolves into a
scout and begins looking for novel nourishment supplies after
its food supplies are abandoned. Onlookers watch employed
bees perform dances; they select their food sources based on
the dances.

B. ABC BASIC ALGORITHM
The following are the stages of the fundamental ABC
algorithm:

• For each employed bee, the initial food supplies are
produced.

REPEAT
• After utilizing her recollection to locate a nearby food
supply and estimating how much nectar it holds, each
worker bee dances around the colony.

• In the onlooker phase, after witnessing the working bees
dance, viewers visit one of their sources of information
based on the decisions they made. She picks up a nearby
neighbour and measures the amount of nectar.

• Scouts replace abandoned food sources with newly dis-
covered ones after identifying which ones have been
abandoned.

• The most promising food source that has so far been
found has been noted.

• Until all prerequisites are satisfied.

A food supply’s location within the community-driven
algorithm ABC represents a possible approach to the opti-
mization issue, and the amount of food available indicates
how appropriate (fitness) that solution is. There are exactly as
many employed bees as there are solutions in the population.
Initially, an initial crowd (positions of food sources) is created
haphazardly. Then, the population is initialized and allowed
to go through the cycles of the employed, onlooker, and scout
bees’ search processes again. After finding a new location for
the foodstuffs, an employed bee adapts the source perspective
in her recollection.

The bee remembers the location of the fresh origin and dis-
regards the original one as long as the amount of honey from
the new supplier ismore vivid than that from the previous sup-
plier; if not, she recalls the prior source of honey. The places
where the sources are located are shared with the onlookers
in the dancing area once all employed bees have exhausted
their efforts. Depending on the amount of sweetness in each
source, each onlooker selects a food source after analyzing
the honey data collected from all working bees. She modifies
the source location in her memory, just like the employed
bee does, and verifies the quantity of nectar it contains. The
bee keeps the new location and disregards the old one as
long as the sweetness is more plentiful than the previous one.
Artificial scouts replace the randomly generated new sources,
which are determined to be abandoned. To try to balance the
processes of exploration and exploitation, the ABC system
thus integrates neighbourhood searching tactics, handled by
employed and onlooker bees, alongwith global search tactics,
overseen by scouts. The whole process can be understood
using Figure 3.

C. ABC OPTIMIZATION ALGORITHM
• Establish the test-case populations.

Employed phase

• Create an innovative solution.
• The fitness value will then be calculated after that.
• Make use of greedy selection, i.e., comparing the previ-
ous and current solutions, i.e., one that is beneficial or
detrimental.

Onlooker phase

• Calculate the probabilities.
• Create an entirely novel solution based on probability.
• Compute your updated level of fitness.
• Apply greedy selection.

Scout Phase:

• Using the limit’s value as a guide, identify the abandoned
solution.

• Randomly generate an alternative solution to replace
them.

Working can be seen in Figure 4.
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D. WORKING OF ABC ALGORITHM
As part of the population-based approach that is being sug-
gested, every food source is associated with a potential
nutrition source that can be used to address an optimization
problem. The quality of the corresponding solution is gauged
by its fitness value.

Figure 4 illustrates the proposed approach’s operating
principle. In the initial phase, a population with a random
distribution, i.e., randomly selected food sources, is generated
between the provided boundaries using a standard equation,
and the number of food sources is equal to the number of
employed bees or the number of onlooker bees, which is
again half of the population size. After the initial setup, the
population is forced to go through the search process again.
One by one, placing the food sources reveals the function (f)
worth that needs to be optimized. Having a maximum value
is the primary goal of using the ABC algorithm; a minimum
value will be determined by matching that fitness value. The
fitness value is calculated using the equation:

Fitness value corresponds to each food source.

=


1

1 + f
; f≥ 0

1 + absolute value of f ; f< 0
(28)

where f is the function which is going to be optimized.
Now update the trial value; if the solution obtained is

improved, it is set to 0; otherwise, it is reset to 1. The
employed bee phase will then get to work. This allows us
to update every food source. First, a food source, say X,
is chosen, and in addition to Ist, any other partner food source,
say Xp, is also chosen. A new food location is generated by
using an equation: new food source = Xnew= X + (X-Xp), ϵ
[−1,1].

Now, find the value of function f and its fitness value
and apply greedy selection, in which the old fitness value
corresponds to X and the fitness value corresponds to Xnew.
The food source is updated, and the trial value is set to 0 if
it better meets our requirements; if not, the original value is
preserved per food source X, and the trial value is set to 1.
For improved values, repeat this cycle for each food source
and update the trial, function value, fitness values, and food
sources; hence, the employed phase will be completed.

The next phase, the onlooker phase, will come into play,
and its primary purpose is to update the solution. Initial
probabilities regarding the fitness value are found using the
gernal formula. The solutions in this phase will update only
when they satisfy the particular condition, i.e., the selected
random number is less than the probability for each fitness
value, and if the condition is satisfied, the complete procedure
of the employed phase will perform. Also, the trial value is
updated to 0 if the solution is updated; otherwise, it is set
to the next number, 2. If the condition is not satisfied, the
solution will not be updated. This onlooker bee will perform
continuously to have the next trial number, or 0. In this phase,
a new solution may or may not be updated, as its working

depends on a selected random number and the probabilities
of the food source.

The next task is to memorize the best answer. The scout
phase is now active. First, we check whether the scout phase
will be implemented, which is checked by the trial value and
limit. If the trial value exceeds the limit value, then the scout
phase will start; otherwise, it will not apply to the food source
that does not satisfy the above condition. If a food source
meets the above criteria, the value of that food source is
updated to the new food source, and thus, the solution. In this
case, there is no greedy selection. This whole process is for
iteration to get maximum value, and similarly, this process
will perform for a given number of iterations to maximize
results in each iteration.

E. PSEUDO CODE
We have preselected Randomly Chosen variables: population
size, number of iterations, dimension of the problem, limit,
number of employed bees= number of onlooker bees= food
sources= half of the population size, upper and lower bounds
for the variables of the problem.

Procedure:
Initialize the population using the equation.

Xi = L + rand .(U − L); (29)

where Xi =ith food sources, U =upper bound, L = lower
bound, i = 1,2,3,. . . , (population/2), and rand is any random
number between 0 and 1.

iteration =1;
while iteration<= Maximum number of iterations do

1. Produce a new solution for employed bees using a formula
Xnew=X + (X-Xp), ϵ [1, -1]; and evaluate them.

2. Apply greedy selection for the employed bee phase.
3. Estimate the probabilities for the responses using the fit-

ness value.
4. Produce a new solution for the selected solution for

the onlookers depending upon their probability and
assessment.

5. Make greedy choices for the onlooker phase.
6. If the scout bee phase’s abandoned solution exits, identify

it and use an equation to replace it with a newly generated,
randomly generated solution (X ).
X= L + rand (U-L)

7. Memorize the best solution, i.e., the maximum value in
our case.

8. Iteration=iteration + 1
end while

F. FLOW CHART FOR PRESENTED METHODOLOGY
The provided flow chart illustrates how each loop in the entire
algorithm works to describe the entire working process. The
three stages of the ABC optimization algorithm’s operation
are described in this flow chart. The flow chart provides
a clear understanding of how an algorithm operates when
implemented.
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FIGURE 3. Simple illustrations of how honey bees strive to extract the most nectar.

FIGURE 4. The calculations working of ABC algorithm.

V. NUMERICAL SIMULATIONS AND RESULT
A. AVERAGE TIME TO SYSTEM FAILURE
Table 3 and Figure 5 illustrate how the ATTF varies in relation
to the rates of degradation, failure, and preventive main-
tenance. Employing the initial parameter bounds, i.e., the
ATTF,is obtaining the maximum value across a range of
parameter values when using the lower and upper bounds
for the three variables, αA, µA, and λ , and the ABC opti-
mization algorithm with 14 iterations. Given the available

data, the maximum optimized value for ATTF is 6.0215. The
bounds for variables are αA ϵ [0.1,0.5], µA ϵ [0.1,0.5] and
λ ϵ[0.1,0.9].

B. OPERATING TIME(AVAILABILITY)
Table 4 and Figure 6 illustrate how availability varies in
relation to the rates of degradation, failure, repair and preven-
tive maintenance. Employing the initial parameter bounds,
i.e., the availability, is obtaining the maximum value across
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FIGURE 5. Flow chart for the proposed methodology.
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TABLE 3. The variation in ATTF with respect to various rates.

FIGURE 6. ATTF vs. Different rates.

a range of parameter values when using the lower and upper
bounds for the four variables, αA,µA, λ , andµ, and the ABC
optimization algorithmwith 14 iterations. Given the available
data, the maximum optimized value for availability is 0.8410.
The bounds for variables are αA ϵ [0.1,0.5], µA ϵ [0.1,0.5],
λ ϵ[0.1,0.9], and µ ϵ[0.1,0.9].

C. BUSY PERIOD FOR REPAIRMAN
The relationship between the degradation, failure, repair, and
preventive maintenance rates and the busy period is demon-
strated in Table 5 and Figure 7. Making use of the initial
parameter bounds, i.e., the challenging part of the process,
is finding theminimum value—our need to have lower expen-
diture and repair costs—across a range of parameter values by

TABLE 4. The variation in availability with respect to various rates.

FIGURE 7. Availability vs Different rates.

applying the 14-iteration ABC optimization algorithm with
lower and upper bounds for the four variables, αA, µA, λ ,
and µ. Given the available data, the minimum optimized
value for a busy period is 0.2051. The bounds for variables are
αA ϵ [0.1,0.5], µA ϵ [0.1,0.5], λ ϵ[0.1,0.9], and µ ϵ[0.1,0.9].

D. EXPECTED FREQUENCY OF PREVENTIVE
MAINTENANCE
The relationship between the rates of degradation, failure,
repair, and preventive maintenance and the expected fre-
quency of preventive maintenance is demonstrated in Table 6
and Figure 8. Making use of the initial parameter bounds,
i.e., the challenging part of the process, is finding the min-
imum value—our need to have lower expenditure and repair
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TABLE 5. The variation in busy periods with respect to various rates.

FIGURE 8. Busy period vs Different rates.

costs—across a range of parameter values by applying the 14-
iteration ABC optimization algorithm with lower and upper
bounds for the four variables, αA, µA, λ , and µ. Given the
available data, the minimum optimized value for the expected
frequency of preventive maintenance is 0.0008. The bounds
for variables are αA ϵ [0.1,0.5], µA ϵ [0.1,0.5], λ ϵ[0.1,0.9],
and µ ϵ[0.1,0.9].

E. PROFIT ANALYSIS
Since profit is the foundation of any industry, all rele-
vant factors and requirements must be taken into account
in order to maximize profit. To satisfy our needs, the
cost of industry work, including maintenance, should be
minimal. By taking the values of C0 =1000 C1 =100

TABLE 6. The variation in expected frequency of preventive maintenance
with respect to various rates.

and C2 =100 with maximum availability, minimum busy
period and minimum expected frequency of preventive
maintenance, i.e., Av(∞) = 0.8410, B(∞) = 0.2051 and
F(∞) = 0.0008,we have.
Profit = Total revenue received – repair man’s costs for

performing preventive maintenance – costs for fixing mal-
functioning units.

Profit Analysis=C0Av(∞) – C1B(∞) – C2F(∞)=820.41

FIGURE 9. Expected frequency of preventive maintenance vs Different
rates.

VI. CONCLUSION
The presented work aims to assess the profit and relia-
bility parameters analysis of a series-parallel mixed con-
figuration system that incorporates both complete and
degraded component failure. This work has used the
Chapman-Kolmogorov differential equations approach and
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the Markov birth process. The Artificial Bee Colony
algorithm has successfully optimized the mathematical
simulation results, achieving the maximum profit value
while meeting all required conditions, as demonstrated in
Tables 3, 4, and 6. Figures 6, 7, 8, and 9 illustrate the impact
of different rates on optimizing reliability parameters, show-
casing the system’s overall performance. Although there is
a wealth of literature on mixed configurations, preventive
maintenance combined with optimization throughABC is not
as widely applied. The study’s conclusions demonstrated the
importance of preventive maintenance in lowering machine
part maintenance costs and boosting machine dependability
and, ultimately, profit.

The application of appropriate preventive maintenance sig-
nificantly impacts the system, according to the study’s overall
findings. It is also evident that the failure and degradation
rates directly contribute to the system’s decreased availability
and profit. Engineers and designers can create a highly reli-
able and profitable system with the ABC algorithm’s results.

The proposed study helps concentrate on preventive main-
tenance to avoid the cost used to maintain the system com-
ponents in future studies, and different algorithms can also
be helpful to assist engineers and designers in implementing
more profitable and low-maintenance systems. In order to
create cost-effective systems, authors can create mathemat-
ical models in the future that will maximize reliability while
minimizing cost. One more factor encouraging the design-
ers to have lower service costs is the study’s application of
preventive maintenance. A meta-heuristic approach can be
used to optimize reliability and other aspects of the system by
developing the model with the help of the reliability function.

ACKNOWLEDGMENT
The authors gratefully acknowledge the funding of the
Deanship of Graduate Studies and Scientific Research,
Jazan University, Saudi Arabia, through Project Number:
GSSRD-24.

REFERENCES

[1] M. N. Gopalan and P. Venkatachalam, ‘‘Availability and reliability of
a 2-unit 2-server system subject to preventive maintenance and repair,’’
RAIRO-Oper. Res., vol. 12, no. 1, pp. 85–92, 1978.

[2] W.-C. Yeh and T.-J. Hsieh, ‘‘Solving reliability redundancy allocation
problems using an artificial bee colony algorithm,’’ Comput. Oper. Res.,
vol. 38, no. 11, pp. 1465–1473, Nov. 2011.

[3] T. K. Sharma, M. Pant, and A. Abraham, ‘‘Dichotomous search in ABC
and its application in parameter estimation of software reliability growth
models,’’ in Proc. 3rd World Congr. Nature Biologically Inspired Comput.,
Oct. 2011, pp. 207–212.

[4] F. Mostofi and M. Safavi, ‘‘Application of ABC algorithm for grid-
independent hybrid hydro/photovoltaic/wind/fuel cell power generation
system considering cost and reliability,’’ Int. J. Renew. Energy Res., vol. 3,
no. 4, pp. 928–940, Jan. 2013.

[5] M. Jain and R. Gupta, ‘‘Optimal replacement policy for a repairable system
with multiple vacations and imperfect fault coverage,’’ Comput. Ind. Eng.,
vol. 66, no. 4, pp. 710–719, Dec. 2013.

[6] H. Garg, M. Rani, and S. P. Sharma, ‘‘An approach for analyzing the
reliability of industrial systems using soft-computing based technique,’’
Expert Syst. Appl., vol. 41, no. 2, pp. 489–501, Feb. 2014.

[7] F. Kang and J. Li, ‘‘Artificial bee colony algorithm optimized support
vector regression for system reliability analysis of slopes,’’ J. Comput. Civil
Eng., vol. 30, no. 3, May 2016.

[8] S. Ghambari and A. Rahati, ‘‘An improved artificial bee colony algorithm
and its application to reliability optimization problems,’’ Appl. Soft Com-
put., vol. 62, pp. 736–767, Jan. 2018.

[9] V. Rykov, O. Kochueva, and M. Farkhadov, ‘‘Preventive maintenance of a
k-out-of-n systemwith applications in subsea pipelinemonitoring,’’ J.Mar.
Sci. Eng., vol. 9, no. 1, p. 85, Jan. 2021.

[10] S. Kumari, S. Singla, and P. Khurana, ‘‘Particle swarm optimization for
constrained cost reliability of rubber plant,’’ Life Cycle Rel. Saf. Eng.,
vol. 11, no. 3, pp. 273–277, Sep. 2022.

[11] M. F. Khan, U. M. Modibbo, N. Ahmad, and I. Ali, ‘‘Nonlinear optimiza-
tion in bi-level selective maintenance allocation problem,’’ J. King Saud
Univ.-Sci., vol. 34, no. 4, Jun. 2022, Art. no. 101933.

[12] M. Musa and I. Yusuf, ‘‘Synthetic reliability modeling and performance
enhancement for multi-unit serial systems: Unveiling insights via gumbel-
hougard family copula approach,’’ Rel., Theory Appl., vol. 18, no. 4,
pp. 964–979, 2023.

[13] F. Han, X. Li, S. Qi, W. Wang, and W. Shi, ‘‘Reliability analysis of wind
turbine subassemblies based on the 3-P Weibull model via an ergodic arti-
ficial bee colony algorithm,’’ Probabilistic Eng. Mech., vol. 73, Jul. 2023,
Art. no. 103476.

[14] S. Singla, S. Rani, U. M. Modibbo, and I. Ali, ‘‘Optimization of system
parameters of 2:3 good serial system using deep learning,’’ Rel., Theory
Appl., vol. 18, no. 4, pp. 670–679, 2023.

[15] S. Singla, D. Mangla, P. Panwar, and S. Z. Taj, ‘‘Reliability optimization of
a degraded system under preventivemaintenance using genetic algorithm,’’
J. Mech. Continua Math. Sci., 2024.

[16] U. M. Modibbo, M. Arshad, O. Abdalghani, and I. Ali, ‘‘Optimization and
estimation in system reliability allocation problem,’’ Rel. Eng. Syst. Saf.,
vol. 212, Aug. 2021, Art. no. 107620.

[17] Y. S. Raghav, Mradula, R. Varshney, U. M. Modibbo, A. A. H. Ahmadini,
and I. Ali, ‘‘Estimation and optimization for system availability under
preventive maintenance,’’ IEEE Access, vol. 10, pp. 94337–94353, 2022.

[18] Y. M. John, A. Sanusi, I. Yusuf, and U. M. Modibbo, ‘‘Reliability analysis
of multi-hardware–software system with failure interaction,’’ J. Comput.
Cogn. Eng., vol. 2, no. 1, pp. 38–46, 2023.

[19] A. Khan, S. Hayat, Y. Zhong, A. Arif, L. Zada, and M. Fang, ‘‘Com-
putational and topological properties of neural networks by means of
graph-theoretic parameters,’’ Alexandria Eng. J., vol. 66, pp. 957–977,
Mar. 2023.

[20] H. Raza, S. Hayat, and X.-F. Pan, ‘‘On the fault-tolerant metric dimension
of certain interconnection networks,’’ J. Appl. Math. Comput., vol. 60,
nos. 1–2, pp. 517–535, Jun. 2019.

[21] S. Hayat, A. Khan, M. Y. H. Malik, M. Imran, and M. K. Siddiqui, ‘‘Fault-
tolerant metric dimension of interconnection networks,’’ IEEE Access,
vol. 8, pp. 145435–145445, 2020.

[22] M. Imran, S. Hayat, andM. Y. H. Mailk, ‘‘On topological indices of certain
interconnection networks,’’ Appl. Math. Comput., vol. 244, pp. 936–951,
Oct. 2014.

[23] S. Hayat and M. Imran, ‘‘Computation of topological indices of certain
networks,’’ Appl. Math. Comput., vol. 240, pp. 213–228, Aug. 2014.

[24] H. M. A. Siddiqui, S. Hayat, A. Khan, M. Imran, A. Razzaq, and
J.-B. Liu, ‘‘Resolvability and fault-tolerant resolvability structures of con-
vex polytopes,’’ Theor. Comput. Sci., vol. 796, pp. 114–128, Dec. 2019.

ABDULLAH ALI H. AHMADINI received the
M.S. degree in mathematics (probability and
statistics option) from the University of Mas-
sachusetts, Lowell, MA, USA, in 2015, and
the Ph.D. degree in mathematical statistics from
Durham University, Durham, U.K., in 2019. He is
currently a Professor with the Department of
Mathematics, Faculty of Science, Jazan Univer-
sity, Saudi Arabia. He has ten years of teach-
ing experience. He has published more than

15 research articles in different international journals. His main research
interests include imprecise statistical methods, reliability, accelerated life
testing, operation research, optimization, applied statistics, andmathematics.

VOLUME 12, 2024 85201



A. A. H. Ahmadini et al.: Reliability Assessment and Profit Optimization

SHAKUNTLA SINGLA received the Ph.D. degree
from Thapar University, Punjab, India.

She is currently an Associate Professor with
MMDU Mullana, Ambala, India. She has pub-
lished 37 national and international articles.
She has teaching experience of 22 years. Her
research interests include reliability theory, oper-
ation research, and optimization tools.

DIKSHA MANGLA received the M.Sc. degree
in pure mathematics from Kurukshetra Univer-
sity, Kurukshetra, Haryana, India, in 2017. She is
currently pursuing the Ph.D. degree with MMDU
Mullana, Ambala, India.

Her research interests include reliability theory
and optimization based on industrial areas with
optimization tools.

UMAR MUHAMMAD MODIBBO received the
Bachelor of Technology (B.Tech.) and Master
of Technology (M.Tech.) degrees in operations
research from the Federal University of Tech-
nology, Yola, Nigeria (Now Modibbo Adama
University), in 2010 and 2016, respectively, and
the Ph.D. degree in operations research from
Aligarh Muslim University, Aligarh, India, spe-
cializing in applied mathematical programming
and computing.

He is currently a Lecturer with Modibbo Adama University. He has
nine years of experience in teaching, research, and community services.
He has published more than 40 research articles in journals of national and
international repute and attended many conferences and workshops in his
domain area. His research interests include mathematical programming and
its applications, reliability optimization, fuzzy programming, multi-objective
optimization, inventory and supply chain management, soft computing, and
sustainable development goals.

Dr. Modibbo is a fellow and the President of the Operations Research
Institute for Decision Sciences and Analytics of Nigeria (ORIDSAN),
a Lifetime Member of African Federation of Operations Research Societies
(AFROS) and the International Federation of Operational Research Societies
(IFORS), and a member of the International Group on Reliability (Gnedenko
e-Forum). He is an Editorial Board Member of several journals and a
Reviewer of many journals, including IEEEACCESS. He was a recipient of the
University Grant to studyM.Sc. Operations Research, in 2014; Nigerian Ter-
tiary Education Trust Fund (TETFund) to study Ph.D. Operations Research,
in 2018; and the Young Researcher Award and Research Excellence Award
from the Institute of Scholars (InSc), India, in 2020.

SHILPA RANI received the M.Sc. degree in
mathematics from Maharshi Dayanand University
Rohtak, India, in 2013. She is currently pursuing
the Ph.D. degree with MMDU Mullana, Ambala,
India.

She has teaching experience of seven years. Her
research interests include reliability theory and
optimization based on industrial areas.

85202 VOLUME 12, 2024


