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ABSTRACT In this paper, an intelligent reflecting surface (IRS)-assisted integrated sensing and
communication (ISAC) system is considered, where the ISAC base station (BS) serves the communication
user equipments (UEs) and tracks sensing targets simultaneously. Unfortunately, it is challenging to obtain
the perfect channel state information (CSI) of user equipments (UEs)-related links and target directions
in practice. To address the imperfection, we investigate the robust beamforming design under the statistical
CSI and bounded target direction uncertainty models.With these considerations, we formulate a Cramér-Rao
bound (CRB) of sensing targets minimization problem, subject to the signal-to-interference-plus-noise ratio
(SINR) outage probability constraint, the maximum transmit power limits and the unit-modulus constraint of
each IRS element. In order to solve this non-convex problem, we formulate the robust beamforming design
as a bi-level optimization (BLO) problem and then apply the double-loop deep unfolding (DU) approach
to solve this problem. Specifically, we formulate the problem into a primal-dual problem by integrating the
SINR outage probability constraint into the objective function which is further approximated by using the
worst-case SINR. The projection method and Riemannian manifold optimization method are used to deal
with the maximum transmit power constraint and the unit-modulus constraint, respectively. Therefore, the
problem can be reformulated as the bi-level optimization (BLO) problem. The lower level (LL) problems
aim to find the worst-case CSI and angle of sensing targets. The upper level (UL) problem is the primal-dual
problem solved by beamforming design and the Lagrange multipliers optimization with the certain CSI and
angle. Then, we apply double-loop DU neural network which unfolds the iterative gradient descent into
multi-layer structure, and each layer consists of UL loop and LL loop. In addition, the trainable step sizes
and offset parameters are introduced as the network parameters, and the network ultimately outputs optimal
optimization variables. Simulation results demonstrate the effectiveness of the proposed robust beamforming
design algorithm.

INDEX TERMS Integrated sensing and communication system, intelligent reflecting surface, robust
beamforming, bi-level optimization, deep unfolding, worst-case CRB, SINR outage probability.

I. INTRODUCTION
Integrated sensing and communication (ISAC) system which
combines the capabilities of communication and sensing
within a unified system, holds significant potential in utilizing
space-time-frequency resources and has attracted much
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attention from various areas [1]. Nevertheless, the perfor-
mance of system remains confined by the limited degrees
of freedom, such as the uncontrollable electromagnetic
waves propagation. To tackle this issue in ISAC system, the
intelligent reflecting surfaces (IRS) has been proposed to
enhance the communication and sensing performance [2].
IRS consists of a large number of passive and low-cost
reflection elements [3], and the electromagnetic response
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of each reflection element can be tuned by adjusting the
phase shift and amplitude [4]. During this process, the
IRS consumes no extra power consumption and spectrum
resources [5], [6].

Several studies have investigated the performance of IRS-
assisted ISAC systems. In [7], the authors aimed to minimize
the Cramér-Rao bound (CRB) which provides the lower
bound for the variance of any unbiased estimators, subjecting
to signal-to-interference-plus-noise ratio (SINR) constraints
for the user equipments (UEs) and maximum transmit power.
Reference [8] focused on minimizing the transmit power at
the ISAC BS subjected to the minimum SINR requirements
for both UEs and targets as well as the design of a cross-
correlation pattern. Note that the above literature assumes
perfect channel state information (CSI) and directions of the
sensing targets, which is hard to acquire actually. Therefore,
it is necessary to enhance the robustness of beamforming
design for the IRS-assisted ISAC system with imperfect CSI
and direction of sensing targets [9].
In order to tackle the robust beamforming design, [5]

proposed to utilize S-procedure and Conditional value-
at-risk (CVaR) based robust transformation approaches,
which make the formulated infinite constraint problems
become feasible, then introduced an alternate optimization
framework that includes successive convex approximation
(SCA)-based methods for beamforming design. In [9], the
authors utilized the semidefinite relaxation technique and
Bernstein-type inequality to transform the problem into
a tractable one. Despite showing excellent performance
in the robust beamforming design for ISAC system, the
primary limit of these iterative algorithms is their high
computational complexity which posed a challenge for the
real-time implementation [10].
To reduce the complexity, the deep learning (DL) methods

have been widely applied for solving beamforming problem.
These data driven DLmethods learn the mapping relationship
between the input and the output through the training process
in offlinemode and find solutions with trained neural network
in the testing stage [11]. The appeal of these approaches
is that they can learn any structure of the network through
data and make no presumptions on the forward mapping.
Therefore, the complexity and real-time requirements are
predetermined by the network architecture, which can be sat-
isfied by implementing on a standardized hardware platforms
dedicated to DL processing [12]. Regretfully, the data-driven
methods are black-box lacking explanation, which results in
poor interpretability and weak generalization [13].
Fortunately, the deep unfolding (DU) algorithm is pro-

posed by combining the data-driven approach with the
model-driven approach, which naturally incorporates expert
knowledge and map the original iterative algorithm into
trainable layers [14]. In contrast to black-box DL algo-
rithms, the step sizes of iterative algorithm are transferred
into the network parameters, which can be trained using
backpropagation [15]. Therefore, the trained neural network

can be interpreted as a parameter-optimized method, which
effectively addresses the lack of interpretability. In addition,
compared with iterative method, the DU algorithm utilized
deep neural network to accelerate convergence, while also
maintaining performance [16]. Then, the DU approach in [17]
unfolded the gradient descent(GD) into multi-layer structure
and introduce trainable step sizes and bias parameters, which
dramatically decreases the number of trainable parameters.

The DU method is widely applied in the robust beam-
forming design problem, [18] proposed a DU framework
for optimizing the robust beamforming matrix under CSI
uncertainty model for multi-user multiple-input multiple-
output (MU-MIMO). In [19], the authors leveraged past
CSI to enable rapidly, robustly, and interpretability hybrid
beamforming design, then unfolded an iterative optimizer
for maximizing the minimum data rates under the bounded
CSI uncertainty model. The above literature shows excellent
performance for robust beamforming design, which inspires
us to employ the DU method in our system.

In this paper, we investigate the robust beamforming design
for IRS-assisted ISAC system considering the bounded
angle uncertainty of sensing targets and statistical CSI
uncertainty related to UEs. We formulate a problem aiming
to minimize the CRB of sensing targets under SINR outage
probability constraint for each UE, the maximum transmit
power constraint and the unit-modulus constraint of each
IRS reflecting element. However, the problem is non-convex
and challenging to solve because of the highly coupled
optimization variables and non-linear objective function and
constraints. To solve this non-convex problem, we first
reformulate the problem into a primal-dual problem by
integrating the SINR outage probability constraint into the
objective function and approximate SINR outage probability
term under statistical CSI uncertainty model by using the
worst-case SINR under bounded CSI uncertainty model.
Thus, the problem can be viewed as a BLO problem which
involves two nested levels (upper level (UL) and lower level
(LL)). The UL problem is the primal-dual optimization by
optimizing the active beamforming at the ISAC BS and
the passive beamforming at the IRS, while LL problems
aim to obtain the worst-case uncertainty terms. Then the
double-loop DUmethod is applied to solve this BLO problem
by unfolding the iterative double-loop GD into a multi-layer
structure. In addition, we obtain the worst-case uncertainty
terms in the LL loop and then use them for beamforming
design and Lagrangian multipliers optimization in the UL
loop.

II. SYSTEM MODEL AND PROBLEM FORMULATION
As depicted in Fig. 1, an IRS-assisted ISAC system is
considered where an ISAC BS equipped with Nt transmit
antennas serves K single-antenna UEs indexed by k ∈

{1, · · · ,K } and detects Q sensing targets indexed by q ∈

{1, · · · ,Q} simultaneously, while equipped with Nr receive
antennas receives echo signals reflected within a scanning
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FIGURE 1. System model of IRS-assisted ISAC system.

period T indexed by t ∈ {1, · · · ,T }.Wemake the assumption
that Nt = Nr = N in the subsequent analysis [8]. The
IRS with M reflecting elements indexed by m ∈ {1, · · · ,M}

is deployed to further improve communication and sensing
performance.

We consider the transmit signal is jointly precoded by
communication and sensing waveform. Let x(t) denote the
transmit signal at the time slot t ,

x(t) =

K∑
k=1

ωkck (t) +

N∑
j=1

υ jsj(t), (1)

where ck (t) and sj(t) are the transmit signals for communi-
cation UE k and sensing target at time slot t , respectively.
ωk ∈ CN×1 and υ j ∈ CN×1 denote the communication
and sensing beamforming vectors, respectively. Additionally,
we assume E{c(t)sH (t)} = 0K×N , E{c(t)cH (t)} = IK and
E{s(t)sH (t)} = IN , where c(t) = [c1(t), · · · , cK (t)]T ∈

CK×1 and s(t) = [s1(t), · · · , sN (t)]T ∈ CN×1.
In addition, we consider the channel coherence time is

greater than T so that the CSI remains stable within a
scanning period T . Let gBk ∈ CN×1, gIk ∈ CM×1 and F ∈

CM×N denote the complex channel of BS-UE k , IRS-UE k
and BS-IRS links in the downlink transmission, respectively.
The passive beamforming matrix of the IRS is represented
by 9 = diag(ϑ) ∈ CM×M with ϑ = [ϑ1, · · · , ϑM ],
where diag(·) denotes the diagonalization operation [20].
The m-th IRS reflection element satisfies the unit-modulus
constraint, i.e., |ϑm| = 1 [21]. Since the ISAC BS and IRS
are fixed in this system, thus, the perfect CSI of BS-IRS link
is assumed to be available [22]. However, obtaining perfect
CSI of UE-related channel is typically challenging because
of the mobility of UEs and unavoidable channel estimation
error [5], [9]. In fact, we can only capture the partial
distributional information of gBk and gIk . We model the CSI
uncertainty terms gBk and gIk by a statistical uncertainty
model [5], i.e.,

gBk = ĝBk +1gBk , gIk = ĝIk +1gIk , (2)

where ĝBk and ĝIk are the corresponding estimated channel.
1gBk ∼ CN (0, 6Bk ) and 1gIk ∼ CN (0, 6Ik ) are
the uncertainty terms following the independent circularly
symmetric complex Gaussian (CSCG) distribution, where

6Bk ∈ CN×N and 6Ik ∈ CM×M are positive semidefinite
covariance matrices of 1gBk and 1gIk , respectively. Then,
we define the combined channel from the BS to UE k as

hHk = ĥHk +1hHk = (ĝHBk + ĝHIk9F) + (1gHBk +1gHIk9F),

(3)

where the combined CSI uncertainty term 1hk = 6
1
2
k ek ∼

CN (0, 6k ) also follows the CSCG distribution. 6k =

6Bk + 9FFH9H6Ik and ek ∼ CN (0, I ). In the following,
we exploit the combined channel statistical error model for
analysis.

Based on the above assumption, the received signal by the
UE k at the time slot t is

yk (t) = hHk ωkck (t) +

K∑
j̸=k

hHk ωjcj(t) +

N∑
j=1

hHk υ jsj(t) + nk (t),

(4)

where nk (t) ∼ CN (0, σ 2) is the addictive white Gaussian
noise (AWGN) at the UE k . The second term and the third
term in (4) stand for the interference from other UEs and
sensing targets, respectively. The SINR ofUE k is represented
as

γk (W, 9, {1hk}) =
|hHk ωk |

2

K∑
j̸=k

|hHk ωj|2 +

N∑
j=1

|hHk υ j|2 + σ 2

, (5)

where W = [ω1, · · · ,ωK ,υ1, . . . ,υN ] ∈ CN×(K+N ) is the
active beamforming matrix at the ISAC BS.

In the occasion of statistical CSI error 1hk , it is
difficult to jointly design active and passive beamforming to
guarantee a minimum SINR requirement all the time [23].
To accommodate imperfect CSI knowledge, the SINR outage
probability is viewed as the communication performance
metric [24]. The SINR outage probability refers to the
probability that the system will be interrupted when the
instantaneous SINR of UE k is lower than a minimum SINR
requirement γc, represented as

Pr1hk {γk (W, 9, {1hk}) ≤ γc}, (6)

where Pr1hk {·} calculates the probability of input under
statistical CSI error 1hk .

For sensing targets, a fundamental aim is to estimate the
directions of the targets, and we assume the direction of
arrival (DoA) and the direction of departure (DoD) are the
same. However, because of the inevitable estimation errors,
the mobility of the sensing targets and so on, the directions
of sensing targets can not be acquired accurately in practice,
similar to [25] and [26], a bounded uncertainty model is
adopted for depicting the angle imperfection at the q-th target,
i.e.,

ψq = ψ̂q +1ψq, (7)

where ψ̂q is the estimated angle of sensing target related to the
ISAC BS and the angle uncertainty term satisfies |1ψq| ≤ dq
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where dq represents the maximum threshold of the bounded
angle error.

The received echo signal at the ISAC BS comes from
four parts, BS-targets-BS, BS-IRS-BS, BS-IRS-targets-BS
and BS-targets-IRS-BS links. However, the echo signals
from latter two links are highly attenuated due to three-
hop transmissions [8], which has little impact on the system
performance. Therefore, we only consider echo signals from
the former two links and the received echo signal at the ISAC
BS is

Y =

Q∑
q=1

ζqa(ψq)aH (ψq)X + FH9FX + Nr , (8)

where ζq is the complex reflection coefficient of the q-th
target. a(ψq) = [1, e−j2πδ sin(ψq), · · · , e−j2πδ(N−1) sin(ψq)]T ∈

CN×1 stands for the steering vector at imperfection direction
ψq with the normalized antenna spacing δ. We define Aq =

a(ψq)aH (ψq). X = [x(1), · · · , x(T )] ∈ CN×T is the transmit
signal over the scanning period T . The sample covariance
matrix of X is RX =

1
T XX

H
≈ WWH , where the scanning

period T is large enough to approximate accurately. Nr ∼

CN (0, σ 2
s IN ) is the AWGN at the ISAC BS and σ 2

s denotes
the corresponding noise power. Additionally, we make the
assumption that the echo signal from the BS-IRS-BS link
can be extracted from the received signal via self-interference
cancellation (SIC) techniques [27]. However, owing to the
demodulation errors or imperfect SIC, there still exists
residual interference modeled as Nζ ∼ CN (0, σ 2

ζ INt ).
We focus on the angle estimation of sensing tar-

gets, i.e., estimating the observed parameters ψ =

[ψ1, ψ2, · · · , ψQ]T . By defining ψ̃ = [ψ̃1, ψ̃2, · · · , ψ̃Q]
T
as

the estimated value of ψ . We denote the covariance matrix of
estimation errors by

var(ψ) = E[[ψ̃ − ψ][ψ̃ − ψ]T ]. (9)

In order to provide the unbiased estimation on the directions
of the targets, the CRB is introduced to offer a lower bound
of the estimation accuracy [28]. The multiple-parameter CRB
states that

var(ψ) ≥ C(ψ). (10)

The CRB for target q is the diagonal element of the CRB
matrix [29], i.e.,

Cq = [C(ψ)]qq = [F−1]qq, (11)

where F is the Fisher information matrix (FIM). The CRB
matrix is the inverse matrix of the FIM [30]. The element in
the q-th row and q-th column of F is [31]

[F]qq =
2T

∣∣ζq∣∣2(
σ 2
s + σ 2

ζ

)Tr(ȦH
q ȦqRX), (12)

where Ȧq =
∂Aq
∂ψq

= ȧ(ψq)aT (ψq) + a(ψq)ȧT (ψq) with

ȧ(ψq) = [0, j2πδa2 cos(ψq), · · · , j2πδaNt cos(ψq)]
T , (13)

where ai denotes the i-th entry of a(ψq). The CRB of ψq with
other targets’ directions given is represented as [32]

Cq(W, {1ψq}) =
(σ 2
s + σ 2

ζ )

2T
∣∣ζq∣∣2 (Tr(ȦH

q ȦqRX ))
−1
. (14)

In the occasion of bounded error 1ψq, it is difficult to
design active beamforming W to guarantee the CRB of
sensing targets. The worst-case CRB of target q is viewed
as the sensing performance metric for robust beamforming
design, which can be represented as

Cw
q (W, {1ψ

w
q }) = max

|1ψq|≤dq
Cq(W, {1ψq}). (15)

In addition, the sum of worst-case CRBs for all sens-
ing targets in our system is defined as CRBwsum =
Q∑
q=1

Cw
q (W, {1ψ

w
q }).

According to the above analysis, we formulate the sum
of worst-case CRBs for all sensing targets minimization
problem by jointly optimizing the active beamforming matrix
W and the passive beamforming matrix 9,

P⋆ :min
W,9

Q∑
q=1

max
|1ψq|≤dq

Cq(W, {1ψq}) (16a)

s.t. Pr1hk {γk ≤ γc} ≤ ρk , (16b)

∥W∥
2
F ≤ Pmax, (16c)

|ϑm| = 1, (16d)

where Pmax is the maximum transmit power of the ISAC
BS. ∥W∥F represents the Frobenius norm of W. Here, the
min-max objective function (16a) aims to minimize the sum
of the worst-case CRBs of sensing targets under bounded
angle uncertainty model. The SINR outage probability
constraint (16b) denotes the SINR outage probability of
each UE k is not supposed to exceed ρk . Constraint (16c)
demonstrates the maximum transmit power requirements of
the ISAC BS. Constraint (16d) limits each reflection element
ϑm of the IRS to be unit-modulus.
However, the reasons why the problem is non-convex and

difficult to solve lie in 1) the bounded angle uncertainty set
in the objective function, 2) the non-convex SINR outage
constraint caused by the statistical CSI error model, 3) highly
coupled of active beamforming and passive beamforming,
4) the unit-modulus constraints of IRS reflection element.
To solve this problem, we will outline our method for
addressing the aforementioned challenging presented by
problem P⋆ in the next section.

III. JOINT ROBUST ACTIVE AND PASSIVE BEAMFORMING
DESIGN ALGORITHM
In this section, we transform the joint robust active and
passive beamforming design problem into a BLO problem
and apply a double-loop DU based on double-loop GD
method for solving the BLO problem.
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A. Bi-LEVEL OPTIMIZATION PROBLEM REFORMULATION
Solving the problemP⋆ requires jointly optimizing optimiza-
tion variables over a series of constraints. These can be dealt
with partly by integrating the probability constraint into the
objection function using the Lagrange multipliers [33]. The
Lagrangian function L can be represented as

L (W,9,λ) =

Q∑
q=1

Cq(W, {1ψq})

+

K∑
k=1

λk (Pr1hk {γk (W, 9, {1hk})

≤ γc} − ρk ), (17)

where λk is the non-negative Lagrange multiplier which
is related to the constraint (16b) and we define λ =

[λ1, · · · , λK ]. The Lagrangian function can be viewed as an
average of objective value and constraint value weighted by
their respective multipliers.

Then, we introduce the dual function as the minimum
Lagrangian value attained over all optimization variables,
given as [34]

D (λ) = min
W,9

L (W,9,λ) . (18)

It is easy to verify that we have D (λ) ≤ P∗ for any choice
of λ ≥ 0. Therefore, we need to find out λ that make D (λ)
as large as possible.

Then the primal-dual problem can be formulated as

2P2⋆ :max
λ≥0

min
W,9

L (W,9,λ) (19a)

s.t. (16c), (16d). (19b)

However, the Lagrangian function L (W,9,λ) consists
of the SINR outage probability term based on the CSI
statistical uncertainty1hk , which does not have a close-form
expression. To overcome this issue, inspired by the Lemma 1
in [35], the outage probability could be approximated
by exploiting the worst-case deterministic function which
specifies the ball radius is related to the requirements of the
maximum tolerable outage probability.

In our model, the CSI uncertainty follows 1hk =

6
1/2
k ek ∼ CN (0, 6k ). Therefore, the probalbility that 1hk

is located in the region of a 2N -dimensional ellipsoid with
R = {1hk : ∥ek∥2 ≤ µ2

k} is given by [36]

Pr(1hk ∈ R) = 1 − ρk , (20)

where µk =

√
8−1
χ2
2N
(1 − ρk )/2 is the ball radius and 8−1

χ2
2N

is the inverse cumulative distribution function of the (central)
Chi-square random variable with 2N degrees of freedom [37].
Through the above-mentioned discussion, the following

implication holds:

γk (W, 9, {1hk}) ≥ γc for all ∥ek∥ ≤ µk

⇒ Pr1hk {γk (W, 9, {1hk}) ≥ γc} ≥ 1 − ρk . (21)

The equation (21) suggests that the SINR outage probability
under statistical uncertainty model can be approximately
in a conservative fashion by the worst-case deterministic
SINR under the bounded uncertainty model [35], [38]. Thus,
we express the worst-case SINR as

γ wk (W, 9, {1hwk }) = min
∥ek∥≤dk

γk (W, 9, {1hk}). (22)

Therefore, the Lagrangian function can be rewritten as

L2 (W,9,λ)

=

Q∑
q=1

Cw
q (W, {1ψ

w
q })

+

K∑
k=1

λk (γ wk (W, 9, {1hwk }) − γc), (23)

where

{1ψw
q } = argmax

{1ψq}

Cq(W, {1ψq}), (24a)

{1hwk } = argmin
{1hk }

γk (W, 9, {1hk}). (24b)

In the following, we abbreviate Cq ≜ Cq(W, {1ψq}) and
γk ≜ γk (W, 9, {1hk}).

Thus, this robust beamforming design problem is trans-
formed into a BLO problem. The LL problems aim to find the
worst-case uncertainty terms {1ψw

q ,1hwk }, so that we obtain
actual angle and combined channel knowledge, given as

ψw
q = ψ̂q +1ψw

q , hwk = ĥk +1hwk . (25)

Then, the UL problem can be regarded as a problem to be
solved under certain angle and CSI information {ψw

q ,h
w
k } to

obtain optimal active beamforming matrix W⋆ and passive
beamforming matrix 9⋆.

B. THE Bi-LEVEL OPTIMIZATION BASED ON GRADIENT
DESCENT METHOD
In the following, we present the double-loop GD approach
for the robust beamforming design. Firstly, this approach
consists of double iterative loops, I iterations of UL loop
indexed by i = {1, · · · , I } shows the number of GD
steps implemented on the UL problem over the optimization
variables and Lagrange multipliers. J iterations of LL loop
indexed by j = {1, · · · , J} shows the GD steps in terms
of the uncertainty terms and worst-case function of the LL
problems. Secondly, the GD performed on L2 of UL loop
relies on the {1ψw

q ,1hwk } which is obtained by multiple
iterations of LL loop. Finally, the number of iterations of LL
loop should be chosen appropriately to balance the accuracy
and complexity.

Specifically, we first perform update expressions of LL
variables at the j-th iteration of LL loop in the i-th iteration of
UL loop, which can be written as

1ψ (i,j+1)
q = 1ψ (i,j)

q + τ1∇1ψqCq, (26a)

1h(i,j+1)
k = 1h(i,j)k − τ2∇1hkγk , (26b)
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where τ1 and τ2 are the step sizes. Then, the projection
operations P(1ψq) and P(1hk ) are adopted to tackle the
bounded constraints of uncertainty terms, given as

2P(1ψq) =

1ψq, if |1ψq| ≤ dq,
1ψq

|1ψq|
dq, otherwise,

(27a)

P(1hk ) =

1hk , if ∥ek∥ ≤ µk ,
µk

∥ek∥
1hk , otherwise

(27b)

After the J iterations of LL loop finished, the network outputs
the worst-case uncertainty terms {1ψ

(i,J )
q ,1h(i,J )k }. Then we

obtain certain angle and CSI {ψ̂q + 1ψ
(i,J )
q , ĥk + 1h(i,J )k }

for updating the optimization variables and Lagrangian
multiplies in the i-th iteration of UL loop.

In the i-th iteration of UL loop, the update of dual-function
beamforming matrixW can be represented as

W(i+1)
= W(i)

− τ3∇W(i)L2

(
W(i),9(i),λ(i)

)
, (28)

where τ3 is the step size. The projection operation P(W) is
utilized to meet maximum transmit power limit (16c), i.e.,

P(W) =

W, if ∥W∥
2
F ≤ Pmax,

W
∥W∥F

√
Pmax, otherwise.

(29)

For updating the passive beamforming matrix of the
IRS, we propose to exploit manifold optimization algorithm
which can eliminate the unit-modulus constraint (16d) on
the product Riemannian manifold. Specifically, denoteM =

{ϑ ∈ CM×1
: |ϑm| = 1} as the feasible region of the problem

D, and ϑ̃ is a point onM. The tangent space of ϑ̃ denoted as
T
ϑ̃
M is given as

T
ϑ̃
M = {z ∈ CM×1

: Re{z ⊙ ϑ̃
∗
} = 0}, (30)

where ⊙ represents the Hadamard product and ϑ̃
∗
stands for

the conjugate of ϑ̃ . Then, we exploit Riemannian gradient
which can be acquired by projecting the Euclidean gradient,
given as

grad
ϑ̃
L2(W(i+1),9(i),λ(i)) =∇

ϑ̃
L2−Re{∇

ϑ̃
L2 ⊙ ϑ̃

∗
} ⊙ ϑ̃,

(31)

where ∇
ϑ̃
L2(W(i+1),9(i),λ(i)) is the Euclidean gradient of

the L2 with respect to ϑ̃ . According to Riemannian steepest
descent algorithm, ϑ is iteratively updated by

ϑ (i+1)
= Rϑ (i) (−τ4 · grad

ϑ̃
L2(W(i+1),9(i),λ(i))

=
ϑ (i)

− τ4 · grad
ϑ̃
L2(W(i+1),9(i),λ(i))

|ϑ (i)
− τ4 · grad

ϑ̃
L2(W(i+1),9(i),λ(i))|

, (32)

whereRϑ (i) is the retraction operation and τ4 is the step size.
Then9(i+1)

= diag(ϑ (i+1)) to form a diagonalization passive
beamforming matrix.

The Lagrange multipliers are updated by maximizing the
Lagrangian dual function given as

λ(i+1)
= [λ(i) + τ5∇λL2(W(i+1),9(i+1),λ(i))]+, (33)

where τ5 is the step sizes and [a]+ = max{0, a} guarantees
the non-negative characteristic of the Lagrange multipliers.

Based on the above analysis, the complete procedure is
shown in Algorithm 1. However, the robust beamforming
design based on a double-loop GD approach largely relies on
the step sizes which is hard to set appropriately. An unsuitable
step sizes could lead to a large number of iterations for
convergence [17]. To overcome this difficulty, we propose
a double-loop DU method for solving robust beamforming
design implementing the trainable step sizes. In addition,
the trainable offset parameters are introduced to increase the
degrees of freedom [39].

Algorithm 1 The Robust Beamforming Design Based on a
Double-Loop GD Approach
Input: Input the estimated channel sample and angle

information. Initialize the {W,9,λ} and {1ψq,1hk}.
Set the number of iteration I and J and the step size
{τ1, τ2, τ3, τ4, τ5}.

1: for i = 1, · · · , I do
2: for j = 1, · · · , J do
3: 1ψ

(i,j+1)
q = P(1ψ (i,j)

q + τ1∇1ψqCq).
4: 1h(i,j+1)

k = P(1h(i,j)k − τ2∇1hkγk ).
5: Obtain certain angle and CSI {ψ̂q + 1ψ

(i,J )
q , ĥk +

1h(i,J )k }.
6: W(i+1)

= P(W(i)
− τ3∇WL2(W(i),9(i),λ(i)).

7: ϑ (i+1)
= Rϑ (i) (−τ4 · grad

ϑ̃
L2(W(i+1),9(i),λ(i)).

8: 9(i+1)
= diag(ϑ (i+1)).

9: λ(i+1)
= [λ(i) + τ5∇λL2(W(i+1),9(i+1),λ(i))]+.

Output: The objective function and optimal optimization
variables.

C. THE Bi-LEVEL OPTIMIZATION BASED ON DEEP
UNFOLDING METHOD
In this subsection, the robust beamforming design based
on a double-loop DU neural network where the trainable
step sizes are exploited to accelerate the convergence while
maintaining the performance. Specifically, we unfold the
hyperparameters of an iterative optimizer with multi-layer
and tune them through network training, which transforms
the GD into a trainable model [19]. To further enhance the
degrees of freedom of the neural network, trainable bias
parameters are introduced. The architecture of the proposed
algorithm is shown in Fig. 2. In the following, the forward
propagation (FP) and back propagation (BP) stage of the
proposed algorithm are elaborated carefully.

In the FP stage, we exploit the DU approach as the
optimizer with I iterations, we omit the iteration index
i = {1, . . . , I } for simplicity in this stage and abbreviate
L2(W,9,λ) ≜ L2. Each iteration consists of U layers of
UL loop indexed by u ∈ {1, . . . ,U}, and L layers of LL
loop indexed by l ∈ {1, . . . ,L} should be implemented firstly
at each layer of UL loop. Specifically, the angle and CSI
uncertainty term {1ψq,1hk} can be updated via maximizing
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FIGURE 2. The neural network architecture of our proposed algorithm. X = {W,9,λ}. The update expressions indicated by the
WW(u) ,W9(u) ,Wλ(u) corresponding to (35a), (35b) and (33), respectively.

the Cq and minimizing the γk , the update expressions at the
l-th layer of LL loop in the u-th layer of UL loop are given as

1ψ (u,l+1)
q = P(1ψ (u,l)

q + α
(u,l)
1ψq

· ∇1ψqCq + β
(u,l)
1ψq

), (34a)

1h(u,l+1)
k = P(1h(u,l)k − α

(u,l)
1hk

⊙ ∇1hkγk + β
(u,l)
1hk

), (34b)

where {α
(u,l)
1ψq

,α
(u,l)
1hk

} are trainable step sizes to replace the

step sizes {τ1, τ2} in (26), and {β
(u,l)
1ψq

,β
(u,l)
1hk

} are trainable bias
parameters. After the L layers of LL loop update finished,
we obtain worst-case uncertainty terms 1ψ (u,L)

q and 1h(u,L)k
for the u-th layer of UL updates. The update expressions of
{W,9,λ} at the u-th layer of UL loop are given by

W(u+1)
= P(W(u)

− α
(u)
W ⊙ ∇W(u)L2 + β

(u)
W ), (35a)

9(u+1)
= diag(Rϑ (u) (−α(u)ϑ ⊙ gradL2 + β

(u)
ϑ )), (35b)

λ(u+1)
= [λ(u) + α

(u)
λ ⊙ ∇λ(u)L2 + β

(u)
λ ]+, (35c)

where {α
(u)
W , α(u)9 ,α

(u)
λ } and {β

(u)
W ,β

(u)
9 ,β

(u)
λ } are the trainable

step sizes and bias parameters for their corresponding
variables.

In the BP stage, the network continuously adjusts the
trainable network parameters by minimizing the loss function
L2. We obtain XU

= {W(U ),9(U ),λ(U )
} at last layer of UL

loop for computing the loss function L2. Then, the Adam
optimizer is implemented to update the trainable parameters,
thus the update of the trainable step sizes and bias parameters
of ψq at the i-th iteration are given by

α
(i+1,u,l)
1ψq

= α
(i,u,l)
1ψq

+ ζ i1 · Adam(∇α1ψqL2), (36a)

β
(i+1,u,l)
1ψq

= β
(i,u,l)
1ψq

+ ζ i2 · Adam(∇β1ψqL2), (36b)

Algorithm 2 The Robust Beamforming Based on a
Double-Loop DU Neural Network
Input: Input the estimated channel sample and angle infor-

mation. Initialize the {W,9,λ} and {1ψq,1hk}. Set
the number of layer U ,L, the Iteration number I , batch
size B and the learning rates ζ1 and ζ2 of the network
parameters.

1: repeat
2: for b = 1, · · · ,B do
3: for u = 1, · · · ,U do
4: for l = 1, · · · ,L do
5: Update 1ψ (u,l)

q and 1h(u,l)k according to (34).
6: Obtain certain angle and CSI {ψ̂q+1ψ

(u,L)
q , ĥk+

1h(u,L)k }.
7: Update {W(u+1),9(u+1),λ(u+1)

} according
to (35).

8: Calculate average gradient in a batch.
9: Update the network parameters via (36).
10: Update the iteration number : i = i+1.
11: until the algorithm meets convergence.
Output: The objective function and the optimal optimiza-

tion variables.

where ζ i1 and ζ
i
2 denote the learning rates in the i-th iteration.

Other trainable step sizes and bias parameters are updated as
the same way.

The proposed beamforming design algorithm based
on a double-loop DU neural network is summarized in
Algorithm 2.

D. COMPLEXITY ANALYSIS
From the perspective of computation complexity, the
proposed double-loop DU method in the testing stage
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FIGURE 3. Simulation setup for the IRS-assisted ISAC system.

is O
(
US(KN + N 2

+M + (1 + KN )L)
)
, where S is the

size of testing stage. The double-loop GD method is
O

(
IS(KN + N 2

+M + (1 + KN )J )
)
. In fact, for a compa-

rable level of performance, we find U ≪ I and J = L,
whichmeans that the double-loopDUnetwork can effectively
reduce the computational complexity compared to its iterative
double-loop GD counterpart.

IV. NUMERICAL RESULTS
In this section, numerical results are provided to verify
the effectiveness of our proposed robust beamforming
design based on a double-loop DU neural network for the
IRS-assisted ISAC system.

A three-dimensional coordinate setup is considered, which
is shown in Fig.3. The ISAC BS equipped with N =

8 antennas is located at (0, 0, 3.5) m, the IRS with M =

40 reflecting elements is deployed at (50, 0, 3.5) m, and
K = 4 UEs are uniformly and randomly distributed in a
circle centered at (50, 0, 1) m with a radius 2 m. For large-
scale fading, the distance-dependent path loss is modeled by
P = 10−3(d)−α , where d is the distance between two devices
and the path loss exponents αBS-IRS, αBS-UE, and αIRS-UE
are 3.6, 2.2 and 2.2, respectively. For small-scale fading,
ĝBk follows Rayleigh fading, while ĝIk and F follow Rician
fading, where the Rician factor κ = 5dB [8]. We model the
covariance matrices of channel uncertain terms as 6Bk =

δ2∥ĝBk∥2IN and 6Ik = δ2∥ĝIk∥2IM where δ2 = 0.075 is
used to indicate the relative amount of channel uncertainty.
In addition, we consider L = 3 targets at the estimated
directions of [−45◦, 0◦, 45◦] with respect to ISAC BS and
maximum angle uncertainty dq = 4◦. The sensing SNR is
defined as γs = |ζq|

2TPmax/(σ 2
s + σ 2

ζ ). Unless otherwise
specified, we set σ 2

= −80dBm, Pmax = 30dBm, γc = 0 dB,
γs = −5dB and ρk = 0.05.
We compare our proposed scheme with several benchmark

schemes, 1) Sensing only scheme [40]: The BS only serves
the sensing targets. 2) Without IRS scheme [8]: The ISAC
BS directly communicates with the UEs without the help
of IRS. 3) Random IRS scheme [41]: The phase shifts of
the IRS are randomly initialized without optimizing the
passive beamforming matrix. 4) Double-loop GD scheme:

FIGURE 4. The CRBw
sum versus the number of iteration.

The active and passive beamforming are optimized based on
the double-loop GD algorithm, as developed in Section III-B.
5)Non-robust scheme [42]: the beamforming optimization is
based on the estimated CSI and angle of sensing targets, and
the SINR of UEs and CRBs of sensing targets are calculated
according to the actual CSI and angle.

For our proposed scheme, the network is trained with a
training dataset of 1000 channels over 20 epochs. We set
the batch size as B = 20, iteration number is I = 60, the
number of outer layers as U = 15 and inner layer as L = 3.
In addition, robust beamforming design are evaluated over
100 unseen test channels. The Adam optimizer is used for the
model training, the decaying learning rate and initial learning
rate of 0.99 and 0.0001, respectively. The trainable step sizes
are based on empirical observations which are also used as
the fixed step sizes for the double-loop GD algorithm. The
trainable step sizes are initialized as α(0,u)W = 0.1, α(0,u)9 = 1
and α(0,u)λ = 0.001 for u = 1, · · · ,U .
Figure 4 depicts the sum of worst-case CRBs for all

sensing targets CRBwsum versus the number of iterations
for different schemes. It is observed that the CRBwsum
decreases with the number of iteration and converges
for our proposed double-loop scheme and sensing only
scheme. Sensing only scheme gets best performance since
they emphasize sensing only. In addition, we can see that
the double-loop DU beamforming algorithm significantly
improves the convergence speed of the double-loop GD
algorithm. As the number of the layers of UL-loop U
increased, the performance of double-loop DU algorithmwill
be improved. However, increasing U leads to an increase in
computational complexity. In order to balance the complexity
and performance, we choose U = 15 in our paper.
Figure 5 shows the sum of worst-case CRBs for all

sensing targets CRBwsum versus the communication SINR
requirement γc. Due to the increasing γc of the UEs, the
objective function becomes higher for all three schemes.
This is because more resources are allocated to guarantee
the minimum SINR requirement, resulting in sacrificing
the sensing performance. In addition, the proposed scheme
outperforms the without IRS and random IRS schemes,
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FIGURE 5. The CRBw
sum versus the SINR requirement γc of UEs.

FIGURE 6. The CRBw
sum versus the sensing SNR.

because the IRS can provide an additional reflection link for
higher combined channel gain, which can be further enhanced
by optimizing passive beamforming matrix.

Figure 6 depicts the sum ofworst-case CRBs for all sensing
targets CRBwsum versus different sensing SNR γs. We observe
that the CRBwsum is tight in the high SNR regime and with
the angle uncertainty bound becomes looser, the performance
of CRBwsum will deteriorate. In fact, at high sensing SNR
values, the useful signals are not toomuch corrupted by noise,
thus, the sensing signals are very informative about the DOA
estimates. In addition, compared to the non-robust ISAC
beamforming design, the CRBwsum obtain a lower value. Thus,
compared with the non-robust scheme, the proposed robust
beamforming design exhibits robustness against uncertainty.

V. CONCLUSION
In this paper, we investigated the robust beamforming design
under the imperfection directions of sensing targets and
CSI. The problem was formulated as the worst-case CRBs
minimization problem subject to the SINR outage probability
constraint, maximum transmit power limit and unit-modulus
constraint of IRS reflection element. Then, we proposed
the robust beamforming design based on a double-loop DU
neural network to solve the reformulated BLO problem. The
numerical results verify that the effectiveness of proposed
scheme with regard to the convergence behavior, the
trade-off between communication and sensing performance
and robustness against uncertainty.
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