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ABSTRACT The introduction of additional controllers is essential in modern electric power systems to
enhance their stability, particularly during disturbances. One effective method is the implementation of
power system stabilizers (PSS). However, precise coordination of PSS equipment is necessary to determine
the optimal locations and parameters. This study focuses on the optimal analysis of Multi-Band PSS3C
(MB-PSS3C) coordination in integrated Wind Power Plant (WPP) systems in South, Southeast, and West
Sulawesi (Sulselrabar). An artificial intelligence approach, utilizing the Mayfly Optimization Algorithm
(MOA), is suggested for optimizing both the location and parameters of the PSS. Comparative investigations
were conducted to assess the efficacy of MB-PSS3C in comparison with SB-PSS1A and MB-PSS2B, based
on previous research. The performance analysis employed the time domain simulation method, reviewing the
speed deviation response, field voltage response, PSS output voltage response, and rotor angle response for
each generator. Eigenvalue analysis was performed for each control scheme. Load changes were applied to
generators 1 (BAKARU) and 11 (WPP SIDRAP) to evaluate the performance of the system. The application
of the MOA-based MB-PSS3C results in an increased damping ratio, improved speed response, and a
more optimal rotor angle. MB-PSS3C provides a larger additional damping signal to the generator exciter,
as indicated by the increase in the field voltage on the generator.

INDEX TERMS Stability, multi-band PSS3C,wind power plant, mayfly optimization algorithm, Sulselrabar.

I. INTRODUCTION
An electrical power system is a multifaceted infrastructure
comprising components for energy production, delivery, pro-
cessing, and consumption [1]. Operating a power system
to minimize costs ensures steady supply of electricity at
an appropriate voltage and frequency [2]. Stability is cru-
cial for ensuring dependability of electric power systems
during disruptions [3]. These disturbances can range from
minor fluctuations in generation and load to more significant
events, such as faults. Transient stability refers to the power
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system’s ability to maintain synchronization after a signifi-
cant disruption [4].

Oscillations within a power system manifest at various
frequency modes. The local mode is responsible for the oscil-
lation of a power plant generator relative to other generators in
the same system [5]. Concurrently, the swing of one generator
in relation to another in a different area is associated with
the inter-area mode [6]. When the frequency falls between
0.01 and 0.05 Hz, all swinging generators are connected
to the global mode [7]. This oscillation mode can have
significant adverse effects, such as constraining the trans-
mission capacity or disrupting loads. Therefore, mitigating
these oscillations is crucial for facilitating efficient network
operation and planning.
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Reducing the system instability is essential for ensuring
efficient power system planning and operation because of the
significant influence of these oscillations. Control methods
such as Flexible AC Transmission Systems (FACTS) [8], [9],
Static Synchronous Compensator (STATCOM) [10], [11],
Static Var Compensator (SVC) [12], [13], [14], and Power
System Stabilizer (PSS) [15], [16] have been employed to
enhance system stability. In particular, the PSS is effective
in reducing the relative power angle oscillations and speed
changes, thereby improving the overall power system stabil-
ity. By adding damping torque to the excitation system, PSS
efficiently mitigates disturbance-induced oscillations [17].
There are two varieties of PSS: Single Band (SB-PSS) and

Multi Band (MB-PSS) [18]. The PSS type used in the indus-
try was standardized by IEEE [19], [20]. A PSS controller
sends an additional signal to the Automatic Voltage Regulator
(AVR) of a synchronous generator to reduce power oscilla-
tions [21], [22]. After a disturbance, certain components of
the electrical torque changes align with the rotor speed fluc-
tuations and rotor angle variations (synchronization torque),
contributing to the overall damping torque. The use of a very
quick AVR can significantly reduce the damping torque, and
as a result, this torque turning negative could intensify power
fluctuations instead of damping them [23]. The application
of a PSS provides torque damping to maintain the dynamic
stability in an electric power system [24]. Compared with the
standard PSS, the dual-input MB-PSS offers higher stability
and versatility in controlling various oscillation modes [25],
[26]. MB-PSS, based on three correlated bands, includes a
gain, filter, and limiter in each band, intended for different
oscillation modes [20]. The generator active power and speed
fluctuations served as inputs to the MB-PSS [27].

The application of conventional SB-PSS1A significantly
enhances the stability of multi-machine systems. In [28], the
transient stability of an IEEE 9-bus system was examined
during disturbances at various bus locations. The incorpo-
ration of PSS1A reduced the power-angle oscillations and
settling times in the system. When PSS1A is combined with
a generator and excitation system, it improves the overall
stability of the system. In [29], PSS1Awas utilized to enhance
transient stability in a two-area, four-engine system. Particle
Swarm Optimization (PSO) is employed to modify PSS1A
settings, reduce oscillations and improve stability. With ideal
parameter tuning, PSS1A proved effective in enhancing the
stability of an the IEEE 14-Bus system [30]. The analysis
evaluates the time-domain behavior of the system following a
disturbance, demonstrating improved stability using the pole
placement and system participation factor methodologies.
In [31], the Firefly Algorithm (FA) was used as the optimiza-
tion approach, applying PSS1A to a multi-machine system
in South, Southeast, and West Sulawesi (Sulselrabar). The
application results showed an improvement in the frequency
stability and rotor angle performance of the system.

MB-PSS successfully suppresses low-frequency oscil-
lations (LFOs) and enhances small-signal stability in a

multi-machine power system. Additionally, it can reduce the
drift in the engine speed [32]. In a previous study [33], the
coordination of MB-PSS2B and SVC resulted in increased
damping and enhanced stability in the eigenvalue system,
generator speed response, field voltage, and rotor angle of
the Sulselrabar system. The ideal parameters for MB-PSS2B
and SVC were determined using the Mayfly Optimization
Algorithm (MOA). In [34], MB-PSS2B and a thyristor con-
trolled series capacitor (TCSC) compensator were employed
to increase the stabilitymargin of the power system. The coor-
dination of the TCSC compensator with the multi-objective
PSO algorithm using the Integral TimeAbsolute Error (ITAE)
was implemented. This study demonstrated the efficient
reduction of power oscillations in a two-area four-engine sys-
tem through the synchronization of TCSC and MB-PSS2B.

Researchers introduced MB-PSS type PSS3C
(MB-PSS3C) into this system. In an effort to reduce elec-
tromechanical swings in the Polish Power System (PPS),
a study [35] utilized multi-criteria optimization for PSS3C
parameters, employing Genetic Algorithms (GA) to mini-
mize the objective function. The computations demonstrated
the successful reduction of electromechanical swings through
the application of multi-criteria optimization on PSS3C.
In another study [36], disturbances related to the rotor
angle stability, such as power distribution oscillations and
rotor speed variations, were discussed. This study examined
the effect of PSS3C on attenuating these oscillations. The
synchronous generator field flux is provided by the ST5B
static excitation system, and PSS3C’s extra stabilizing signals
enhance engine damping performance. The Downhill Sim-
plex Algorithm was employed to adjust the PSS3C settings,
resulting in increased voltage stability and reduced oscil-
lations in the rotor angle. Using a different approach [37],
Model Predictive Control (MPC) was explored as a potential
PSS. This study employs a numerical optimization approach
to determine the optimal control outputs while considering
system restrictions. The multi-machine system with four
engines and two areas utilizes the designed MPC. The con-
troller was tested under three faults: a quick shift in the
voltage reference, a transmission line outage, and a three-
phase fault. The MPC performs well in managing restrictions
and various types of oscillation dampers. Study [38] reports
improvements to the excitation system of the 1400 MW
Tehri-Koteshwar Hydro Power Plant to address active power
oscillations. This involved the use of an over excitation
limiter (OEL) in conjunction with PSS3B. The study in [39]
focused on damping active power oscillations in a hydro
power plant using PSS3B. To ensure stability during transient
disturbances, the excitation system and the PSS collaborate to
maintain the system voltage within predefined bounds. In an
extensive study [40], the PSS4C architecture was introduced
as a control approach using real-time estimates of the center-
of-inertia velocity derived from large-area measurements.
A reduced-order two-area test case was used to study this
phenomenon.
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In recent decades, substantial efforts from researchers,
electricity planners, and renewable energy operators have
been directed towards enhancing the quality of electricity
systems. With its developed infrastructure, advanced tech-
nology, and relative affordability, wind energy has gained
popularity among renewable sources. However, integrating
wind energy into at power system network can be challenging
owing to its natural fluctuations [41], [42], [43]. In [44], the
transient voltage stability of a power system with high Wind
Power Plant (WPP) penetration was investigated, focusing on
the IEEE 14 Bus case. A high WPP penetration can result
in reliability restrictions, frequency stabilization, and volt-
age instability [42]. The report briefly summarizes research
on load frequency control and advocates the use of FACTs
devices, Energy Storage Systems (ESS), and high-voltage
direct current (HVDC) linkages as potential solutions for
future issues. In another study [45], the voltage stability in
electric power systems integrating more wind energy was
examined. This study investigates the influence of increasing
doubly fed induction generator-based wind energy conver-
sion system (DFIG-WECS) integration in the IEEE 14 Bus
system. Active power-voltage (PV) analysis identifies con-
straints on the voltage stability.

The inclusion of renewable generation sources, includ-
ing WPP, presents challenges in maintaining Power Quality
(PQ) and stability in electric power system. These difficul-
ties stem from the erratic and variable generation of these
sources [46], [47]. The effective coordination of control
devices is essential for mitigating the impact of WPP pen-
etration. A comprehensive review in [48] covered a range of
conventional and adaptive algorithms employed for control-
ling FACTS devices, including the STATCOM. The objective
is to enhance the power quality of utility networks that
experience WPP penetration. The research described in [49]
provides a thorough examination of the impact of Battery
Energy Storage Systems (BESS) on primary frequency con-
trol delivery to support the growing ubiquity of WPP in IEEE
9-bus systems. The simulation results show that the BESS
can reduce the system oscillations after disruptions. In [50],
a hybrid control methodology that combine fuzzy logic and
nonlinear sliding mode control (FL-NLSM) was proposed.
This hybrid control approach, utilizing the unique qualities of
both FL and NLSM, improves the damping properties of the
system response and addresses nonlinearity, especially when
there is uncertainty regarding the parameters. The hybrid
control technique specifically addresses the significant vari-
ability of renewable energy sources, such as wind power, and
variations in load requirements.

In [51], the impact of uncertainty on a multi-machine
power system with a high penetration rate of the WPP was
investigated. The proposed solution is a Fuzzy Type II-based
PSS1A aimed at reducing uncertainty and increasing the
dynamic stability margin in the integrated system of a WPP
multi-machine two areas. In [52], a new sparsity-promoting
adaptive control technique was presented to configure PSS1A

settings in a 39-bus system with 10 machines and an inte-
grated wind farm. The simulation findings confirm that
the proposed approach improves the ability of the PSS to
damp oscillations and enhances its resistance to variations
in wind energy. The study in [53] examined the effect of
wind energy on the stability of small signals in electric
power networks. The combination of AVR and PSS1A was
considered effective in mitigating undesirable changes. The
acquired data demonstrate that the suggested combination
has a beneficial effect on the stability of DFIG-based wind
farms connected to the IEEE 39 Bus System, even under
typical operational conditions. In [54], improvements in LFO
damping were presented for IEEE 39 Bus systems with WPP
penetration through a robust coordinated control strategy
involving PSS1A and Power Oscillation Damper (POD). The
simulation results demonstrated enhanced damping with the
proposed control strategy across various operating scenarios,
including line faults and outages under different loading con-
ditions. The paper [55] provides a comprehensive analysis
of the Multi-Band PSS type 4C (MB-PSS4C) based on PSO
connected to the ST1A excitation system. Different levels
of WPP penetration were integrated into the network and
then examined. These findings illustrate that connecting MB-
PSS4C to ST1A effectively stabilizes the system.

The Sulselrabar system incorporates various types of gen-
erators including thermal power plants, hydro power plants,
and WPP. Preliminary studies have assessed the system’s
performance both before and after the integration of theWPP.
In [56], the optimal power flow in the Sulselrabar system
was discussed for both scenarios by, employing a PSO-
based optimization. The objective is to enhance the line
losses and voltage on each bus within the system. Another
study [57] focused on analyzing the small-signal stability
in the Sulselrabar system following WPP integration. The
findings revealed oscillations in the frequency and rotor
speed as a consequence of integrating the WPP into the
system.

The application of MB-PSS in several previous stud-
ies has demonstrated optimal system stability, whether in
single-machine infinite bus (SMIB) or multi-machine exam-
ple systems, as well as in real-world systems. The utilization
of MB-PSS, incorporating a combination of shaft speed devi-
ation input and changes in electrical power, proved to bemore
advantageous than SB-PSS. This is crucial for analyzing
real-world applications and providing valuable insights for
evaluations by electricity managers. In a previous study [33],
the application of the MB-PSS, specifically the PSS2B type,
was proposed for the Sulselrabar system. PSS2B represents
an evolution of MB-PSS, following the previous version,
SB-PSS type PSS1A. Currently, several types of MB-PSS
exist, including PSS3C. The Sulselrabar system is a complex
multi-machine system that is currently undergoing continu-
ous development. Consequently, a persistent stability study
is essential, particularly in the context of applying MB-
PSS3C to the system. This constitutes ourmainmotivation for
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introducing a novel control scheme that utilize MB-PSS3C
for the Sulselrabar system.

In a previous study [33], the implementation of MB-PSS
used in the Sulselrabar system before WPP integration
involved 37 buses, comprising 28 buses at 150 kV, 7 buses at
70 kV, and 2 buses at 30 kV. Currently, the number of buses
has increased to 46, with 36 buses at 150 kV, 8 buses at 70 kV,
and 2 buses at 30 kV.Updating these data is crucial for observ-
ing the latest phenomena in the system, especially concerning
the system stability. This forms our second motivation for
proposing a new system structure with WPP integration into
the Sulselrabar system.

Artificial intelligence (AI) technology, based on machine
learning [58], [59] and, swarm intelligence [60], has been
used to assist researchers in optimizing complex dynamic
systems. Previous studies on PSS optimization have utilized
optimization methods such as FA [31] and PSO [61]. Both
FA and PSO are optimization techniques based on swarm
intelligence. However, the recently introduced MOA outper-
formed both the FA and PSO in benchmarking results [62].
Furthermore, MOA have proven to be effective in optimizing
power systems, consistently yielding optimal results. In [63],
MOA was employed to facilitate the coordination and tuning
of parameters for the PSS auxiliary damping controller simul-
taneously. Another study [64] presented an MOA approach
to optimize the performance of a three-phase active power
filter by setting the gain of a proportional-integral-derivative
(PID) controller. In [65], a practical technique was described
that uses MOA to optimize the PID parameters of a hydro-
turbine governor, thereby improving the governor system’s
performance. In our earlier work [33], we used the MOA
to optimize the SVC and MB-PSS2B parameters to enhance
the stability of the Sulselrabar system. The MOA operates
based on the Comprehensive Damping Index (CDI) objective
function, which maximizes the damping system. The results
highlighted the optimal placement and parameters for SVC
and MB-PSS2B. Our third motivation for applying the MOA
approach is to optimize the parameters and locations of MB-
PSS3C in the Sulselrabar system, combined with a WPP
system, owing to its exceptional performance.

Table 1 highlights the current research gaps by pro-
viding a comprehensive overview of the techniques and
conclusions of various studies. It also facilitates a com-
parison between previous research endeavors and the cur-
rent study. The primary contributions of this study are as
follows:

1) The installation of MB-PSS3C is proposed to enhance
the stability of the Sulselrabar integrated WPP system
by updating the data system.

2) The MOA method was implemented to optimize
both the location and parameters of MB-PSS3C in
Sulselrabar, integrated with a WPP system.

3) Exploring the deployment of MB-PSS3C through
damping analysis, time-domain simulation, and eigen-
value analysis. This entails scrutinizing responses such
as the Speed Deviation, Field Voltage, PSS Output

TABLE 1. A comparative analysis between prior research and the
proposed work.

Voltage, and Rotor Angle to evaluate the system’s
performance.

The article is structured as follows: Section II presents
models for electric power systems and an overview of math-
ematical models for PSS. Section III outlines the research
methodology, and Section IV presents the results. Finally,
Section V concludes the research.
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II. SYSTEM MODEL
This section discusses system modeling, encompassing
aspects such as generator models, excitation system models,
and stabilizer system models.

A. GENERATOR MODEL
To enhance the observation of the system’s response, the
linear equation representing the synchronous generator can
be articulated in the matrix model of Equation (1), as shown
at the bottom of the page [67], where the following symbols
denote specific parameters:

VD,VQ : Stator voltage components along the
d-q axis.

VF : Rotor Field Voltage.
VD,VQ : Rotor voltage components along the

d-q axis.
r : Stator Resistance.
Ld ,Lq : Rotor inductance components along the

d-q axis.
λq0, λd0 : Initial flux components along the d-q axis.
KMF : Rotating Magnetic Field.
MD,MQ : Mutual Inductance.
1Id , 1Iq : Stator current components along the

d-q axis.
1IF : Rotor Field Current.
1ID,1IQ : Rotor current componentsalong the d-q axis.
1ω : Generator Speed Change.
1δ : Generator rotor angle change.

B. EXCITATION SYSTEM AND STABILIZE MODEL
Before reaching a steady state, the operating point of the
generator changes in response to load variations, as indicated
by the oscillation frequency and rotor angle. The system
enters an unstable state when rapid oscillations occur, and
certain exciters do not respond sufficiently quickly to halt
them. To mitigate these problems, a brief exciter was applied
to enhance the damping of the system oscillations during

the early swing condition following a disturbance. Torque
attenuation is hampered by negative damping, which can be
reduced using this type of exciter. Equation (2) provides the
formula for the fast exciter [68].

Efd = KA
(
Vt − Vref

)
/ (1 − TAs) (2)

The time constant is denoted as TA, and the gain is rep-
resented by KA. Owing to equipment limitations, the exciter
output must be confined within the range VRmin < Efd <

VRmax . A block diagram illustrating the fast exciter is shown
in Fig. 1. Vt represents the output of the terminal voltage
transducer and Vref represents the intended value of the stator
terminal voltage.

The magnitude of the change in the mechanical torque
Tm depends on the speed drop constant, transfer function of
the governor, and energy source. Changes in Tm values are
induced by alterations in speed, load, and speed reference
(Governor Speed Changer-GSC). A block schematic of the
governor model is shown in Fig. 2 [69].

FIGURE 1. Exciter model.

FIGURE 2. Governor model.

The mechanical torque is denoted by Tm, and the speed
change is represented by d . The governor time constant is
denoted as Tg, droop-governor constant is represented by R,
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FIGURE 3. PSS1A model.

FIGURE 4. MB-PSS2B model.

and gain constant is Kg (1/R). In this governor model, it is
assumed that the Governor Speed Changer (GSC) is set to 0.
Equation (3) describes the mechanical power of the governor
as a result of the cooperation between the speed governor and
the turbine system.

Pm = −

[
Kg

1 + Tgs

]
ωd (3)

C. PSS MODEL
PSS enhances the electromechanical oscillation damping of
the generator. Although the generator’s power and speed
may fluctuate during this stabilization process, they typically
remain within a steady-state functioning range. Equation (4)
illustrates how the swing equation expresses the relationship
between the aforementioned components, and it transforms
into Equation (5) for small disturbances:

2H
ω0

d2δ
dt

= T̄m − T̄e − KD1ω̄r (4)

1Te = Ts1δ + TD1ω (5)

Equations (4) and (5) provide insights into the changes in
torque values. A positive Ts value implies that the synchro-
nization torque component opposes the change in the rotor
angle, resulting in a decrease in the torque when the rotor
angle increases. Similarly, for positive TD values, the torque
damping component opposes changes in the rotor speed.
In summary, stability is achieved when both Ts and TD are

positive, whereas instability or oscillation occurs when Ts is
positive and TD is negative.
The rotor’s angle is denoted by δ, its angular fundamental

speed by ω, and its angular speed by ωr . The change in
electric torque, denoted as Te, represents the electrical torque,
while Tm represents the mechanical torque. The synchroniza-
tion coefficient is denoted as Ts, TD represents the damping
coefficient, andH is the inertia constant withKD. The change
in rotor angle is indicated by 1δ, while the change in speed
is represented by 1ω [70].

The modeling of SB-PSS1A is shown in Fig. 3 [71]. In the
diagram, the washout filter is denoted as Tw, the output PSS
as Vs, and the lead-lag gains as T1, T2, T3, and T4, with limita-
tions set by VSmax and VSmin. The PSS improves the damping
of the system by supplying additional signals to the generator
excitation system. The gain served as an amplifier to quantify
the damping effect introduced by the PSS. In control systems,
the washout function (Tw) is commonly employed to mitigate
or minimize the influence of low-frequency signals, thereby
enabling the system to respond more efficiently to dynamic
changes. Lead-lag compensators (T1, T2, T3, T4) are utilized
to manipulate the frequency response of a system, addressing
the phase lag concerns introduced by specific components in
this scenario. The limiter is implemented to ensure that the
PSS output (Vs) stays within predefined limits, preventing
undesirable system behavior.

Fig. 4 depicts the two-input MB-PSS2B model. In contrast
to SB-PSS, MB-PSS was developed to address the notable
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FIGURE 5. MB-PSS3C model.

drawback of SB-PSS. SB-PSS may introduce signal noise
into the system, potentially causing excessive modulation in
the excitation system and introducing a reference error. The
potential causes of this noise are torsional oscillations owing
to changes in the electrical torque or lateral motion of the
shaft. This noise negatively affects the excitation and electric
torque of the generator. To address these issues, transitioning
from a traditional single-input PSS to a multi-input PSS such
as the MB-PSS is necessary. The inputs for the MB-PSS
include changes in the generator’s electrical power (1Pe) and
rotor angle velocity (1ω). These input signals are processed
through circuits that include the transducer and washout. The
transducer converts incoming impulses into voltage signals
and the washout circuit maintains the output of the stabilizer
in a continuous state. The MB-PSS model was devel-
oped from IEEE-type PSS2B, as illustrated in Fig. 4. Each
input signal undergoes meticulous processing through trans-
ducer circuits and washout circuits (Tw1-Tw4), as indicated
by T6-T7. The temporal constants T8 and T9, representing
the torque filters, are crucial in determining the response of
the system to changes in electrical power and rotor angle
velocity.

The MB-PSS3C model with dual inputs is depicted in
Fig. 5, where the first input is the rotor speed and the second
is the electrical power. The washout filter is characterized
by the time constants TW1, TW2, and TW3, and the trans-
ducer by Td1 and Td2, with gains Ks1 and Ks2. Adjusting
the gain and filter coefficients to generate a signal that is
proportional to the acceleration power requires changes in
the polarity and proportion of the input signal. In the fil-
ter block, the appropriate parameter values (T1-T4) were
selected to provide the necessary phase adjustment. IEEE
proposed PSS3C as an enhanced version of PSS3B, incor-
porating the ability to disable PSS at low turbine power.
Terminal voltage transducers sense the terminal voltage, filter
it to the DC magnitude, and load compensators maintain a
constant voltage level at locations other than the generator
terminals. These are essential components of the excitation
system. Partial correction of the transformer impedance is
advantageous for efficiently regulating the voltage at a point
in the center of the step-up transformer when two or more

synchronous generators are connected to a bus via separate
transformers.

D. SULSELRABAR SYSTEM
This study utilizes the most recent data from the Sulselrabar
system, encompassing 15 generators, 57 transmission lines
connectingmajor load centers, and the latest daily operational
data. The system operates at a voltage of 150 kV and is com-
priseds of 46 buses. Fig. 6 illustrates at single-line diagram of
the Sulselrabar system. Bus numbering was essential for the
analytical process. Table 2 presents a list of the bus numbers
for the Sulselrabar system.

TABLE 2. Numbering of sulselrabar system generations.

III. RESEARCH METHOD
This section describes the proposed technique for MB-
PSS3C placement and parameter optimization, providing a
comprehensive exploration of its methodology and appli-
cation. Additionally, it explains the implementation of the
method and elucidates the objective function used for the
optimization.
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FIGURE 6. Single-line sulselrabar system with integrated WPP SIDRAP.

A. MOA ALGORITHM
This study proposes the utilization of MOA as an optimiza-
tion technique. To validate the efficacy of theMOA approach,
we conducted a comparative study by employing PSO and FA
with the same objective function. This study sheds light on
the mayfly species, known for its remarkably short twenty-
four-hour life span. The researchers observed a distinction
between male and female mayflies within flocks, noting that,
owing to inherent strength differences, male mayflies consis-
tently exhibit higher optimization levels than females. This
characteristic bears resemblance to PSO, wherein individuals
in the PSO algorithm, analogous to mayflies, update their
positions xi(t) and speeds vi(t) based on their current state.

1) THE ACTIONS OF MALE MAYFLIES
Equation (6) illustrates that male mayflies adjust their posi-
tion based on their individual speed in the context of the
MOA. xi is the position of the male mayfly i at the current
time step t in the search space.

xi(t + 1) = xi(t) + vi(t + 1) (6)

During the iteration process described in [72], the male
mayfly actively engages in both exploration and exploitation
duties. In updating its speed, the mayfly takes into consider-
ation the most recent fitness value, denoted as f (xi), and the
best fitness value observed on its trajectory in the past, repre-
sented as f (xhi). Specifically, if f (xi) is greater than f (xhi), the
malemayfly adjusts its speed. Themodification is determined
by three factors: its present speed, the separation between
its current location and the world’s ideal location, and the
best trajectory in the past. This adaptive speed adjustment
enables the male mayfly to optimize its movement strategy
when it perceives an improvement in fitness. The process is

mathematically represented in Equation (7).

vi (t + 1) = g.vi (t) + aie
−βr2p [xhi − xi (t)]

+ a2e
−βr2g

[
xg − xi(t)

]
(7)

The described process entails the linear descent of the
variable g from its highest to lowest values, guided by
weight-balancing parameters a1, a2, and β. The variables
rp and rg are used to calculate the Cartesian distance between
individuals and their historical best placements within
the swarm. Specifically, Equation (8) is utilized to calculate
the second norm for distance arrays in Cartesian space. The
distances between individuals and their historically optimal
locations within the swarm are quantified by Equation (8).∣∣∣∣xi − xj

∣∣∣∣ =

√∑n

k=1

(
xik − xjk

)2 (8)

Themale mayfly utilizes a random dance coefficient, denoted
as ‘d,’ to update its speed from the current value when the fit-
ness value f (xi) is less than f (xhi), as specified in Equation (9).
Here, ri represents a uniformly distributed random number
within the domain [−1, 1].

vi(t + 1) = g(vi (t) + d .ri (9)

2) THE ACTIONS OF FEMALE MAYFLIES
Female mayflies exhibit distinct behaviors compared with
male mayflies. Instead of congregating, they actively seek
out males for breeding purposes. Considering that it is the
current position of the female mayfly in the search space at
time step t , its position can be changed by adding the velocity
vi(t+1) to the current position, as shown in Equation (10):

yi(t + 1) = yi(t) + vi(t + 1) (10)
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Various methods have been employed to update the speeds
of female mayflies. Wingless female mayflies typically have
a lifespan of one to seven days. Given this brief period, they
exhibited a sense of urgency in locating male mayflies for
mating and breeding. As discussed in [72], female mayflies
adapt their speed in response to the characteristics and actions
of the chosen male mayfly.

If f (yi) > f (xi), the i-th female mayfly will utilize
Equation (11) to update its speed. In this equation, the speed
is adjusted by an additional constant, a3, and the Cartesian
distance between them is represented by rm.

vi(t + 1) = g.vi(t) + a3e
−βr2mf [xi (t) − yi(t)] (11)

When f (yi)< f (x i), the female mayfly adjusts its speed by
employing a distinct random dance coefficient denoted as fl.
As illustrated in Equation (12), the variable r2 represents a
randomly generated value selected from the range [−1, 1].

vi (t) = g.vi (t) + fl.r2 (12)

3) MAYFLIES MATING
Each female mayfly and the majority of male mayflies partic-
ipate in mating, leading to offspring production. The progeny
undergo random evolutionary changes and inherit qualities
from their parents, as outlined in Equations (13) and (14).
In this context, L, which represent the set of random num-
bers, consists of random numbers generated from a Gaussian
distribution.

offspring1 = L ∗ male+ (1 − L) ∗ female (13)

offspring2 = L ∗ female+ (1 − L) ∗ male (14)

4) MAYFLIES VARIATION
To address the potential issue of early convergence, wherein
the optimal value may be a local optimum rather than a global
one, we introduced a normally distributed random number
into the mutation process for mayfly offspring. The mutation
formula for mayfly offspring is represented by Equation (15):

offspringn = offspringn + σ.N (0, 1) (15)

where σ is the standard deviation of the normal distribution.
N (0, 1) represents a standard normal distribution with a mean
of zero and variance of one. The number ofmutant individuals
was calculated to be approximately 5% of the total number of
male mayflies, rounded to the nearest whole number.

The basic structure of the MOA in carrying out the opti-
mization process is summarized in the pseudo code shown
in Table 3.

B. OBJECTIVE FUNCTION
The investigation focused on three primary aspects: the sys-
tem stability, voltage improvement, and optimal power flow.
This study particularly focused on optimizing theWPP size to
achieve voltage improvement and optimal power flow. Simul-
taneously, the pursuit of optimal system stability involves

TABLE 3. Pseudo code of MOA.

optimizing the tuning and location of MB-PSS. A time-
domain simulation approach was employed to assess the
stability performance of the system. This facilitated the exam-
ination of various generator responses, including the rotor
angle responses, output voltage response (Vpss), field voltage
(EFD), and speed deviation. Additionally, eigenvalue analysis
was conducted to evaluate the efficacy of each control strat-
egy. Using a mathematical model of the Sulselrabar system,
an eigenvalue analysis was used to examine the eigenvalues
of the system. Equations (16) and (17) were employed to
transform the derived mathematical model into a state-space
representation. The stability of the system was ascertained
using Equation (18) to examine the eigenvalues of the system
matrix A.

1ẋ = A1x + B1u (16)

1y = C1x + D1u (17)

det(sI-A) = 0 (18)

Equation (19) provides the representation of each eigen-
value (λi) of matrix A using complex numbers, where the real
part is denoted as σi, and the imaginary part is represented by
jωi, with ‘j’ being the imaginary unit. Equation (20) defines
the frequency (f) corresponding to the angular frequency (ω)
of each eigenvalue.

λi = σi + jωi (19)

f =
ω

2π
(20)
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The damping component is represented by the real part of
the eigenvalues, and the oscillation component is represented
by an imaginary part. Equation (21) provides the damping
value, and Equation (22) establishes the CDI, which represent
the damping of the entire system.

ζi =
−σi√

σ 2
i + ω2

i

(21)

CDI =

∑n

i=1
(1 − ζi) (22)

The objective of MOA is to maximize ζmin, which repre-
sents the least damping coefficient. The optimal constraints
for the parameters of MB-PSS3C are specified in Equa-
tions (23)–(33), and the tuning range for the PSS parameters
is detailed in Table 4.

Ks1(min) ≤ Ks1 ≤ Ks1(max) (23)

Ks2(min) ≤ Ks2 ≤ Ks2(max) (24)

T1(min) ≤ T1 ≤ T1(max) (25)

T2(min) ≤ T2 ≤ T2(max) (26)

T3(min) ≤ T3 ≤ T3(max) (27)

T4(min) ≤ T4 ≤ T4(max) (28)

Td1(min) ≤ Td1 ≤ Td1(max) (29)

Td2(min) ≤ Td2 ≤ Td2(max) (30)

Tw1(min) ≤ Tw1 ≤ Tw1(max) (31)

Tw2(min) ≤ Tw2 ≤ Tw2(max) (32)

Tw3(min) ≤ Tw3 ≤ Tw3(max) (33)

TABLE 4. Typical range for PSS parameters.

The evolution of the optimization process through various
strategies is depicted in the convergence graph in Fig. 7. In the
50th iteration, the PSO method attained a fitness function
value of 80.53851804 and converged by the 30th iteration.
Meanwhile, the FAmethod yielded a fitness function value of
80.49950485, which converged by the 16th iteration. In com-
parison, the MOA technique achieved a minimum fitness
function value of 80.4372791 at the 13th iteration. These
results suggest that the MOA approach outperforms the PSO
and FA methods in terms of computational speed to attain a
minimum fitness function value. The fitness function repre-
sents the objective function being optimized, which in this
case may be related to system stability or another relevant

TABLE 5. Algorithm parameters.

FIGURE 7. Convergence graphic.

metric. The method parameters initialized in this study are
listed in Table 5. The MOA algorithm integrates features
from both PSO and FA [33], thereby enhancing global search
efficiency. As a hybrid optimization algorithm, the MOA
models the mating patterns of mayflies, resulting in a high-
efficiency optimization. Fig. 8 illustrates the systemmodeling
design using the Simulink Model.

Fig. 9 shows the optimization procedure for the
MB-PSS3C parameter placement and adjustment. The
research began with data collection using the Sulselrabar
system. The next stage involves systemmodeling, initializing
the PSS parameters, and determining the objective function.
Subsequently, an initial load flow study with a WPP injection
was conducted. Once the load flow data were obtained, they
were utilized to optimize the PSS parameters using the MOA
algorithm. This algorithm operates based on an objective
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FIGURE 8. System model.

function aimed at maximizing the damping and eigenvalues
of the system. The PSS placement option was selected based
on the maximum damping and the optimal eigenvalue.

The objective function focuses on maximizing the mini-
mum damping (ζmin) in the system, where ζmin represents
the minimum level of damping achieved. After determining
the optimal PSS placement, the response of the system was
monitored and analyzed. For each generator, this involves
evaluating the rotor angle response, PSS Voltage Output
Response (Vpss), Field Voltage Response (Efd ), and Speed
Deviation (1ω). The study also encompasses an investigation
of the overshoot and eigenvalues of each generator. The linear
model of the system is subjected to disturbance input, specifi-
cally modifications in the 0.5 pu load requirements applied to
theWPP SIDRAP and BAKARU generators. The generator’s
angular speed response (ω) decreases as a result of an increase
in the load demand, which causes the incoming mechani-
cal power (Pm) to become less than the departing electrical
power (Pe).

IV. RESULTS AND DISCUSSION
This section presents the results of the discussion on load
flow, emphasizing the application of MB-PSS3C with damp-
ing system analysis, time-domain simulation, and eigen-
value analysis. The findings and insights gained from these
analyses contribute to a comprehensive understanding of
the behavior and performance of a system under various
conditions.

A. LOAD FLOW RESULTS
The analysis begins with load flow calculations aimed at eval-
uating the voltage profile and power flow in the Sulselrabar

system, both before and after power injection from the
WPP. The results of these calculations, which were con-
ducted using the Newton-Raphson method, are presented in
Table 6. It is noteworthy that this research adopts the latest
transmission configuration, which includes 15 generators,
57 transmission lines, and 46 buses. To enhance the system
performance, shunt capacitors are strategically placed on spe-
cific buses, including buses 30 BULUKUMBA and 31 BONE
(30 MVar), bus 38 PANGKEP (50 MVar), bus 41 DAYA
(20 MVar), as well as buses 42 TELLO and 43 TELLO
LAMA (10 MVar).

Table 6 presents a comparison of the power flow param-
eters before and after the injection of 31 MW power from
the WPP SIDRAP. The simulation results revealed that the
inclusion of theWPP SIDRAP leads to a more optimal power
flow and smaller losses. Before the WPP SIDRAP injection,
the Active Power was 56.361 MW, and Reactive Power was
238.599 MVar. After the injection, the Reactive Power loss
decreased to 231.080 MVar, and Active Power loss dropped
to 54.626 MW. These findings highlight the positive impact
of WPP SIDRAP on the line flow characteristics and overall
system losses.

Moreover, the injection of WPP SIDRAP improved the
voltage profile of the Sulselrabar system, as illustrated in
Fig. 10. Prior to the injection, several buses experienced
marginal and critical voltage conditions. According to system
operating guidelines, the minimum bus voltage should not
fall below 5% of the nominal voltage. As shown in Fig. 10,
marginal voltage conditions occurred on buses 25, 26, 27,
and 28, with a voltage range of 0.95 pu to 0.97 pu, while
critical voltage conditions occurred on bus 46 with a voltage
< 0.95 pu. Following injection from the WPP SIDRAP,
there was a notable improvement in the voltage profile of
the bus.

B. MB-PSS3C OPTIMIZATION
After achieving optimal line flow and minimizing losses
through the integration of the WPP SIDRAP on bus 11,
an analysis was conducted to enhance the stability of the
Sulselrabar system. In this study, a load change scenario
was introduced at the BAKARU bus and WPP SIDRAP
to evaluate the performance of each generator. MATLAB
SIMULINK was used for system modeling, while MATLAB
M-files were employed for data processing and implemen-
tation of the MOA algorithms. The analysis of voltage
magnitudes was based on load flow studies conducted after
the incorporation of the WPP SIDRAP into the Sulselrabar
system. Subsequently, a matrix for network reduction was
created, and the outcomes were used to simulate the
system. The simulation encompassed several models, includ-
ing SB-PSS1A, MB-PSS2B, MB-PSS3C, and systems with-
out PSS. The eigenvalues of the system were investigated
through PSS simulations to provide insights into its stability.
The primary goal was to observe the increased damping, indi-
cating improved stability. The analysis of system eigenvalues
in simulations without PSS aimed to reveal an augmentation
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FIGURE 9. Flowchart of research procedures.
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TABLE 6. Load flow analysis results for the sulselrabar system.
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TABLE 6. (Continued.) Load flow analysis results for the sulselrabar system.

in damping, contributing to the enhanced stability of the
Sulselrabar system.

The results of MB-PSS3C parameter tuning are provided
in Tables 7-9, detailing the specific parameter values obtained
through the PSO, FA, and MOA-based tuning methods.
Additionally, the tuning results from previous research [33]
were utilized for the MB-PSS1A and MB-PSS2B parame-
ters. The PSS placement index was assessed using the MOA
as the proposed method. The highest value of ζmin, con-
sidered more relevant than ζ0 (which may represent initial
damping), was considered when determining the priority
for PSS placement. A comparison of the priority loca-
tion placement indices intended for the PSS installation
is shown in Fig. 11. This graph illustrates the influence
of the minimal damping eigensystem of each installation
plan on the occupancy index at each location. After the

addition of the PSS, the system damping value increased.
The MB-PSS3C based control scheme with 14 PSS place-
ment options exhibited superior damping compared to the
other control schemes. In this study, the proposed control
scheme based on MB-PSS3C-MOA achieved a maximum
damping value of 0.7498925, while MB-PSS3C-PSO damp-
ing was 0.722003831, and MB-PSS3C-FA damping was
0.733272031. A system is considered to have good damping
if the value exceeds 0.1, indicating the stability and effective
damping of the oscillations.

1) TIME DOMAIN SIMULATION
This section specifically addresses the system stability of
Bus 1, associated with the BAKARU generator, and Bus 11,
corresponding to WPP SIDRAP. The BAKARU generator,
with an impressive installed power capacity of 126 MW,
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FIGURE 10. Voltage profile comparison.

FIGURE 11. Placement index damping system.

is one of the largest generators in the Sulselrabar system
and serves as the swing generator of the system owing to
its capacity and adaptability. In contrast, the WPP SIDRAP

generator operates as a wind power plant in the Sulselrabar
system, boasting an installed electrical capacity of 75 MW.
Figs. 12 and 13 show the speed responses of both the
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TABLE 7. Tuning results of MB-PSS3C parameter using PSO.

TABLE 8. Tuning results of MB-PSS3C parameter using FA.

TABLE 9. Tuning results of MB-PSS3C parameter using MOA.

BAKARU andWPP SIDRAP generators in the event of a dis-
turbance occurring on Buses 1 and 11. The speed responses
of the other generators are shown in Fig. 14. These charts
graphically depict the impact of disturbances on each gener-
ator’s associated bus speed, offering insights into the dynamic
behavior of the system during interruptions.

When subjected to load changes, the generator initially
experiences a slowdown (ω), causing mechanical power (Pm)
to fall short of the electrical power (Pe), creating a power
imbalance. To mitigate this impact and maintain stability
under such conditions, the role of the control equipment

becomes pivotal. Control systems are essential for regulating
the response of the generator to ensure a stable operation.
As shown in Fig. 12, the performance of the exciter may
be limited without additional control mechanisms, leading
to fluctuating speed responses. These oscillations, ranging
from−0.01953 pu to 0.004698 pu, underscore the importance
of effective control systems in maintaining stability during
load changes. The implementation of PSS1A control resulted
in an enhancement, with a decreased overshoot within the
range of −0.01629 pu to 0.002019 pu. The introduction of
PSS2B resulted in oscillations ranging from −0.01183 pu
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FIGURE 12. Comparison of 1ω response in bakaru generator.

FIGURE 13. Comparison of 1ω response in WPP generator.

to 0.0009272 pu. The system demonstrated optimal per-
formance when integrated with PSS3C, showing a narrow
oscillation range of −0.009859 pu to 0.0002462 pu. Simi-
larly, the response of the WPP SIDRAP generator is depicted
in Fig. 13. Without additional control, the system exhibited
an overrun in the range of −0.02209 pu to 0.009257 pu.
The overshoot was reduced to a range of −0.01652 pu to
0.003408 pu with the introduction of PSS1A. The inclusion
of PSS2B resulted in oscillations ranging from −0.01459 pu
to 0.001624 pu. The application of PSS3C further improved
the performance, resulting in an ideal overshoot range of
−0.01354 pu to 0.001937 pu. A detailed breakdown of the
speed deviations of each generator is presented in Table 10.
A detailed comparison of the speed response in the

Sulselrabar generator system during a disturbance, specif-
ically a load shift on buses 1 and 11, is provided in
Table 10. The table highlights the minimum overshoot devia-
tion observed under various control schemes, with particular
emphasis on the superior performance achieved by the
PSS3C-based control scheme optimized through the MOA
approach. This underscores the effectiveness of additional
PSS control in enhancing the response of the generator to

disturbances. The enhanced control signals from the PSS,
which are particularly beneficial for adjusting the generator
field voltage, significantly improved the overall generator
performance.

The integration of a PSS aims to optimize the control
signals and enhance the field voltage response, thereby
improving the behavior of the generator during disruptions.
Figs. 15 and 16 show the responses of the WPP generator
field voltage andBAKARUgenerator field voltage to a distur-
bance. These statistics demonstrate the superior performance
of the MOA method in enhancing the system stability and
control by visualizing each generator’s field voltage response.
Fig. 18 expands on this analysis by displaying the field
voltage responses of the additional generators in the system
during disturbances. This visual depiction allows us to obtain
values or metrics related to parameters, such as overshoot,
damping, or other relevant factors. This provides specific
insights into how the field voltage of each generator responds
under particular conditions.

The performance of a PSS can also be assessed by exam-
ining its output voltage response to excitation. This voltage
signifies the additional signal provided by the PSS to the
exciter of the generator, offering extra damping when the
exciter performance is at its peak. In Fig. 17, a compar-
ison of the PSS output voltage performance for the WPP
SIDRAP generator is shown, showing the performance of
various PSS types. Notably, the control scheme with PSS3C
exhibited a superior response, evident from its higher voltage
output compare to PSS1A and PSS2B. For a comprehensive
overview of the PSS output voltage response, refer to Fig. 19.
The assessment of generator stability performance involves

analyzing the rotor-angle responses. Figs. 20 and 21 illustrate
the rotor angle deviation responses to disturbances at buses 1
and 11 for theWPP SIDRAP and BAKARU generator rotors,
respectively. These figures offer valuable insights into the
impact of disturbances on the rotor angles. Fig. 22 illus-
trates how the rotor angles of the additional generators in the
system react to the same disturbances. This comparative anal-
ysis provides a comprehensive understanding of the impact
of disturbances on the rotor angles across various system
generators. Differentiating the rotor angle responses offers
a clear understanding of how additional parameters affect
generator oscillations and settling time. Generators without
supplementary controls often exhibit significant oscillations
and prolonged settling times when subjected to disturbances.
This underscores the importance of incorporating supplemen-
tary controls, such as PSS, to enhance generator stability and
response.

Without additional control, the settling time of the
BAKARU generator in Fig. 20 was 17.74 seconds. The intro-
duction of PSS1A improves the settling time to 13.6 seconds,
further reduced to 10.75 seconds with PSS2B, and ultimately
to 8.454 seconds with PSS3C. This demonstrates a grad-
ual reduction in the settling time with the incorporation of
PSS, which is notably prominent with PSS3C. Similarly,
in Fig. 21, the settling time of the WPP SIDRAP generator
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FIGURE 14. Comparison of 1ω response in various generators.
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TABLE 10. Speed overshoot response.

FIGURE 15. Comparison of Efd response in bakaru generator.

FIGURE 16. Comparison of Efd response in WPP generator.

was 16.23 seconds without additional control. The applica-
tion of PSS1A reduced the settling time to 14.42 seconds.
With PSS2B, the settling time further improves to 10.96 sec-
onds, whereas with PSS3C, it decreased to 9.347 seconds.
These findings demonstrate the effectiveness of PSS3C in
significantly accelerating the settling time of aWPP SIDRAP

FIGURE 17. Comparison of VPSS response in WPP generator.

generator. Table 11 provides a comprehensive evaluation of
the settling times across different control techniques and
compare the performance of the generators under various
strategies.

2) EIGENVALUE ANALYSIS
This section examine the eigenvalue systems of power
systems under different control schemes, encompassing
scenarios without PSS, with PSS1A, PSS2B, and PSS3C. The
analysis included critical eigenvalues (Table 12), inter-area
system eigenvalues (Table 13), and local system eigenval-
ues (Table 14). These tables provide insightful information
regarding the impact of different control strategies on eigen-
value system behavior. The analysis demonstrated how
different control techniques can enhance the eigenvalue sys-
tem. This improvement is discernible in the leftward shift
of the eigenvalues, indicating a more negative real part (σ ),
thereby enhancing system stability. Notably, the efficacy of
MB-PSS3C in improving the eigenvalue and damping system
is highlighted, as evidenced by the more negative eigenvalues
presented in the table. These enhanced eigenvalues play a cru-
cial role in improving the overall stability and performance of
the system.
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FIGURE 18. Comparison of Efd response in various generators.
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FIGURE 19. Comparison of Vpss response in various generators.
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FIGURE 20. Comparison of 1δ response in bakaru generator.

FIGURE 21. Comparison of 1δ response in WPP generator.

C. DISCUSSION
This research analyzes the increase in the stability of the
Sulselrabar system resulting from WPP penetration. It pro-
poses the application of MB-PSS3C based on MOA artificial
intelligence, utilizing the latest system data. In general, the
analysis is carried out using several system operating schemes
and Swarm Intelligence-based optimization methods,
including

- SB-PSS1A based on PSO, FA, and MOA.
- MB-PSS2B based on PSO, FA, and MOA.
- MB-PSS3C based on PSO, FA, and MOA.

1) MOA PERFORMANCE
The performance was evaluated using a convergence per-
formance analysis and benchmarking. The population-based
MOA approach offers significant advantages, drawing inspi-
ration from the behavior of adult mayflies. It incorporates
processes such as crossing, mutation, swarm gathering, mat-
ing dances, and random walking, which contribute to its
exploration capability. This method enhances exploration
by employing two distinct equations for each population
(male and female mayflies). When compared with similar
swarm intelligence algorithms, such as PSO and FA, both of

TABLE 11. 1δ settling time response.

which are considered high-qualitymetaheuristic optimization
algorithms,MOA demonstrates superior performance, partic-
ularly in terms of local and global search capabilities. This
method exhibited a higher probability of finding the global
optimum point. In additionally, the remarkable convergence
behavior of the proposed MOA method often yields the best
overall solution in the initial iterations.

2) MB-PSS3C PERFORMANCE
MB-PSS is primarily designed to absorb disturbances within
the electrical network, which can induce electromechanical
oscillations in the power system. MB-PSS offers sup-
port across three distinct frequency bands: high-frequency,
medium-frequency, and low-frequency bandmodes. The low-
band mode specifically addresses slow oscillations within an
isolated system. The intermediate band addresses oscillations
occurring between regional network frequencies, typically
ranging from 0.2 Hz to 1.0 Hz, which refers to fluctuations
within a specific geographic area. Meanwhile, the high band
targets local or inter-machine oscillations, such as those
between the alternator and other machines within the same
generator, within the frequency range of 0.8 Hz to 4.0 Hz.

Disturbances within the power system induce various elec-
tromechanical oscillation modes in generators, subsequently
influencing the stability of the power system and transmission
limits. Electromechanical oscillations typically occur within
the frequency range of 0.04 to 4.0 Hz and manifest in three
main types: local (interunit and interstation), inter-area, and
system-wide oscillations. The MB-PSS is equipped with
settings for three distinct frequency bands, enabling flexible
adjustment of its response to accommodate various elec-
tromechanical oscillation modes present in the main power
system. This flexibility enhances the dynamic and transient
stability of the electric power system, thereby making it more
robust. The MB-PSS3C designed in this study, effectively
dampened all oscillation modes, contributing to improved
stability.

3) OPTIMIZATION PERFORMANCE
Analysis of the increase in stability of the Sulselrabar system
due to WPP penetration was carried out using several analyt-
ical methods, including
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FIGURE 22. Comparison of 1δ response in various generators.
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TABLE 12. Critical eigenvalue system.

TABLE 13. Inter-area eigenvalue system.

- Damping Analysis
- Time-domain simulation: speed deviation, field volt-
age, PSS output voltage, and rotor angle response for
each generator

- Eigenvalue Analysis

Based on the damping analysis results, the maximum
damping was obtained with the implementation of MOA-
basedMB-PSS3C. MB-PSS3C provides maximum damping,
which is important for improving the oscillation stability
performance of the power system, especially during WPP
penetration. The time-domain simulation analysis included
observations of the speed response, field voltage response,
PSS output voltage response, and rotor angle response for

each generator. This analysis assesses parameters such as
overshoot response and settling time.

Based on the speed response, field voltage response, PSS
output voltage response, and rotor angle response of the
generators, it is observed that an additional load results
in electrical power (Pe) exceeding the mechanical power
(Pm), as indicated by Pe > Pm. The responses obtained
from the generators during the load change disturbances
were downward or negative, indicating a decrease in certain
parameters. Load change disturbances were applied to the
WPP SIDRAP and BAKARU generators. In this scenario,
the primary role of the PSS is to mitigate the oscillations
that occur, ensuring that the stability of the Sulselrabar
system is maintained. The adoption of the MOA-based
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TABLE 14. Local eigenvalue system.

FIGURE 23. Single-line diagram of the sulselrabar system post-optimization.

MB-PSS3C control strategy resulted in several improvements
in the system stability, including a decrease in the minimum
overshoot response, quicker settling time response, and a
shift towards more negative eigenvalues. Settling time refers
to the time required for a system to return to a steady
state after experiencing a disturbance. A faster settling time
indicates a more rapid response, which indicates improved
stability.

The Sulselrabar single-line diagram system, as depicted
in Fig. 23, illustrates the utilization of the MOA approach
for optimizing the placement of MB-PSS3C. The optimized
placement ensures effective integration of MB-PSS3C within
the Sulselrabar electric power system. Additionally, the inte-
gration of WPP SIDRAP renewable generators into the
system enhances the line flow and reduces system losses by
leveraging renewable energy sources.

4) CHALLENGES AND STRATEGY
Currently, the Sulselrabar system comprises a mix of thermal
generators and generators from renewable energy sources
such as hydro power and wind power. Looking ahead, there
is a growing emphasis on prioritizing renewable energy gen-
eration, especially from WPP. This shift was supported by
government initiatives aimed at increasing electricity gen-
eration from renewable sources. Hence, there is a need for
control device technology that enhances the system perfor-
mance, particularly in light of WPP penetration. In addition,
it is crucial to anticipate the dynamics of consumer load
development. The Sulselrabar system is among the largest in
Indonesia, linking major load centers across four provinces:
South, Southeast, and West Sulawesi. In the future, the
Sulselrabar system is expected to become more extensive and
complex with the expansion of its coverage area to include
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Central and North Sulawesi. Sulawesi Island has the highest
wind energy potential in Indonesia, making the development
of WPP in this area strategically important.

The preliminary results of this study indicate that the pen-
etration of renewable energy generation affects the stability
of the system. Additionally, variations in the system load
also significantly influence the stability of the Sulselrabar
system by altering the power flow. Current control systems in
generators, such as AVR and excitation systems, are unable
to effectively overcome instability owing to their limited
functionalitys. Hence, it is necessary to equip the Sulselrabar
system with additional PSS controls to mitigate instability.
This research suggests implementing MB-PSS3C based on
MOA artificial intelligence, which offers maximum influence
to the generators in the Sulselrabar system by optimizing
their responses to disturbances. For future research on the
Sulselrabar system, integratingMOA-basedMB-PSS3Cwith
other control equipment, such as FACTS devices, could be
explored to further enhance the system stability.

V. CONCLUSION
This study recommends the use of the Mayfly Optimiza-
tion Algorithm (MOA) for optimizing both the location and
parameters of the Multi-Band Power System Stabilizer type
MB-PSS3C in the Sulselrabar system integrated with the
Wind Power Plant (WPP) SIDRAP. The optimal installa-
tion location for the MB-PSS3C among the 14 generators
was identified, and the MOA approach was employed to
optimize its parameters. The application of MB-PSS3C,
based on MOA, demonstrated superior outcomes compared
to alternative control techniques. These outcomes include
improved system eigenvalues, reduced overshoot oscillation,
quick settling time, and ideal generator field voltage response.
The increase in the damping system is associated with
an enhancement in the system stability. The incorporation
of 14 MOA-based Multi-Band Power System Stabilizer type
MB-PSS3C units resulted in the highest damping ratio, reach-
ing 0.7498925. The MOA technique exhibited efficiency by
achieving a minimum fitness function value of 80.4372791 at
the thirteenth iteration. These findings suggest that, in com-
parison to Particle Swarm Optimization (PSO) approaches,
the MOA method computes a minimal fitness function value
more swiftly.

In future work, there are several topics that can be
researched both related to the Sulselrabar system and other
systems, namely,

1) Integration of MOA-based MB-PSS3C with other
control equipment: This study explores the potential
benefits of integrating MOA-based MB-PSS3C con-
trollers with FACTS devices to enhance the stability
of the Sulselrabar power system and other large-scale
multi-machine systems.

2) Further investigation into MOA implementation: This
topic focuses on evaluating the efficiency and effec-
tiveness of MOA in addressing various engineering
optimization problems beyond power systems. It also

suggests comparing the MOA with other optimization
algorithms to assess its performance and versatility.

3) Implementation of MOA-based MB-PSS3C in other
electric power systems: This study suggests extending
the application of MOA-based MB-PSS3C to other
electric power systems, particularly those with renew-
able energy integration, such as solar and wind power
plants.
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