
Received 7 May 2024, accepted 20 May 2024, date of publication 27 May 2024, date of current version 5 June 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3406036

Low Carbon Optimization Scheduling of Micro
Grid Based on Improved Particle Swarm
Optimization Algorithm
SANG YINGJUN 1, ZHANG WENZHI1, MA JING1, CHEN QUANYU 1, TAO JINGLEI1,
AND FAN YUANYUAN 2
1Faculty of Automation, Huaiyin Institute of Technology, Huai’an 223003, China
2Faculty of Mathematics and Physics, Huaiyin Institute of Technology, Huai’an 223003, China

Corresponding author: Fan Yuanyuan (fyuanyuan123@163.com)

This work was supported in part by Jiangsu Provincial Department of Housing and Construction Project under Grant HGDJ202201;
and in part by the Innovation and Entrepreneurship Project for Student under Grant 202311049015Z, Grant 202311049451YJ,
Grant HGYK202209, and Grant HGYK202310.

ABSTRACT This article proposes a low-carbon operation analysis method for micro grids based on
improved particle swarm optimization algorithm. Corresponding improvements have been made to the
inertia weight, learning factor, and individual extreme of the algorithm, depicting the comprehensive low-
carbon operation information of micro grids under the influence of carbon emission quotas and carbon
trading mechanisms from the perspective of data visualization. The low-carbon scheduling of micro grids
is carried out from three perspectives: environmental protection, economy, and comprehensiveness, which
compensates for the limitations of focusing on traditional low-carbon operation and provides a powerful tool
for analyzing low-carbon operation of micro grids. Firstly, establish the energy consumption cost and carbon
emission cost functions of the micro grid system, add the two cost functions together and take the minimum
sum to form the objective function of this article. Then, based on the characteristics of each unit, a low-
carbon model is constructed to constrain the carbon emissions of each unit. Finally, simulation analysis was
conducted on the micro grid system based on the improved particle swarm optimization algorithm, verifying
the effectiveness and practicality of the proposed algorithm. The simulation results show that the improved
particle swarm optimization algorithm can quickly and effectively reduce energy consumption and carbon
emission costs, and improve the comprehensive efficiency of micro grid systems.

INDEX TERMS Micro grid, low carbon, particle swarm optimization algorithm, carbon emissions, carbon
trading mechanism.

I. INTRODUCTION
With the large-scale integration of renewable energy sources
such as wind and light into the grid, micro grids play an
indispensable role in promoting the green and low-carbon
transformation of energy structure [1], [2]. With the rapid
development of China’s economy, the demand for energy
is also increasing, and the power industry is showing a
good development trend. micro grids, as an important part
of smart grids, play an indispensable role in sustainable
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economic development. Therefore, developing distributed
energy is one of the important ways for China to achieve
energy transformation and the ‘‘dual carbon goals’’. In 2022,
the National Development and Reform Commission released
the ‘‘14th Five Year Plan for Modern Energy System’’ [3],
proposing to use the power grid as the basic platform to
promote the development of distributed energy and reason-
ably configure distributed energy storage systems. As of the
end of 2022, the installed capacity of distributed new energy
in China has reached 250 million kilowatts, accounting for
10% of the total installed capacity in the country, including
145 million kilowatts of distributed photostatic [4]. Faced
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with the dual pressures of energy and environment, finding
new environmentally friendly energy sources has become
a consensus. New renewable energy sources, represented
by wind power and photostatic, have been widely applied.
However, due to the significant environmental impact and
randomness and volatility of new renewable energy sources
such as wind power and photostatic, micro grids have
emerged to address these issues. micro grids are also the key
to solving energy and environmental problems.

Distributed energy sources such as wind power and
photostatic have inherent characteristics such as volatility
and intermittency. Their rapid grid connection development
makes distribution network control more complex and
uncertain, posing a huge challenge to the safe and economic
operation of the power grid. On the other hand, micro grids
with multiple elements of source, grid, load, and storage
have high flexibility. Their operation modes and interaction
strategies with the transmission network are rich, which can
effectively utilize distributed new energy [5], achieve self-
control, self-sufficiency, and autonomy of domestic power
supply to a certain extent, improve power quality and safety,
improve energy utilization efficiency, reduce carbon emission
intensity [6], and meet the diverse needs of different users [7].
Therefore, micro grids are receiving widespread attention and
research from scholars both domestically and internationally.
Distributed power sourcesmainly include wind power, photo-
static, diesel engines, gas turbines, etc. In recent years, guided
by the strategy of ‘‘peaking carbon and achieving carbon
neutrality’’, the development of clean energy generation has
reached a new level. Therefore, optimizing the scheduling
of micro grids requires comprehensive consideration of
economic and environmental benefits.

The micro grid includes different types and control meth-
ods of energy, so for the optimization and scheduling of micro
grids, it is a multi-objective table nonlinear optimization
problem, which is also the core of micro grid optimization
and scheduling. In order to purposefully optimize the
scheduling of power sources, domestic and foreign scholars
have conducted in-depth research and achieved remarkable
results. Shen and Yang [8] optimized the scheduling of
micro grids through an improved bat algorithm, but did
not consider environmental costs, Li et al. [9] optimized
the scheduling of micro grids through an improved particle
swarm optimization algorithm, taking into account both
economic and environmental costs, Huang [10]utilized the
improved Grey Wolf algorithm to optimize the scheduling of
micro grids, verifying the feasibility and superiority of the
improved Grey Wolf algorithm, Li and Zhang [11]proposed
an improvedmulti-objective harmony search algorithm based
on dynamic probability parameters and virtual fitness to
apply to the optimization scheduling model of micro grids,
Zeng et al. [12] constructed a multi-objective optimization
model with minimal operating costs and environmental
pollution for micro grids, and used the bird swarm algorithm
to solve the model, which has strong search ability, Chu [13]
allocates the load under two operating modes: isolated

FIGURE 1. Structure diagram of micro grid system.

network operation and grid connected operation using genetic
algorithm, Sarfi and Livani [14] proposed a multi-objective
optimal scheduling model based on micro grid security
constraints for the economic and reliable operation of micro
grids, Feng and Hu [15]used simulated annealing genetic
algorithm to solve the model.

This article analyzes the output of each unit in the
micro grid, with the objective function of minimizing the
sum of energy consumption cost and carbon emission cost.
It studies the low-carbon optimization scheduling method
of the micro grid, and combines the characteristics of
each unit to construct a low-carbon model to constrain
the carbon emissions of each unit. Finally, an improved
particle swarm optimization algorithm is used to simulate
and analyze the micro grid system on MATLAB. From
the perspectives of environmental protection, economy, and
comprehensiveness, low-carbon scheduling of micro grids
is carried out. Simulation results show that the improved
particle swarm optimization algorithm can quickly and
effectively reduce energy consumption and carbon emission
costs, and improve the comprehensive efficiency of micro
grid systems.

The micro grid studied in this article mainly includes wind
turbines, photovoltaic generators, micro gas turbines, diesel
engines, energy storage equipment, main grid interaction, and
electrical loads [16]. The structure is shown in Figure 1.
The terminology list of symbols and meanings involved in

this article is as follows.
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II. A LOW-CARBON OPTIMIZATION SCHEDULING MODEL
FOR MICROGRIDS
A. WIND TURBINE MODEL
The principle of wind power generation is to use wind power
to drive the blades of a windmill to rotate, and then increase
the speed of rotation through a booster engine to drive the
generator to generate electricity. The working state of a wind
turbine is related to its actual wind speed, cut-in wind speed,
and cut-out wind speed. When the actual wind speed is less
than the cut-in wind speed or greater than the cut-out wind
speed, the operating requirements are not met, and the output
power is zero,When the actual wind speed is between the cut-
in wind speed and the rated wind speed, the power generation
is shown in the formula, When the actual wind speed is
between the rated wind speed and the cut out wind speed,
it is the most ideal state for operation, and the unit operates

at rated power [17].

PWT ,t =


0 0 ≤ V ≤ Vi
KWT ,1V 3

+ KWT ,2V 3
i Vi ≤ V ≤ Ve

Pe Ve ≤ V ≤ V0
0 V ≥ V0

(1)

KWT ,1 =
Pe

V 3
e − V 3

i
KWT ,2 = −KWT ,1

(2)

In Eq. (1-2), PWT,t is the actual output power of the wind
turbine, V, Vi, Ve and Vo are the actual wind speed, cut-in
wind speed, rated wind speed, and cut-out wind speed of the
wind turbine, Pe is the rated power of the wind turbine, KWT,1
and KWT,2 are the power characteristic parameters of wind
turbines.

B. PHOTOVOLTAIC GENERATOR MODEL
Photovoltaic power generation is based on the principle
of photovoltaic effect, using solar cells to directly convert
solar energy into electrical energy. The working state of
photovoltaic generators is related to light intensity and
environmental temperature, and the specific photovoltaic
output power formula is as follows [18].

PPV ,t = PSTC ×
GC
GSTC

[1 + µ(TC − TSTC )] (3)

In Eq. (3), PPV,t is the actual output power of the photovoltaic
generator. PSTC,GSTC and TSTC are the maximum output
power, light intensity, and ambient temperature in the
standard environment. GC and TC Respectively refer to the
actual light intensity and actual environmental temperature,µ
is the temperature coefficient.

C. BATTERY MODEL
The position of energy storage devices in the optimization and
control of micro grids is very important. Energy storage can
achieve peak shaving and valley filling, ensure the stability
of the power system, and improve the quality of energy
consumption.

SOCt =

 (1 − λ) × SOCt−1 +
1
ηf

× Pbess,t Pbess,t ≤ 0

(1 − λ) × SOCt−1 + ηc × Pbess,t Pbess,t > 0

(4)

In Eq. (4), SOCt and SOCt−1 are respectively the stored
energy of the battery at time t and the stored energy at
time t-1.ηc and ηf respectively refer to the charging and
discharging coefficients of the battery, λ is the self charging
and discharging rate of the battery,which is ignored due to its
very small self discharging ratio, Pbess,t is the charging and
discharging power of the battery at time t.

D. DIESEL ENGINE MODEL
The fundamental principle of a diesel generator is to convert
the chemical energy of the engine fuel into rotational

VOLUME 12, 2024 76435



S. Yingjun et al.: Low Carbon Optimization Scheduling of Micro Grid

mechanical energy, which is then converted into electrical
energy by the generator, The speed control system adjusts the
engine speed, i.e. the frequency of electricity, by adjusting
the fuel supply, and adjusts the output active power at a fixed
frequency.

FDE =

T∑
t=1

αP2DE,t + βPDE,t + γ (5)

In Eq. (5), FDE is the operating cost of the diesel engine, PDE,t
is the power generated by the diesel engine at time t, α, β, γ

are the operating cost coefficient of the diesel engine.

E. MICRO GAS TURBINE MODEL
Compared with traditional power sources [19], micro gas
turbines have significant advantages such as long service life,
simple maintenance, and so on.

FMT =

T∑
t=1

KMT ,t ×
PMT ,t

LHV × ηMT
(6)

In Eq. (6), FMT is the operating cost of the micro gas turbine,
KMT is the cost coefficient of themicro gas turbine, ηMT is the
operational efficiency of micro gas turbines, LHV is the Low
calorific value of natural gas, PMT,t is the power generated by
the gas turbine at time t.

F. MAIN NETWORK INTERACTION

Fgrid =

T∑
t=1

(Cbuy,t − Csell,t ) × Pgrid,t (7)

In Eq. (7),Fgrid is the total cost of the interaction between
the micro grid and the main grid. Cbuy,t and Csell,t are the
purchase and sale prices of the micro grid and the main grid
at time t, Pgrid,t is the purchasing and selling power of the
micro grid and the main grid at time t.

III. OBJECTIVE FUNCTION
For the low-carbon optimization model of micro grids, taking
into account two types of optimization objectives: energy
consumption cost and carbon emission cost, a weighted
coefficient method is used to establish an objective function.
The objective function is as follows [21].

FZ = min(ω1 × FN + ω2 × FC ) (8)

ω1 + ω2 = 1 (9)

In Eq. (8-9), ω1 is the weighted coefficient of energy
consumption cost andω2 is theweighted coefficient of carbon
emission cost, FN is the energy consumption cost of the micro
grid system, FC is the cost of carbon emissions for micro grid
systems. The energy cost objective function is as follows.

FN = FWT + FPV + Fbess + FDE + FMT + Fgrid (10)

In Eq. (10), FWT is the operating cost of the wind turbine,
FPV is the operating cost of photovoltaic generators, Fbest is

the Cost of energy storage. The functions of FWT, FPV, and
Fbest are as shown in Eq. (11-13).

FWT =

T∑
t=1

λWT × PWT ,t (11)

FPV =

T∑
t=1

λPV × PPV ,t (12)

Fbess =

T∑
t=1

λbess × SOCt (13)

In Eq. (11-13), λWT, λPV, λbess are the operating cost
coefficient of wind turbines, the operating cost coefficient
of photovoltaic generators, and the cost coefficient of energy
storage.

Compare the actual carbon emissions of the system with
the carbon emission quota allocated by the system under
the carbon trading mechanism, introduce different carbon
emission factors for the relevant units, and introduce penalty
coefficients. If the actual carbon emissions exceed the
carbon emission quota, the micro grid system will choose
a scheduling model with a penalty mechanism, which can
effectively regulate the carbon emission standards of the
micro grid system and achieve the ‘‘redistribution’’ of the
output of each unit, Reduce carbon emissions and minimize
the overall cost of micro grid systems.

The carbon emission cost objective function of the micro
grid system is as follows.

FC

=



T∑
t=1

δ(aPbess,t + bPDE,t + cPMT ,t ) 1Et ≤ 0

T∑
t=1

δ(aPbess,t+bPDE,t+cPMT ,t ) + KC1Et 1Et >0

(14)
St = ε(Pbess,t + PDE,t + PMT ,t )
Dt = aPbess,t + bPDE,t + cPMT ,t

1Et = Dt − St

(15)

In Eq. (14-15), a, b, and c are the carbon emission factors
per unit power of the battery, diesel engine, and gas turbine at
time t, KC is the penalty coefficient for the excess unit carbon
emission power, St is the carbon emission quota power of
the current unit at time t, ε is the unit power emission quota
coefficient,δ is the carbon emission cost coefficient, Dt is the
actual carbon emission power generated by the current unit at
time t, 1Et is the Power for excess carbon emissions.

A. CONSTRAINT CONDITION
The constraints of the micro grid system described in this
article include: system power balance constraints, diesel
engine output constraints, gas turbine output constraints, tie
line transmission power constraints, energy storage device
constraints, photovoltaic capacity upper and lower limits
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constraints, and wind power capacity upper and lower limits
constraints.

Among them, the system power balance constraint is
represented as:

PPV,t + PWT,t + Pbess,t + Pgrid,t + PDE,t + PMT,t = PL,t

(16)

In Eq. (16), PPV,t is the power generated by the photovoltaic
power station at time t, PWT,t is the power generated by the
wind farm at time t, Pbess,t is the Charge and discharge power
of the battery at time t, Pgrid,t is the generation power of
the main network interaction at time t, PDE,t is the power
generated by the diesel engine at time t, PMT,t is the power
generated by the micro gas turbine at time t, PL,t is the total
power of the micro grid system at time t.

The upper and lower limits of wind power capacity
constraints are expressed as:

Pmin,WT ≤ PWT,t ≤ Pmax,WT (17)

In Eq. (17), Pmax,WT,Pmin,WT represents the upper and lower
limits of wind farm output, PWT,t is the output of the wind
farm at time t.

The upper and lower limits of photovoltaic capacity
constraints are expressed as:

Pmin,PV ≤ PPV,t ≤ Pmax,PV (18)

In Eq. (18), Pmax,PV, Pmin,PV represents the upper and lower
limits of the output of the photovoltaic power station, PPV,t is
the output of the photovoltaic power plant at time t,

The constraint of the energy storage device is expressed as:{
Pmin,bess ≤ Pbess,t ≤ Pmax,bess

SOCmin ≤ SOCt ≤ SOCmax
(19)

In Eq. (19), Pmax,bess, Pmin,bess represents the upper and lower
limits of the output of the energy storage device, SOCmax,
SOCmin represents the upper and lower limits of energy
storage capacity.

The diesel engine output constraint is expressed as:

Pmin,DE ≤ PDE,t ≤ Pmax,DE (20)

In Eq. (20), Pmax,DE,Pmin,DErepresents the upper and lower
limits of diesel engine output, and PDE,t represents the
generating power of the diesel engine at time t,

The output constraint of the gas turbine is expressed as:

Pmin,MT ≤ PMT,t ≤ Pmax,MT (21)

In Eq. (21), Pmax,MT, Pmin,MT represents the upper and lower
limits of the output of the micro gas turbine,PMT,t represents
the power generated by the micro gas turbine at time t,

The transmission power constraint of the interconnection
line is expressed as:

Pmin,grid ≤ Pgrid,t ≤ Pmax,grid (22)

In Eq. (22), Pmax,grid, Pmin,grid represents the upper and
lower limits of the transmission power of the interconnection

line,Pgrid,t represents the generation power of the main
network interaction at time t.

IV. PARTICLE SWARM OPTIMIZATION
A. TRADITIONAL PARTICLE SWARM OPTIMIZATION
ALGORITHM
If the dimension of the target search space is D, and the
population is composed of N particles,then the position
and velocity of any particle are xti = (x1i , x

2
i , x

3
i · · ·x

D
i ) and

vti = (v1i , v
2
i , v

3
i · · ·v

D
i ),So far, the optimal individual value

found by any particle i is pbestti = (p1i , p
2
i , p

3
i · · ·p

D
i ),The

optimal value of the searched population is gbestti = (g1i , g
2
i ,

g3i · · ·g
D
i ). After finding these two optimal values, the velocity

and position of particles can be updated using the following
formula:

vt+1
i = w(t) · vti + c1r1(pbest ti − x ti ) + c2r2(gbest ti − x ti )

(23)

x t+1
i = x ti + vt+1

i (24)

In Eq. (22-23), vt+1
i and xt+1

i represent the velocity and
position of the i-th particle at the t-th iteration, respectively.
pbestti and gbest

t
i are the optimal positions for the i-th particle

and the population, respectively. w(t) is the inertia weight,
with a range of [0.2,1],c1 and c2 are self cognitive learning
factors and social cognitive learning factors, with a range
of (0,2],r1 and r2 are a random number on the interval
[0,1], The standard particle swarm optimization algorithm
has fewer adjustment parameters, fast solving speed, and
good optimization effect. However, in the early stage of the
algorithm, it is susceptible to the influence of initial particles,
causing the population to deviate from the optimal solution
direction, and in the later stage, it faces the situation of falling
into a local optimal solution [20].

B. IMPROVED PARTICLE SWARM OPTIMIZATION
ALGORITHM
In order to avoid the algorithm falling into local optima, this
article will improve from two aspects: inertia weight, learning
factor, and individual extreme. To improve inertia weight,
a nonlinear inertia weight improvement formula is proposed
to balance the algorithm’s global and local search capabilities,
A dynamic adaptive adjustment formula for learning factors
is proposed to improve the learning factors, so that the
trend of learning factor changes meets the needs of iterative
development of particle swarm optimization, A dynamic
adaptive adjustment formula based on geometric averaging
method is proposed to improve the individual extreme,
which enhances the stability and accuracy of population
approximation to the Pareto optimal frontier and enables
particles to better approach the global extreme.

1) IMPROVEMENT OF INERTIA WEIGHT
The dynamic adjustment of inertia weights can improve the
performance of the algorithm to a certain extent, but it is
difficult to adapt to complexmulti-modal problems. Research
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has shown that compared to linear decreasing inertia weight
adjustment strategies, nonlinear decreasing strategies have
better optimization effects. Therefore, this article proposes a
segmented inertia weight adaptive improvement formula:

ωnew

=


ωstart + 0.1 × rand d ≤

K
3

ωstart+ωend

2
+
(ωstart−ωend )

2
X

1
1+ρ d

K
K
3

<d<
2K
3

ωend − 0.1 × rand d ≥
2K
3

(25)

In Eq. (24), d is the current number of iterations, K is the total
number of iterations, ρ is the adjustment coefficientωstart and
ωend are the initial and ending values of the inertia weight
factor.

2) IMPROVEMENT OF LEARNING FACTORS
At present, the improvement of learning factors mainly
focuses on adaptive adjustment formulas. The main principle
is to make the learning factor c1 linearly increase with the
number of iterations, and the learning factor c2 linearly
decrease with the number of iterations. This can make the
algorithm converge faster in the early iteration stage, and
quickly converge to the global optimal in the later stage.
Meanwhile, the learning factor c1 is greater than c2 in the
early stage and less than c2 in the later stage. Therefore,
this article proposes an improved learning factor adaptive
formula:

c1,new = c1,end + (c1,start − c1,end ) cos(π
1
2
d2

K 2 )

c2,new = c2,end + (c2,start − c2,end ) cos(π
1
2
d2

K 2 )
(26)

In the Eq. (25), c1,start and c1,end represent the initial and
ending values of c1, c2,start and c2,end represent the initial and
ending values of c2,

3) MPROVEMENT OF INDIVIDUAL EXTREMUM
The role of individual extreme is mainly reflected in two
aspects: velocity update and position update of particles.
As particles approach the individual extreme position, their
speed gradually decreases, thereby slowing down the speed
of particle evolution and preventing the occurrence of ‘‘over-
fitting’’ phenomenon. At the same time, as particles approach
the individual extreme position, their accuracy also increases,
effectively avoiding particles falling into local optima and
improving search performance. This article proposes an
improved individual extreme value adaptive formula:

pbestnew = (pbest1 × pbest2 × · · · × pbestn)
1
n (27)

C. ALGORITHM FLOW
This article adopts an improved particle swarm optimization
algorithm to establish a corresponding low-carbon optimiza-
tion scheduling model. The specific steps are:

FIGURE 2. Algorithm flow chart.

Step 1: Obtain basic data of the micro grid system and
perform parameter initialization.
Step 2: Initialize the particle population, with each particle

in the population corresponding to a scheduling scheme.
Step 3: Calculate the fitness function and input a mathe-

matical model with the minimum comprehensive operating
cost as the objective function.
Step 4: Take the current value as the individual optimal

value and calculate the group optimal value.
Step 5: Start iteration.
Step 6: Improving individual extreme values.
Step 7: Update the velocity and position of particles using

the improved velocity update formula, calculate the updated
fitness value, and update the individual and group optimal
values of particles.
Step 8: Determine whether the particles converge, and

if not, continue the iteration, On the contrary, the optimal
solution is output, Provide optimization scheduling methods.

The process flow of the improved particle swarm optimiza-
tion algorithm is shown in Figure 2:

V. SIMULATION STUDY
A. INTRODUCTION TO THE EXAMPLE
In this example, the dispatching time of the micro grid system
is divided into 24 dispatching periods in units of one hour,
and the objective function of the micro grid is solved by
the improved particle swarm optimization algorithm. For the
operation simulation of the micro grid system, the parameters
provided on a typical day are used as the basis for simulation,
and the optimal output of each distributed power source
in the micro grid is determined, so that the comprehensive
operation cost of the entire optimization dispatching cycle
is minimized, and the low-carbon optimal operation of the
micro grid system is realized. For the conventional particle
swarm algorithm parameters fixed as constants, the present
invention sets the inertia weight and learning factor as a one-
dimensional vector, then Equation 24 and Equation 25 are
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TABLE 1. Parameters of each unit.

TABLE 2. Peak-to-valley electricity prices for purchase and sale.

TABLE 3. Battery energy storage parameters.

the updated iterative formulas of the inertia weight and the
learning factor, respectively. Where: ωstart is 0.9, ωend is 0.4,
c1,start and c2,start is set to 2.5 and 0.5, c1,end and c2,end is set
to 0.5 and 2.5, respectively. The number of populations is set
to 100, and the maximum number of iterations is 200.

Table 1 shows the parameter data of each unit, setting
the maximum power and minimum power, including five
units: diesel engine, gas turbine, tie line, wind turbine and
photovoltaic generator.

Table 2 shows the specific data of peak and valley
electricity prices for electricity purchase and sale.

Table 3 is the battery energy storage parameter data, which
specifies the maximum capacity, minimum capacity, initial
energy storage capacity, maximum input power, minimum
input power and charge and discharge rate of the battery.

B. SIMULATION RESULTS
According to the low-carbon optimal dispatching model and
improved particle swarm algorithm of micro grid established
in this paper,Matlab is used to program to achieve the purpose
of load optimization, and the parameters provided on a typical
day are used as the basis for simulation, and the output of each
unit of the micro grid in the dispatching time is simulated,
as shown in Figure 3.

Referring to the illustration of Figure 3, in order to better
compare and analyze, the total load after optimization is

FIGURE 3. The output diagram of each unit after improvement.

FIGURE 4. Comparison of total load before and after optimization.

compared with the total load before optimization, as shown
in Figure 4

From Figure 4, it is clear that the total load has been
significantly improved during the peak hours of electricity
consumption from 9:00 am to 12:00 pm and from 17:00 pm to
21:00 pm, and the total load of the optimized system is lower
and more stable than that of the system before optimization.

The low-carbon optimal dispatch model of micro grid
established in this paper not only considers the cost of
energy consumption, but also takes into account the cost of
carbon emissions, to ensure that the comprehensive benefits
of the micro grid system are maximized, in order to optimize
the dispatch more comprehensively and stably, this paper
considers the optimization results under different schemes,
as shown in Figure 5 and Figure 6.
Referring to the illustration of Figure 3∼ Figure 6, in order

to better compare and analyze, it is divided into three schemes
for optimal scheduling analysis, and the specific data is
shown in Table 4
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FIGURE 5. Energy consumption cost minimum power.

FIGURE 6. Carbon emission cost minimum power.

FIGURE 7. Comparison of Pareto front-edge solution before and after
optimization.

Table 4 shows that when the energy cost of the system is
prioritized, the total cost is reduced by 6.6%, when the carbon
cost is prioritized, the total cost is reduced by 6.5%, and the

TABLE 4. Results before and after optimization under different scenarios.

total cost is reduced by 6.8%when the total cost is considered.
It can be seen that under comprehensive consideration, the
low-carbon carbon optimization dispatch effect of the micro
grid system is the best. The simulated Pareto leading edge
solution is shown in Figure 7.

VI. CONCLUSION
In order to reduce the daily operating costs of micro
grids, this article comprehensively considers the energy
consumption and carbon emission costs of micro grid
systems, reducing both the operating costs of micro grids
and carbon emissions. This article utilizes an improved
particle swarm optimization algorithm for iterative opti-
mization. The algorithm deceptively improves the formula
by introducing segmented inertia weights, Introducing an
improved learning factor adaptive formula, Introducing an
improved formula for individual extreme is beneficial for the
algorithm to quickly jump out of local optima and improve
convergence speed, thereby improving global convergence
ability. After optimized scheduling, the comprehensive cost
of the micro grid system decreased by 6.8% compared to
before optimization. The simulation results of the example
show that the improved model and algorithm have fast
convergence speed, more accurate results, and can effectively
allocate the output of each unit in the micro grid system.
They can reasonably and effectively allocate the output
of each unit in the micro grid system, providing an eco-
nomic and environmentally friendly optimization scheduling
method.
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