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ABSTRACT A hybrid controlling method for stability controllers is needed in the interconnected renewable
power systems due to the working conditions being diverse from low to high levels of Renewable Energy
Sources (RES). Power System Stabilizer and Virtual Inertia (PSS-VI) are viable to provide a wider enhance-
ment effect in the stability. This paper proposes a new approach to enhance the stability of interconnected
renewable power systems by hybrid controlling parameters of PSS-VI. A robust optimizer based on Harris
Hawk Optimizer (HHO) is formulated. Interconnected renewable power systems are modeled based on
multi-area power systems with different energy resources, including conventional generators, Solar Power
Generation (SPG), and Wind Power Generation (WPG). Besides that, the Battery Storage System (BSS) is
also dispatched to realize the virtual inertia emulation. The optimal parameters by HHO are compared with
the other recent novel algorithms. The optimal controlling parameters of PSS-VI by HHO in interconnected
renewable power systems performed in low to highRES conditions. Based on the convergence curve analysis,
HHO conducts the best fitness value with faster iterations than the compared algorithm. The results of
hybrid controlling parameters by HHO can significantly suppress the Rate of Change of Frequency (RoCoF)
by 5.99% and 4.89% in low-RES and high-RES conditions, respectively. Moreover, the hybrid controlling
parameters for PSS-VI offer smoother response and transition in frequency and inter-area power exchange
responses.

INDEX TERMS Harris Hawk Optimizer, interconnected power system, power system stabilizer, renewable
energy sources, virtual inertia.

NOMENCLATURE
A WT’s swept area.
CP WT’s power coefficient.
D Damping properties.
DVI Additional damping properties.
E Escaping energy of the rabbit in HHO.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nga Nguyen .

Eboc Open-circuit voltage in BSS.
Eb1 Overvoltage tolerance in BSS.
Efd Exciter’s voltage.
E ′
q Terminal voltage in the generator.
Eo The initial energy of the rabbit in HHO.
GSPG (s) The transfer function for SPG.
GWPG (s) The transfer function for WPG.
NPV Power rating of the PV system.
PBSS Power output from BSS.
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PINV_max Maximum value of inverter’s filter.
PINV_min Minimum value of inverter’s filter.
PVI Inertia power emulation.
q A random value between 0 to 1 that deter-

mines the hawk’s position.
r Rabbit’s probability of escaping.
rbp Self-discharge resistance.
rbs Internal tolerance in BSS.
RVI Inertia droop.
r1,r2,r3, r4,r5 Randomly generated numbers between

0 to 1 in HHO.
T Ambient temperature.
t The current iteration in HHO.
TA Amplifier’s time response.
Tb BSS’s time response.
T ′
do Exciter’s time constant.
Te Electrical torque areas.
TINV Inverter’s time response.
Tjk Synchronization coefficient between two

areas.
tmax Maximum iteration in HHO.
TS Temperature in standard test condition.
TSPG SPG’s time constant.
TW Washed-out constant.
TWPG WPG’s time constant.
T1, T2, T3, T4 Tunable parameters in PSS.
ub Upper bound.
VPSS Signal output from PSS.
XCO Reactance in BSS.
H Inertia properties.
IO_BSS DC in BSS.
J Jump strength of the rabbit in HHO.
kA Amplifier’s gain constant.
Kb BSS’s gain control.
KPSS PSS’s gain constant.
KSPG SPG’s gain constant.
KVI Virtual inertia properties.
KWPG WPG’s gain constant.
K1− K6 Heffron-Phillips’ constants.
lb The lower bound of search space.
N Number of population in HHO.
Xi Initial position of hawks.
Xm (t) Average position of hawks.
Xrabbit Rabbit vector in HHO.
Xrabbit (t) The current rabbit’s location.
Xr (t) Random movement of a hawk.
X (t) Current position of a hawk.
X (t + 1) Hawk’s position.
αT Temperature coefficient.
1Ebt Terminal equivalent.
1ECO Non-overlapping voltage in DC.
1Ed Damping signal in VI.
1f Frequency deviation.
1f 1 Frequency response in Area 1.
1f 2 Frequency response in Area 2.
1PL Change in power load.

1PSPG Change in solar power output.
1Ptie,j Exchange power via tie-line.
1Ptie,jk Tie-line power exchange between j and k.
1PWT Change in wind turbine output.
1VWind Change in wind speed.
1X (t) Average distance between the hawks and the

rabbit.
1δ Power angle deviation.
ρ Air density coefficient.
1φ Change in solar GHI level.
1ω Rotor speed deviation.
φS Solar GHI level in the standard test condition.
ωr Rotor speed.

LIST OF ABBREVIATIONS
AOA Arithmetic Optimizer Algorithm.
AVR Automatic Voltage Regulator.
BSS Battery Storage System.
CDI Comprehensive Damping Index.
DI-PSS Dual Input Power System Stabilizer.
EOA Equilibrium Optimizer Algorithm.
ESS Energy Storage System.
FLC Fuzzy Logic Controller.
GHI Global Horizontal Irradiation.
HHO Harris Hawk Optimizer.
HVDC High Voltage Direct Current.
LF Levy Flight.
LQG Linear Quadratic Gaussian.
LQI Linear Quadratic Integral.
LQR Linear Quadratic Regulator.
MFO Moth Flame Optimizer.
MOA Mayfly Optimizer Algorithm.
MRFA Manta Ray Foraging Algorithm.
PI Proportional-Integral (Controller).
POD Power Oscillation Damping.
PSS Power System Stabilizer.
PSS-VI A combination of PSS and VI.
PV Photovoltaic.
RES Renewable Energy Sources.
RoCoF Rate of Change of Frequency.
RSO Rat Swarm Optimizer.
SMIB Single Machine Infinite Bus.
SPG Solar Power Generation.
SSSC Static Series Synchronous Compensator.
STATCOM Static Synchronous Compensator.
SVC Static Var Compensator.
VI Virtual Inertia.
WECC Western Electricity Coordinating Council.
WOA Whale Optimizer Algorithm.
WPG Wind Power Generation.
WT Wind Turbine.

I. INTRODUCTION
A shifting trend from centralized power generation sys-
tems towards decentralized power generation systems is
inevitable [1]. A decentralized power generation system
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offers a more economical and flexible way of maintaining
reliability and feasibility than centralized ones [2]. Moreover,
a decentralized power generation system can be built on a
wider scale, such as from small-scale to large-scale power
generation systems. This condition opens the opportunity for
the user to deploy their own power or energy systems [3].
This kind of power generation system is popularly known as
a microgrid power system.

A microgrid power system offers flexibility in the power
generation of resources [4]. Microgrids can utilize the poten-
tial Renewable Energy Sources (RES) in different specific
sites. For example, Solar Power Generation (SPG) based
on Photovoltaic (PV) technology can be dispatched to sites
with sufficient solar Global Horizontal Irradiation (GHI)
with long duration of sunlight. Another example is the
small-scale Wind Power Generation (WPG) based on Wind
Turbine (WT) technology that is dispatched on windy sites.
However, RES power fluctuation that depends on uncertain
natural conditions becoming a challenge in the continuity of
electricity supply [5]. Thus, microgrids usually use hybrid
generation resources. Moreover, the Energy Storage System
(ESS) is usually dispatched to ensure the continuity of power
supply [6].
The microgrids can be connected to form an intercon-

nected renewable power system [7], [8]. In this form, each
system can support the other if there is a lack of power
electricity supply. Besides the advantages, this form has cru-
cial problems. One of the problems is that dynamic stability
is more inferred [9]. Moreover, the RES energy transfer
in interconnected power systems worsens this condition.
In dynamic stability study, these kinds of disturbances must
mitigated quickly with proper approaches [10]. If it is not,
then the oscillations can spread throughout the areas and
cause blackouts.

In a power system without RES generators, stability is
maintained with controllers that have specific effects on the
power system [11]. A Power System Stabilizer (PSS) is usu-
ally established as an important controller. The power system
with PSS can tackle the small-signal oscillation (usually
occurs in 0.1 to 3 Hz) effectively [12]. The PSS still exists due
to its instant effect to enhance dynamic stability [13]. PSS per-
formance in enhancing stability is dependent on controlling
parameters that must be tuned optimally. These controlling
parameters produce a signal to trigger the exciter and the
Automatic Voltage Regulator (AVR) adjusts the electrical
torque to dampen the oscillation. In more complex power sys-
tems, PSS is usually combined with other controllers to work
complementary. For example, in [10], the controlling param-
eters of PSS with the Static Var Compensator (SVC) using
the Mayfly Optimizer Algorithm (MOA) is implemented for
Indonesia’s real power system. In [14], PSS is coordinated
with SVC and the other supplementary damping controllers
using deep and reinforcement learning algorithms in High
Voltage Direct Current (HVDC) power systems. In [15] and
[16], the controlling parameters of PSS are also combined

with the other controllers, like Static Synchronous Compen-
sator (STATCOM), Static Series Synchronous Compensator
(SSSC), etc.

On the other hand, the stability challenge in renewable
power systems become more crucial [17]. It is caused by
the renewable generators being considered inverter-based
with power electronic components. This system does not
contain the damping and inertia like in conventional power
systems. Due to PSS being related to mechanical parts in
generators, it makes the PSS is no longer effectively to be
implemented in power systems that integrated with RES.
Thus, the Virtual Inertia (VI) concept appeared as a viable
solution [18]. VI scheme has been implemented in islanded,
grid-connected, and interconnected power systems with low
to high levels of RES [19], [20], [21]. VI can imitate the
damping and inertia properties in RES generators by regulat-
ing the Energy Storage System (ESS) and inverter working
behavior with the proper controlling scheme. VI emulation
is also related to tunable parameters that must be con-
trolled optimally. The proper parameters can trigger the ESS
and inverter to suppress the Rate of Change of Frequency
(RoCoF) of the system and reduce the frequency nadir.

Both PSS and VI need their tunable parameter to be
controlled optimally, thus various methods have been devel-
oped. The first group is predictive-based methods, like Linear
Quadratic Regulator (LQR), Linear Quadratic Integral (LQI),
and Linear Quadratic Gaussian (LQG) [22], [32], [33]. The
H∞ control method has also been conducted [19], [34].
Besides that, Fuzzy Logic Controller (FLC)-based control is
also popular in PSS or VI cases [16], [25]. The next group
is intelligent algorithms based on learning algorithms, like
Machine Learning, Deep Learning, Reinforcement Learning,
etc [14], [26], [35]. Besides that, the most popular group
is intelligent optimizers based on metaheuristic algorithms,
such as theWhale Optimizer Algorithm (WOA) [21], Mayfly
Optimizer Algorithm (MOA) [10], Manta Ray Foraging
Algorithm (MRFA) [36], Equilibrium Optimizer Algorithm
(EOA) [37], Arithmetic Optimizer Algorithm (AOA) [8],
Moth Flame Optimizer (MFO) [38], Rat Swarm Optimizer
(RSO) [30], Harris Hawk Optimizer (HHO) [39], etc. Intel-
ligent optimizers based on metaheuristic algorithms offer
convenience and flexibility in exploring and exploiting the
best results. Unlike the others, metaheuristic algorithms are
not dependent on specific rules and are not limited to learn-
ing datasets. Harris Hawk Optimizer (HHO) has arisen as a
popular recent algorithm due to its unique robustness in the
exploration and exploitation process [40]. HHO, inspired by
the unique behavior of the Harris Hawk hunting schemes, has
been proven to solve various cases in the world [41], [42].

The summary of existing literature related to dynamic
stability enhancement is stated in Table 1. The majority of
previous have discussed the PSS combination with other
controllers. The summary of existing literature related to
dynamic stability enhancement is stated in Table 1. The
majority of previous have discussed the PSS combination
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with other controllers. The latest literature investigated that
PSS and VI can be combined as a viable solution to maintain
dynamic stability in wide levels of RES [31]. The PSS and
VI have been proven correlated in theoretical and simulation
approaches. The PSS and VI have complement behavior
in improving dynamic stability. The PSS is more effective
in low-RES conditions. Meanwhile, VI is more effective in
high-RES conditions. Moreover, the proper combination of
PSS and VI better dynamic stability improvement in the
wider range of RES-level conditions compared to individual
components. However, the investigation is conducted only in
a microgrid power system. Thus, further investigation into
the interconnected renewable power systems is needed. The
complex problem in interconnected renewable power systems
motivates this work to extend the investigation regarding the
hybrid controlling parameters of PSS and VI (PSS-VI). The
significant contribution and impact of this work of this paper
are listed in the following:

1) Proposing a new approach for enhancing the stability of
interconnected renewable power systems by perform-
ing the hybrid controlling parameters of PSS-VI using
HHO as a robust optimizer.

2) Giving the detailed dynamic model of the intercon-
nected renewable power systems for the implementa-
tion of PSS-VI. The proposed system consists of Solar
Power Generation (SPG) and Wind Power Generation
(WPG). and Battery Storage System (BSS) to realize
the virtual inertia emulation.

3) Demonstrating a wider enhancement effect to adapt
in various dynamic behaviors when a disturbance
occurs in different RES levels by hybrid controlling of
PSS-VI.

This paper is arranged as follows: In Section II, the inter-
connected renewable power systems model are described.
In Section III, the proposed hybrid controlling parameter
method for PSS-VI is presented. In Section IV, the inves-
tigation results are discussed, including a comparison with
the other methods, and a deep analysis of interconnected
renewable power system behavior. In the rest, the significant
contribution of this work is concluded in Section V.

II. SYSTEM MODEL
The investigated interconnected renewable power systems are
illustrated in Figure 1. The system consists of two area power
systems with different RES connected via tie-lines to provide
a power exchange feature. The mathematical models for the
dynamic behavior of each component are presented. Then,
the illustration and state-space equations of an interconnected
renewable power system are also designed. Besides that, the
PSS and VI emulation schemes are also described.

A. CONVENTIONAL GENERATOR MODEL
In this paper, the Linearized Heffron-Phillips Model for
power systems is used. This model is appropriate for simulat-
ing the dynamic behavior in the power generator, including
the governor and turbine, excitation and AVR, and the

built-in effect of the PSS. The Linearized Heffron-Phillips
in a mathematical model is given by Equation (1) until
Equation (4) [43].

1̇δ = ωr1ω (1)

1̇ω = −
K1

2H
1δ −

D
2H

1ω −
K2

2H
E ′
q (2)

˙1E ′
q =

K4

T ′
do

1δ −
1E ′

q

T ′
doK3

+
Efd
T ′
do

(3)

˙1E ′
fd = −

kAK5

TA
1δ −

kAK6

TA
1E ′

q −
Efd
TA

+
kA
TA

1VPSS (4)

with 1δ is power angle deviation, ωr is rotor speed, and
1ω is rotor speed deviation that is proportional to frequency
deviation (1f ). H and D are defined as the inertia and
damping properties of the power system, respectively. E ′

q
is terminal voltage in the generator, T ′

do exciter’s time con-
stant, Efd is the exciter’s voltage, kA is the amplifier’s gain
constant, TA is the amplifier’s time response. K1 until K6
are additional Heffron-Phillips’ constants representing the
connection between components.

B. SPG AND WPG MODEL
Based on [23] and [24], the simplified low-order model for
RES is adequate for dynamic stability investigation. Solar
Power Generation (SPG) is defined as Equation (5) [44].

GSPG (s) =
KSPG

1 + sTSPG
=

1PSPG
1φ

(5)

withKSPG and TSPG are SPG gain constant and time constant,
respectively. 1PSPG is a change in solar power output based
on Equation (6) and 1φ is a change in solar irradiance level.

1PSPG = NPV ×

(
φ

φS

)
× [1 + αT (T − TS )] × η (6)

with NPV is the power rating of the PV system in SPG.
φ and φS is the solar irradiance level in the current condition
and the standard test condition, respectively. Meanwhile, αT ,
T, and TS are temperature coefficient, ambient temperature,
and temperature in standard test conditions of the PV sys-
tem, respectively. In this paper, 1PSPG is assumed linearly
affected by 1φ only.

Besides that, Wind Power Generation (WPG) is defined as
Equation (7) [45].

GWPG (s) =
KWPG

1 + sTWPG
=

1PWPG
1VWind

(7)

with KWPG and TWPG are WPG gain constant and time con-
stant, respectively. 1PWT is a change in WT output based on
Equation (8) and 1VWind is a change in wind speed.

1PWPG =
1
2
ρACpV 3

Wind (8)

with ρ is air density coefficient,A is WT’s swept area, CP is
WT’s power coefficient, and Vwind is the wind speed levels.
In this paper, 1PWPG is assumed linearly affected by 1VWind
only.
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TABLE 1. Summary of existing literatures.

FIGURE 1. Synoptic diagram for interconnected renewable power systems.

C. PSS MODEL
The dynamic enhancement by PSS is related to the electri-
cal loop in the generator [11], [13], [46]. This paper uses

Dual-Input PSS (DI-PSS) with 1f and 1δ as input signals.
PSS injects an additional voltage signal (VPSS ) into the exci-
tation system. It triggers the system to adjust magnetic flux
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that produces electrical torque (Te) proportional to 1f and
1δ. Adjustment in Te can dampen the small-signal oscillation
when a disturbance occurs. In general, the PSS dynamic
equation is described as Equation (9).

VPSS = KPSS

[
sTw

1 + sTw

] [
(1 + T 1s)
(1 + T 2s)

(1 + T 3s)
(1 + T 4s)

]
1f (9)

with KPSS is PSS’s gain constant, TW is the washed-out
constant, and T1, T2, T3, and T4 are the tunable parameters
for adjusting the signal reference into the excitation system.

The DI-PSS is conducted in Figure 2 [46]. DI-PSS has
three gain constants. KPSS1 is tunable. Meanwhile, KPSS2 and
KPSS3 are determined by T7/2H and 1, respectively. DI-PSS
has four washed-out blocks. TW1,TW2,and TW3 with a default
parameter of 10. TW4 is usually bypassed. It has also four
control time parameters: T6 = 0, T7 = TW2, T8 = 0.3, and
T9 = 0.15. DI-PSS has a special feature, ramp-tracking, that
is defined asM = 2 and N = 4.

D. VI AND BSS MODEL
The damping and inertia properties can be emulated in RES
generators by controlling the BSS and inverter behavior with
the proper scheme [27], [47]. The VI emulation scheme with
BSS and inverter is illustrated in Figure 3. It takes 1f as an
input signal. In VI concept, 1f is defined as Rate of Change
of Frequency (RoCoF). The RoCoF is calculated to give the
reference into the system for the amount of inertia power
emulation (PVI ) needed to enhance the dynamic stability
when a disturbance occurs as given by Equation (10).

PVI =
sKVI + DVI
1 + sT INV

(
1f
RVI

)
(10)

with KVI is virtual inertia properties, DVI is additional damp-
ing properties, TINV is the inverter’s time response, and RVI
is inertia droop.

From Figure 3, it can be seen that the VI control scheme is
connected with BSS. In this paper, the BSS model is focused
on injecting active power within a short time. BSS relation
with the damping signal (1Ed ) is defined by Equation (11).

1Ed =
Kb

1 + sT b
1f (11)

with Kb is the gain control and Tb is the battery’s time
response. IO_BSS is direct current, 1ECO is non-overlapping
voltage in direct current, XCO is reactance, 1Ebt is terminal
equivalent, Eb1 is overvoltage tolerance, Eboc is open-circuit
voltage, rbs is internal resistance, rbp is self-discharge resis-
tance, and rb1 is overvoltage resistance.
Power output from BSS (PBSS ) is forwarded through the

inverter. The inverter regulates the power with the block
of inverter time response (TINV ) and filter (PINV_max and
PINV_min). Then, the properly regulated PVI can be injected
into the system for dynamic stability enhancement.

E. INTERCONNECTED RENEWABLE POWER SYSTEMS
The interconnected renewable power system is constructed
as in Figure 4. The dynamic behavior equations in the power

exchange via tie-line (1Ptie,j) is given by Equation (12) and
Equation (13) [18], [48].

1Ptie,j(s) =

y∑
j=1
j̸=k

1Ptie,jk (s) (12)

1Ptie,j(s) =
2π
s

 y∑
j=1
j̸=k

Tjk1f j −
y∑
j=1
j̸=k

Tjk1f k

 (13)

with Tjk is the synchronization coefficient between two areas.
1Ptie,jk is the tie-line power exchange between j and k .
In Area 1, power generation consists of a combination

of conventional generators and SPG. Meanwhile, in Area 2,
the power generation consists of a hybrid of conventional
generators and WPG. Each RES generation is assumed to
be connected to an ideal power inverter. Each area has BSS
to realize the virtual inertia emulation. Each area has also
different power load (1PL) characteristics. PSS and VI con-
trollers are dispatched as additional controllers to maintain
the dynamic stability of the system.

In this paper, the mathematical model of an interconnected
renewable power system is built based on the frequency
regulation model of the power system. This system conducts
a frequency monitoring system to collect stability references
from each area. The measured frequencies are calculated
through the control center. Then, the control system throws
feedback control signals for adjusting PSS-VI parameters in
each area. Thus, the dynamic behavior is indicated by the
frequency response of each system. The relation between
frequency response and components in Area 1 (1f 1) is shown
in Equation (14).

1f 1 (s) =
1

2H1s+ D1
[1Pm1(s) + 1PSPG(s)

+1PVI1(s) − 1PL1(s) − 1Ptie,12(s)
]

(14)

Besides that, the relation between frequency response and
components in Area 2 (1f 2) is shown in Equation (15).

1f 2(s) =
1

2H2s+ D2
[1Pm2(s) + (1PWPG(s) + 1PVI2(s)

−1PL2(s) − 1Ptie,21(s)
]

(15)

In dynamic stability analysis, the state-space model is
needed to make the in-depth investigation becomes easier.
A general representation of the state-space model for modern
power systems is given by Equation (16).

ẋ = Ax + B1w+ B2u (16)

In this paper, by constituting the dynamic equation of
each component, the state-space model for interconnected
renewable power systems is given by Equation (17) until
Equation (21).

xT = [x1x2] (17)

x1 = [1f 11δ11Pm11PSPG1Ptie,121PVI11V PSS1] (18)
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FIGURE 2. Block diagram for DI-PSS.

FIGURE 3. Block diagram for VI emulation scheme with BSS.

x2 = [1f 21δ21Pm21PWPG1Ptie,211PVI21V PSS2] (19)

xT = [1PL11PL21φ1VWind ] (20)

uT = [
d1f 1
dt

d1f 2
dt

] (21)

with x defined as the observed variable matrix, w determined
as the input for small-signal disturbance, and u represented as
the control input signal for PSS or VI controllers.

III. PROPOSED METHOD IN HYBRID CONTROLLING
PARAMETER FOR PSS-VI
In this section, the problem formulation of the hybrid control-
ling parameter for PSS-VI is described. Then, the proposed
PSS-VI optimizer based on HHO is explained in a detailed
flowchart with steps.

A. PROBLEM FORMULATION
In dynamic stability study, the stability of the power system
can be investigated using eigenvalue analysis. The eigen-
value analysis is conducted by calculating the determinant of
matrix A in Equation (16) which represents the condition of
the system. The eigenvalue component of matrix A is given
by Equation (22).

λA = σA + jωA (22)

with σ is the real part of the eigenvalue representing the
damping property of the system andω is the imaginary part of

the eigenvalue representing the oscillation. The 1 f is related
to ω as in Equation (23).

f =
ω

2π
(23)

It can be obtained the damping ratio or Comprehensive
Damping Index (CDI) of the system as in Equation (24).

ξA =
−σA√

σ 2
A + jω2

A

(24)

The objective function formulation in the hybrid control-
ling parameter for PSS-VI is to maximize the CDI as given
in Equation (25).

CDI =

n∑
t=1

(1 − ξA) (25)

with t is the time variable from 1 second until n time
simulation.

The CDI value is influenced by the optimal parameters of
PSS-VI. Thus, the tunable parameters in PSS-VI are defined
as control variables. The control variables are bounded by
Equation (26) until Equation (32).

KPSS1,min a ≤ KPSS1 a ≤ KPSS1,max a (26)

T1min a ≤ T1 a ≤ T1,max a (27)

T2min a ≤ T2 a ≤ T2,max a (28)
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FIGURE 4. Block diagram for interconnected renewable power systems.

T3min a ≤ T3 a ≤ T3,max a (29)

T4min a ≤ T4 a ≤ T4,max a (30)

KVI ,min a ≤ KVI a ≤ KVI ,max a (31)

DVI ,min a ≤ DVI a ≤ DVI ,max a (32)

with a = 1 or 2, that represents the area of the PSS-VI has
been dispatched.

Besides that, the hybrid controlling parameter for PSS-VI
is constrained by the D-shape region of stability as in
Figure 5. This constraint is implemented due to the CDI can-
not be maximized in simple ways. The greater CDI can cause
other complications and problems for the controller. Thus,
this constraint is used to eliminate the candidate solution
which is not fit in the D-shape region of stability, even though
it has a greater CDI.

B. HHO FOR PSS-VI OPTIMIZER
Harris Hawk Optimizer (HHO) is the recent popular
bio-inspired metaheuristic algorithm. The intelligence and
cooperative scheme of a flock of Harris Hawk in hunting
their prey inspired the researcher as in [40], to formulate the
optimization method with robust exploration and exploitation
processes. HHO has been proven in wide-scale implementa-
tion in various fields of research, including in power system
cases [41], [42], [49]. In this paper, HHO is proposed as a

FIGURE 5. D-Shape region of stability as a constraint.

robust optimizer in hybrid controlling parameters for PSS-VI
illustrated on the flowchart in Figure 6. The following section
describes the detailed steps in the flowchart.

1) INITIALIZATION PHASE
A flock of Harris Hawk is usually hunting in a group. The
group members consist of their families or relatives. In HHO,
the number of flock members is initialized as the number of
population (N ). The hawks spread out to observe potential
prey. The initial position of hawks (Xi) is generated based on
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FIGURE 6. Flowchart of hybrid controlling parameter for PSS-VI.

the dimension of the optimization variable in the predeter-
mined search space as in Equation (33).

Xi = [lb ≤ Xi ≤ ub]D (33)

with i = 1, 2, . . . , N . lb and ub are the lower and
upper bounds of search space, respectively. D is the dimen-
sion of optimization variables. In this paper, the Xi vectors
are determined based on PSS-VI tunable parameters as
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in Equation (26) until Equation (32). After the PSS-VI
parameters are generated, the algorithm throws them into
the interconnected renewable power system simulation (as
illustrated with blue arrow marks). While the simulation is
running, the algorithm calculates CDI in Equation (25) as a
fitness value. Then, a rabbit vector (Xrabbit ) is sorted within
the search space to represent the best potential solution.
A rabbit has an initial energy (Eo) and jump strength (J ).
The Eo is linear with the initial fitness value of Xrabbit . The
hawks wait and observe the condition of the rabbit before
the hunting begins. The rabbit condition is represented by
escaping energy (E) as in Equation (34).

E = 2Eo(1 −
t

tmax
) (34)

with t and tmax are the current andmaximum iteration, respec-
tively.

2) EXPLORATION PHASE
In waiting and observing their prey, the hawks are perched
on high objects like trees. The hawks’ position (X (t + 1)) is
updated along with iteration. The hawks move periodically
based on Equation (35). The average position of the hawks
(Xm (t)) is calculated by Equation (36), as shown at the
bottom of the next page.

Xm (t) =
1
N

N∑
i=1

Xi(t) (35)

with Xr (t) is a random movement of a hawk, X (t) is current
position of a hawk, Xrabbit (t) is the current rabbit’s location,
r1, r2, r3, and r4 are random generated number between 0
to 1. The q parameter is a random value between 0 to 1 that
determines the hawk’s position. If q ≥ 0.5, then the hawk
perches randomly. While q < 0.5, the hawk perches close to
the rabbit.

3) TRANSITION PHASE
A flock of hawks observes the rabbit’s condition. The hawks
can wait until the rabbit’s energy begins to decrease or it is
starting to let its guard down. In HHO, the transition phase is
modeled as in Equation (37) and Equation (38).

Eo =

{
Eo, 0 → 1, rabbit is still in fit condition
Eo, 1 → 0, rabbit is starting to off the guard

(37)

phase(E) =

{
E ≥ 1, still in exploration phase
E < 1, start exploitation phase

(38)

If Eo is still increasing from 0 to 1, then it indicates the rab-
bit is still in fit condition. While Eo is decreasing from 1 to 0,
the rabbit is starting to off guard. Thus, if |E| ≥ 1, then the
hawks are still in the exploration phase. While |E| < 1, the
hawks start the exploitation phase.

4) EXPLOITATION PHASE
The exploitation phase in HHO is divided into four schemes.
The schemes are determined by rabbit conditions represented
by the rabbit’s probability of escaping (r) which has a value
between 0 to 1 and |E|. If r < 0.5, then it means the rabbit
tends to escape. While r ≥ 0.5, then it means the rabbit tends
to get caught. The schemes are explained in the following:

The first scheme is soft besiege (r ≥ 0.5 and |E| ≥ 0.5).
A flock of hawks performs the soft besiege when the rabbit is
still trying to escape from the hawks. The hawks surround and
perform soft besiege to weaken the rabbit before launching
the shock attack. The soft besiege scheme is modeled in
Equation (39) until Equation (41).

X (t + 1) = 1X (t) − E|JXrabbit (t) − X (t) | (39)

1X (t) = Xrabbit (t) − X (t) (40)

J = 2(1 − r5) (41)

with1X (t) is the average distance between the hawks and the
rabbit, r5 is a generated random number between 0 to 1.
The second scheme is hard besiege (r ≥ 0.5 and

|E| < 0.5). this scheme is performed by the hawks when the
rabbit looks to get tired. In this scheme, the hawks surround
the rabbit with heavy attacks and perform shock attacks to fin-
ish the hunting quickly. The hard besiege scheme is modeled
in Equation (42).

X (t + 1) = Xrabbit (t) − E|1X (t)| (42)

The third scheme is soft besiege with progressive rapid
dives (r < 0.5 and |E| ≥ 0.5). The rabbit still has a lot of
energy to escape from the hawks. The rabbit is trying to
evade the shock attack from the hawks by performing Levy
Flight (LF)movements.When the hawks saw the rabbit doing
LF, they tried to predict the rabbit’s movement (Y ) as in
Equation (43).

Y = Xrabbit (t) − E|JXrabbit (t) − X (t) | (43)

If the hawks fail to predict the rabbit’s movement, then the
hawks execute the random dive movements to re-estimate the
rabbit’s pattern (Z ) as in Equation (44) with LF modeled as
in Equation (45) [50].

Z = Y + S × LF(D) (44)

LF(x) = 0.01 ×

(
u× σ

|v|
1
β

)

.σ =

 0(1 + β) × sin (πβ
2 )

0
(
1+β
2

)
× β × 2

β−1
2

 (45)

with S is a random vector within 1 × D size, u and v are the
random generated numbers between 0 to 1, σ is the standard
deviation, 0 is the gamma operator, and β is the determined
constant of 1.5.
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The soft besiege with progressive rapid dives scheme is
modeled in Equation (46).

X (t + 1) =

{
Y if F (Y ) < F(X (t))
Z if F (Z ) < F(X (t))

(46)

The fourth scheme is hard besiege with progressive rapid
dives (r< 0.5 and |E| < 0.5). This scheme is performed by the
hawkswhen the rabbit is successful in escaping. However, the
hawks realize that the rabbit has become tired and let down
the guard. Thus, the hawks perform progressive rapid dives
to cut the distance from the rabbit. The hard besiege with
progressive rapid dives scheme is similar to Equation (46).
However, the Y and Z are calculated by Equation 47 and
Equation (48), respectively.

Y = Xrabbit (t) − E|JXrabbit (t) − Xm(t) (47)

Z = Y + S × LF(D) (48)

The hunting processes will be completed when the hawks
are successful in catching the rabbit. In HHO, the end of
hunting processes is indicated with |E| decreases until it
approaches 0.

IV. SIMULATION AND DISCUSSION
In this section, the simulation parameters and scenarios for
investigating the working behavior of interconnected renew-
able power systems are conducted. The discussion regarding
the hybrid controlling parameter for PSS-VI is divided into
several parts. The first part is related to the optimal parameter
for PSS-VI by HHO compared to the other recent novel algo-
rithms. Then, the eigenvalue analysis is also given. Besides
that, the time domain simulation in renewable penetration
levels is also investigated. In the rest, the proposed method
in the hybrid controlling parameter for PSS-VI is validated
with several performance indexes.

The simulation parameters for the interconnected renew-
able power system are given in Table 2. These parameters
assume the simulation as follows: 1) In Area 1, the RES
penetration from SPG output is less dominant, thus the base
inertia properties of the system are higher; 2) In Area 2, the
RES power output fromWPG ismore dominant, thus the base
inertia properties of the system are assumed 40% lower than
Area 1. From the simulation condition, the investigation cases
can be arranged as in Table 3. Each case has two scenarios of
RES, there are low and high levels of RES. The aim of the
arranged cases is described as follows:

1) In Case 1, the change in power load occurred in Area 1.
It investigates the system behavior when the trans-
fer of energy (1Ptie,21) occurs from the system with
lower inertia (Area 2) to the system with higher inertia
(Area 1).

TABLE 2. Parameter for interconnected renewable power systems.

i

TABLE 3. Simulation cases for interconnected renewable power system.

2) In Case 2, the change in power load occurred in Area 2.
It investigates the system behavior when the trans-
fer of energy (1Ptie,12) occurs from the system with
higher inertia (Area 1) to the system with lower inertia
(Area 2).

3) Case 3 investigates the system behavior when the
changes in load demand have occurred in two different
areas. Thus, those areas must adjust the power genera-
tion and transfer it into each area when needed.

Besides the simulation cases for interconnected renewable
power systems, the other novel recent algorithms as compar-
isons for HHO in hybrid controlling of PSS-VI are conducted
as follows:

1) Algorithm #1 (proposed optimizer): Harris Hawk Opti-
mizer (HHO) [40].

X (t + 1) =

{
Xr (t) − r1|Xr (t) − 2r2X (t)|,&q ≥ 0.5
Xrabbit (t) − Xm(t) − r3(lb+ r4(ub− lb)),&q < 0.5

(36)

VOLUME 12, 2024 76229



M. A. Prakasa et al.: Hybrid Controlling Parameters of PSS-VI Using Harris Hawk Optimizer

TABLE 4. Optimal parameter for PSS-VI in interconnected renewable power system in Case 1.

TABLE 5. Optimal parameter for PSS-VI in interconnected renewable power system in Case 2.

TABLE 6. Optimal parameter for PSS-VI in interconnected renewable power system in Case 3.

2) Algorithm #2: Equilibrium Optimizer Algorithm
(EOA) [51].

3) Algorithm #3: Arithmetic Optimizer Algorithm (AOA)
[52].

4) Algorithm #4: Moth Flame Optimizer (MFO) [53].

A. OPTIMAL PARAMETER FOR PSS-VI
The optimal parameters for PSS-VI that have been conducted
by algorithms are different in various cases and scenarios

as shown in Table 4 until Table 6. It can be seen that the
different cases and scenarios offer diverse optimal parameters
for PSS-VI. The appropriateness of the optimal parame-
ter can be measured by the lower fitness value. In Case 1
Scenario 1, HHO conducts the best fitness value of 0.138,
which is followed by AOA, EOA, and MFO of 0.168, 0.18,
and 0.142, respectively. In Case 1 Scenario 2, MFO has the
best fitness value of 0.171, which is followed by HHO, EOA,
and AOA of 0.189, 0.223, and 0.231, respectively. In Case 2
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FIGURE 7. Normalized average convergence curve of the algorithm in hybrid controlling of PSS-VI.

Scenario 1, HHO gives the best fitness value of 0.236, which
is followed by AOA, MFO, and EOA of 0.263, 0.294, and
0.299, respectively. In Case 2 Scenario 2, HHO brings the
best fitness value of 0.258, which is followed by EOA, AOA,
and MFO by 0.26, 0.263, and 0.34, respectively. In Case 3
Scenario 1, EOA delivers the best fitness value of 0.244,
which is followed by HHO, AOA, and MFO of 0.279, 0.281,
and 0.298, respectively. In Case 3 Scenario 2, HHO manages
the best fitness value of 0.286, which is followed by EOA,
AOA, and MFO of 0.307, 0.312, and 0.357, respectively.

From the results, it can be concluded that HHO is superior
to the other algorithms due to HHO’s success in conducting
the best fitness value in 4 of 6 scenarios. Furthermore, the nor-
malized average fitness value is presented in the convergence
curve as shown in Figure 7. It can be seen that HHO has the
best average value of 0.231, which is followed by EOA, AOA,
and MFO of 0.243, 0.251, and 0.267, respectively. Moreover,
HHO can offer its best value in the fastest iterations than
the other algorithm. It supports the evidence that HHO can
outperform the EOA, AOA, and MFO in hybrid controlling
parameters for PSS-VI in various cases and scenarios.

B. EIGENVALUE ANALYSIS
The objective function in hybrid controlling parameters for
PSS-VI is related to the CDI equation that is represented
by the eigenvalue of the system as given in Table 7. The
analysis can be performed by seeing the marked value by the
grey highlighter. HHO gives the eigenvalue of −10.5222 ±

4.5858i (Case 1 Scenario 1), −10.4175 ± 3.7895i (Case 1
Scenario 2), −10.5222 ± 4.5858i (Case 2 Scenario 1),
−10.2841 ± 4.0180i (Case 2 Scenario 2), −10.5222 ±

4.5858i (Case 3 Scenario 1), and−10.2841± 4.0180i (Case 3
Scenario 2). The stability of the system is dependent on the
ratio of the real and imaginary parts of the eigen value. If the
value becomes more negative, then it means the system has
better stability. As in Figure 5, the proper method must shift
the eigenvalue point to the left side. From Table 7, all of the
results in the hybrid controlling parameters for PSS-VI by
algorithms are successful in shifting the eigenvalue point to

the left side. It indicated the proposed approach in this paper
is suitable to enhance the stability based on the eigenvalue
analysis. Moreover, HHO conducts the most negative value
in all of the scenarios than the other algorithms. Thus, it can
be concluded that HHO offers the best stability enhancement
validated by eigenvalue analysis.

C. TIME DOMAIN SIMULATION
An in-depth analysis regarding the result of hybrid con-
trolling parameters for PSS-VI is conducted using time
domain simulation. This section investigates the frequency
responses in Area 1 and Area 2 of interconnected renewable
power systems. Besides that, the power change characteris-
tic through tie-line (1Ptie,12 or 1Ptie,21) is also presented.
In this paper, the dynamic stability improvement indicated
by RoCoF reduction can be clearly seen using time domain
simulation. Moreover, the detailed responses of the intercon-
nected renewable are also given. As explained in Table 3,
the Case in this paper is focused on investigating the system
behavior in different 1PL , 1φ, and 1Vwind as the input for
various small-signal disturbances occurred in the intercon-
nected renewable power systems. Meanwhile, the Scenario
is focused on the RES-level conditions. Scenario 1 simulates
the low-RES level condition, while Scenario 2 simulates the
high-RES level condition. The detailed investigation is given
in the following.

1) CASE 1
In Case 1, 1PL = 0.2 in Area 1. The 1PSPG and 1PWPG
are linearly affected by 1φ and 1Vwind , respectively. In this
case, the output power from Area 2 is higher than Area 1
to simulate the condition when the transfer of energy occurs
from the system with lower inertia (Area 2) to the system
with higher inertia (Area 1). The 1f1 and 1f2 responses of
hybrid controlling for PSS-VI in low-RES level conditions
are shown by Figure 8 and Figure 9. Besides that, the1Ptie2,1
response in low-RES level conditions is given by Figure 10.
Moreover, a detailed response in statistics is summarized
by Table 8. In this paper, the stability enhancement aims to
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TABLE 7. Investigated eigenvalue for interconnected renewable power systems with hybrid controlling of PSS-VI.

TABLE 8. Detailed response in Case 1 Scenario 1 of hybrid controlling for PSS-VI.

suppress the RoCoF when the disturbance occurs. Based on
Figure 8, the hybrid controlling for PSS-VI by HHO conducts
the smallest RoCoF in 1f1 of −0.88% which is followed by
EOA, AOA, and MFO of −1.01%, −1.02%, and −1.04%,
respectively.

In Figure 9, HHO has also conducted the smallest RoCoF
in 1f2 of +0.19%, which is followed by EOA, MFO,
and AOA of +0.23%, +0.25%, and +0.28%, respectively.
Figure 10 shows the negative RoCoF that indicates a power
transfer from Area 2 into Area 1. It can be seen that HHO
also gives the lowest RoCoF in 1Ptie,21 of −4.87%, which is

followed by EOA, MFO, and AOA of −5.45%, −5.67%, and
−5.89%, respectively.

In Scenario 2 (high-RES level condition), the1f1, 1f2, and
1Ptie,21 are given in Figure 11, Figure 12, and Figure 13,
respectively. A detailed response is also presented in Table 9.
HHO is successful in giving the smallest RoCoF in 1f1 of
−0.77%, which is followed by MFO, EOA, and AOA of
−0.93%, −1.01%, and −1.07%, respectively.
In 1f2, HHO has also offered the smallest RoCoF of

+4.19%, which is followed by EOA, AOA, and MFO of
+4.62%, +5.76%, and 6.04%, respectively. In this scenario,
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FIGURE 8. 1f1 response in Case 1 Scenario 1 of hybrid controlling for PSS-VI.

FIGURE 9. 1f2 response in Case 1 Scenario 1 of hybrid controlling for PSS-VI.

the smallest RoCoF in 1Ptie,21 is obtained by EOA of
−5.43%, which is followed by HHO, AOA, and MFO of
−5.99%, -6.12%, and −6.26%, respectively.
The time domain simulation in Case 1 has concluded

that the hybrid controlling for PSS-VI by HHO offers the
overall best RoCoF reduction in the system than the other
algorithms. However, the overshoot or undershoot and set-
tling time sometimes become a bit higher than the others.
This is the compensation that must be paid to get a smoother
oscillation and transition in responses.

2) CASE 2
In Case 2, 1PL = 0.2 in Area 2. The output power from
Area 1 is higher than Area 2 to simulate the transfer of energy

(1Ptie1,2) that occurs from the system with higher inertia
(Area 1) to the system with lower inertia (Area 2). Figure 14,
Figure 15, and Figure 16 present the1f1, 1f2, and1Ptie,21 in
Scenario 1, respectively. The detailed statistics are presented
in Table 10. It can be seen that HHO offers the best RoCoF
reduction in 1f1 of −0.18%, which is followed by EOA
of −0.29%, AOA and MFO give similar results of -2.63%.
HHO has conducted the smallest RoCoF in 1f2 of −1.01%,
which is followed by EOA, AOA, and MFO of −1.03%,
−1.46%, and −1.53%, respectively. Then, 1Ptie,21 in the
positive RoCoF indicates the power transfer from Area 1 into
Area 2 can be seen in Figure 16. HHO has the lowest RoCoF
in1Ptie,21 of+5.34%, which is followed byMFO, AOA, and
EOA of +5.24%, +5.37%, and +5.62%.
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FIGURE 10. 1Ptie,21 response in Case 1 Scenario 1 of hybrid controlling for PSS-VI.

TABLE 9. Detailed response in Case 1 Scenario 2 of hybrid controlling for PSS-VI.

FIGURE 11. 1f1 response in Case 1 Scenario 2 of hybrid controlling for PSS-VI.

In Scenario 2, the 1f1, 1f2, and 1Ptie,21 are presented in
Figure 17, Figure 18, and Figure 19, respectively. Moreover,

the detailed response is shown in Table 11. It can be seen that
the HHO has also superior results than the other algorithms.
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FIGURE 12. 1f2 response in Case 1 Scenario 2 of hybrid controlling for PSS-VI.

FIGURE 13. 1Ptie,21 response in Case 1 Scenario 2 of hybrid controlling for PSS-VI.

TABLE 10. Detailed response in Case 2 Scenario 1 of hybrid controlling for PSS-VI.

In 1f1, HHO can give the lowest RoCoF of −0.11%, which
is followed by EOA, MFO, and AOA of −0.15%, −0.21%,

and −0.22%, respectively. In 1f2, HHO also offers the low-
est RoCoF of −0.98%, which is followed by EOA, AOA,
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FIGURE 14. 1f1 response in Case 2 Scenario 1 of hybrid controlling for PSS-VI.

FIGURE 15. 1f2 response in Case 2 Scenario 1 of hybrid controlling for PSS-VI.

TABLE 11. Detailed response in Case 2 Scenario 2 of hybrid controlling for PSS-VI.

and MFO of −1.24%, −1.58%, and −1.74%, respectively.
1Ptie,12 in this scenario has also produced positive RoCoF

due to power transfer from Area 1 into Area 2. In this sce-
nario, EOA gives the lowest reduction in1Ptie,12 of+4.78%,
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FIGURE 16. 1Ptie,12 response in Case 2 Scenario 1 of hybrid controlling for PSS-VI.

FIGURE 17. 1f1 response in Case 2 Scenario 2 of hybrid controlling for PSS-VI.

TABLE 12. Detailed response in Case 3 Scenario 1 of hybrid controlling for PSS-VI.

which is followed by HHO, MFO, and AOA of +4.98%,
+5.06%, and +5.14%, respectively.

Case 2 has a linear conclusion with Case 1. First, the
hybrid controlling for PSS-VI by HHO is superior to
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FIGURE 18. 1f2 response in Case 2 Scenario 2 of hybrid controlling for PSS-VI.

FIGURE 19. 1Ptie,12 response in Case 2 Scenario 2 of hybrid controlling for PSS-VI.

TABLE 13. Detailed response in Case 3 Scenario 2 of hybrid controlling for PSS-VI.

conducting the lowest RoCoF in the system than the oth-
ers. However, it must be compensated by a bit higher
overshoot or undershoot and slower settling time. Overall,

the hybrid controlling parameters for PSS-VI in Case 2 have
concluded that HHO offers a smoother response and
transition.

76238 VOLUME 12, 2024



M. A. Prakasa et al.: Hybrid Controlling Parameters of PSS-VI Using Harris Hawk Optimizer

FIGURE 20. 1f1 response in Case 3 Scenario 1 of hybrid controlling for PSS-VI.

FIGURE 21. 1f2 response in Case 3 Scenario 1 of hybrid controlling for PSS-VI.

FIGURE 22. 1Ptie,12 response in Case 3 Scenario 1 of hybrid controlling for PSS-VI.

3) CASE 3
In Case 3, the simulation is conducted to investigate the more
complex working conditions in interconnected renewable

power systems. It assumed that 1PL = 0.2 in Area 1
and Area 2, simultaneously. In this case, the power out-
put in Area 2 is higher than in Area 1 in both Scenario 1
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FIGURE 23. 1f1 response in Case 3 Scenario 2 of hybrid controlling for PSS-VI.

FIGURE 24. 1f2 response in Case 3 Scenario 2 of hybrid controlling for PSS-VI.

and Scenario 2. The difference is the RES-level condition.
In Scenario 1 (low-RES level condition), the proportion of
RES power output is less than the conventional generators.
1f1, 1f2, and 1Ptie,21 responses in Scenario 1 are shown in
Figure 20, Figure 21, and Figure 22, respectively. Besides
that, a detailed response in statistics is presented in Table 12.
The HHO has superior results based on RoCoF. In 1f1, HHO
gives the best RoCoF of−0.87%, which is followed by AOA,
MFO, and EOA of −1.13%, - 1.14%, and −1.17%, respec-
tively. In 1f2, HHO also gives the best RoCoF of −0.95%,
which is followed by EOA, AOA, and MFO of −1.12%,
−1.4%, and −1.47%, respectively. In 1Ptie,21, the RoCoF
is suppressed by HHO of +0.31%, which is followed by
EOA, AOA, and MFO of +0.77%, +1.03%, and +1.12%,
respectively.

In high-RES level conditions (Scenario 2), the 1f1, 1f2,
and 1Ptie,21 has presented in Figure 23, Figure 24,
and Figure 25, respectively. The detailed statistics of the
responses are given in Table 13. In this scenario, HHO has
also been successful in giving the highest suppression to the
RoCoF. In 1f1, HHO gives RoCoF of −0.94%, which is
followed by EOA, MFO, and AOA of −1.01%, −1.07%, and
−1.18%, respectively. In 1f2, HHO offers a similar RoCoF
of −0.94%, which is followed by EOA, AOA, and MFO
of −1.19%, −1.51%, and −1.69%, respectively. Then, the
RoCoF in 1Ptie,21 by HHO of +0.37%, which is followed
by EOA, AOA, and MFO of +0.79%, +1.09%, and +1.89%,
respectively.

The simulation in Case 3 shows that the hybrid controlling
for PSS-VI by HHO can give better RoCoF suppression than
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FIGURE 25. 1Ptie,12 response in Case 3 Scenario 2 of hybrid controlling for PSS-VI.

the others. The investigation results of the hybrid controlling
parameters for PSS-VI in Case 3 have concluded that HHO
offers a smoother response and transition in the oscillations.

V. CONCLUSION
The hybrid controlling parameters of PSS-VI using HHO
in interconnected renewable power systems have been per-
formed. The power systems have established different energy
resources including conventional generators, SPG,WPG, and
BSS to realize the virtual inertia emulation. This study was
conducted by using a dynamic stability approach. Thus, the
system and controllers were simplified based on the dynamic
behavior of the system. It focused on small-signal oscillation
due to small-signal disturbance. The small-signal distur-
bances have been simulated by small and sudden changes
in power load, mechanical power, solar GHI, and wind
speed. The experimental cases were carried out in MATLAB
simulation.

The results of optimal parameters for PSS-VI show that
HHO is superior in conducting the best fitness value com-
pared to EOA, AOA, and MFO as the compared algorithms.
Besides that, HHO has offered the fastest iterations than the
others. Using eigenvalue analysis, the results in the hybrid
controlling parameters for PSS-VI by algorithms are success-
ful in shifting the eigenvalue point to the left. It indicated the
proposed approach in this paper is suitable to enhance the
stability. Moreover, HHO conducts the most negative value in
all of the scenarios than the other algorithms that concluded
HHO offers the best stability enhancement.

An in-depth analysis regarding the result of hybrid control-
ling parameters for PSS-VI is conducted using time domain
simulation. In this analysis, various cases and scenarios are
simulated to investigate the difference in working behavior
in interconnected renewable power systems. The investiga-
tion has concluded that the hybrid controlling parameters for

PSS-VI can enhance the stability of interconnected renew-
able power systems. HHO as a robust optimizer also can
be adapted and outperform the compared algorithms in con-
ducting the best enhancement effects in all of the cases. The
results of hybrid controlling parameters by HHO can signifi-
cantly suppress the Rate of Change of Frequency (RoCoF) to
0.18% to 5.99% in low-RES conditions and 0.11% to 4.89%
in high-RES conditions. Moreover, the optimal parameters
from HHO offer smoother oscillation and transition in fre-
quency and inter-area power exchange responses.

In future works, further investigation for PSS-VI can be
conducted with different approaches and algorithms. Besides
that, the PSS-VI can be investigated in more complexmodels.
Thus, the larger variation in small-signal disturbances, such
as system faults and the fluctuations of natural conditions
related to RES, can be considered.
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