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ABSTRACT Distance-based metrics are the most common fingerprint similarity metrics used in fingerprint
database clustering and localization processes in a fingerprint-based localization system. In this paper,
however, a less common but promising pattern-based fingerprint similarity metric is proposed as an
alternative to the distance-base metric. The proposed fingerprint similarity metric is based on an inverse
weight (IW) normalization of the context similarity coefficient (CSC)-based similarity metric measure.
The clustering and localization performance of the fingerprint-based localization system with the proposed
IW-CSC-based fingerprint similarity metric is determined and compared to the square Euclidean,Manhattan,
and cosine distance-basedmetrics. The k-means algorithmwith a k-means++ cluster initialization process is
considered for fingerprint database clustering, while the k-nearest neighbor (k-NN) algorithm is considered
for localization. Based on the four fingerprint databases considered, the proposed IW-CSC-based metric has
the slowest localization time with moderate clustering performance. However, it has the best localization per-
formance, which is at least 52% higher than the localization performances of the three distance-base metrics
considered. The proposed IW-CSC-basedmetric is recommended as an alternative to the distance-basemetric
only when improved localization performance is the primary objective of the fingerprint-based localization
system. It is also recommended for use in small to medium-sized fingerprint databases for clustering and
localization.

INDEX TERMS Clustering, distance-based metrics, fingerprint similarity metric, inverse weighted, pattern-
based metrics.

I. INTRODUCTION
As the demand for accurate indoor positioning solutions
grows, fingerprint-based indoor localization has emerged as a
promising technique. Fingerprint-based localization is a type
of localization technique that uses position-dependent signal
parameters (PDSPs), such as received signal strength (RSS)
or channel state information (CSI), obtained from spatially
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deployed wireless access points (APs), to determine the
location of a target located within an indoor environ-
ment [1], [2]. The localization process of the fingerprint-
based system is in two phases, namely the offline and online
phases [2]. The offline phase involves the generation of
a fingerprint database, also known as a radio map. This
involves first collecting RSS or CSI measurements for the
spatially deployed wireless APs at several locations known
as reference locations (RL) within the indoor environment.
The vector representation of all RSS measurements collected
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from the wireless APs at a single RL is known as a fingerprint
vector, and each fingerprint vector is mapped to the RL
and stored in a database [2], [3]. The second phase of the
fingerprint-based localization process, known as the online
phase, involves the determination of the position of a target
using the instantaneously acquired fingerprint vector. This
involves searching through the fingerprint database using an
algorithm called the localization matching algorithm to find
a fingerprint vector with the highest degree of correlation to
the instantaneously acquired fingerprint vector [2], [3]. The
RL of this fingerprint identified in the database is returned as
the estimation position of the target.

The density of the fingerprint database is one of the factors
that affects the localization accuracy of the fingerprint-based
localization system [4], [5]. The higher the density, the
higher the localization accuracy; however, the longer the
localization time. Fingerprint database clustering techniques
such as k-means have been proposed as a way to reduce
localization time while retaining the highly dense fingerprint
database [6], [7]. Clustering is the process of dividing finger-
print vectors into clusters based on a shared feature known
as the fingerprint similarity metric. The fingerprint similarity
metric is an important factor in determining the performance
of the fingerprint-based localization system [8], [9]. This is
because both the clustering algorithm used to cluster the
fingerprint database and the localization matching algorithm
used to scan through the clustered database relied on fin-
gerprint similarity metrics for their core operations. The
distance-based fingerprint similarity metric is widely used
in both clustering and localization matching algorithms [9],
[10], [11], [12]. The distance-based similarity metric quanti-
fies the similarity of two fingerprint vectors by calculating
their distance. The shorter the distance, the more similar
the fingerprints are considered to be. However, distance-
based metrics do not take into account the behavior of
each RSS measurement in the fingerprints being compared,
nor do they capture the fingerprints’ non-linear relation-
ships. When looking for fingerprint similarities, these factors
must be considered. As an alternative to the traditional
distance-based fingerprint similarity metric, this paper pro-
poses a pattern-based fingerprint similarity metric for use
with both clustering and localization matching algorithms.
Unlike distance-based metrics, pattern-based similarity met-
rics focus on the qualitative resemblance of fingerprint vector
patterns, providing a more complete representation of their
structural features [8].

This paper makes the following contributions: (a) develop
and improve a pattern-based fingerprint similarity metric
using the exponential inverse weighted (IW) normalization
method; (b) investigate whether the improved pattern-based
fingerprint similarity metric can outperform traditional
distance-based metrics in fingerprint-based localization sys-
tems. The reminder of the paper is organized as follows:
Section II presents a review of related works and an overview
of the pattern-based fingerprint similarity measure, while
Section III gives a mathematical description of the proposed

pattern-based similarity metric. The simulation result and
discussion are presented in Section IV, followed by the con-
clusion and recommendation for future work in Section V.

II. REVIEWS OF RELATED WORK
This section of the paper first presents a review of the lit-
erature on fingerprint similarity metrics used in fingerprint
database clustering and localization matching algorithms.
This is followed by an overview of pattern-based fingerprint
similarity metric measures.

A. REVIEW OF RELATED WORKS ON FINGERPRINT
SIMILARITY METRICS
As mentioned earlier, the fingerprint similarity metric plays
an important role in the performance of the fingerprint-based
localization system. Several research works have used dif-
ferent fingerprint similarity metrics with either clustering
or localization matching algorithms [9], [10], [11], [13],
[14], [15]. The authors in [9] and [13] use cosine and Can-
berra distances, respectively, as a fingerprint similarity metric
with the k-means clustering algorithm. In [14], the clustering
performance of the k-means clustering algorithm was deter-
mined using thirteen different fingerprint similarity metrics,
which include squared Euclidean (sqeuclidean), Manhattan,
Minkowski, Chebyshev, Sorensen, Soergel, Kulezynski d,
Canberra, Lorentzia, wave hedges, divergence, and Clark
squared. The authors concluded that, based on the databases
they considered, theManhattan andMinkowski distance met-
rics generated the best clusters. The Euclidean, Canberra, and
Chebyshev distances were used as fingerprint similarity met-
rics with the k-means clustering algorithm in [10], and based
on the database used, the Chebyshev distance had the best
clustering performance. The authors of [11] and [15] used
Euclidean, Manhattan, and Chebyshev distances as similarity
metrics to evaluate the clustering performance of the k-means
and k-medoids algorithms, respectively. While the authors
in [11] concluded that the best fingerprint similarity metric
is determined by the nature of the fingerprint distribution in
the database, the authors in [15] concluded that Manhattan
and Euclidean distances produced the best clusters.

Rather than calculating the distances between fingerprint
vectors to determine their similarity, the authors in [5], [16],
and [17] used the wireless APs closest to each fingerprint
vector as fingerprint similarity metrics. In [16] and [17], the
wireless APs that are closest to each fingerprint are used
to cluster the fingerprint vectors. That is, two fingerprints
belong to the same cluster if the wireless AP closest to the
RL from which they were obtained is identical. The closest
wireless AP is the one with the highest RSS value in the
fingerprint vector. The authors of [5] expand on the work
of [16] by utilizing the two closest wireless APs. Table 1
gives a summary of the fingerprint similarity metrics used in
clustering fingerprint databases in related works.

Looking at the fingerprint similarity metrics used with the
localization matching algorithm, most research works used
distance-based metrics as the fingerprint similarity metrics.
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TABLE 1. Summary of fingerprint similarity metrics used in clustering by
related works.

For instance, in [18], the Euclidean distance is used
as the fingerprint similarity metric with the weighted
k-nearest neighborhood (Wk-NN) algorithm. The local-
ization performance of the simultaneous localization and
mapping (SLAM) algorithm was determined using eight
different distance-based similarity metrics, which include
Euclidean, Manhattan, Chebyshev, cosine, Spearman, vari-
able, and correlation [19]. Also, in [20], the localization
performance of the rank-based fingerprinting (RBF) local-
ization algorithm was determined using Spearman distance,
Spearman’s footrule distance, Jaccard coefficient, hamming
distance, and Canberra distance as fingerprint similarity met-
rics. Based on the database they considered, the authors
concluded that Spearman’s footrule distance resulted in the
best localization accuracy. Similarly, the authors in [21]
evaluated the localization performance of the RBF localiza-
tion algorithm using Lorentzian, Hamming, Jaccard, Wave
Hedges, and Canberra distances as fingerprint similarity met-
rics. They concluded that Lorentzian distance as a fingerprint
similarity metric resulted in the best localization perfor-
mance. A summary of fingerprint similaritymetrics usedwith
localization matching algorithms in related work is presented
in Table 2.
From Tables 1 and 2, most clustering or localization algo-

rithms used by other researchers are directly or indirectly
based on the distance metric. Furthermore, the performance

TABLE 2. Summary of fingerprint similarity metrics used with localization
matching algorithms in related works.

of each distance metric with either the clustering or local-
ization algorithm varies with fingerprint database charac-
teristics; as such, there is no one-size-fits-all fingerprint
similarity metric. A type of fingerprint similarity metric that
has not been fully explored for use with fingerprint-based
localization is the pattern-based similarity metric, such as
the context similarity coefficient (CSC). An attempt has
been made in [8] to use CSC as a fingerprint similar-
ity metric with the affinity propagation clustering (APC)
algorithm. The authors evaluated the performance of the APC
algorithm with the CSC similarity metric using four different
databases and compared it to the Euclidean distance metric.
The results show that the use of the CSC with the APC
algorithm generated more well-separated clusters than with
the Euclidean distance. Thus, in this paper, an improved ver-
sion of the CSC-based similarity metric is proposed and used
with both clustering and localization matching algorithms.
The k-means algorithm is the most commonly used cluster-
ing algorithm; however, in this paper, an improved version
of the k-means algorithm, which is the k-means algorithm
with the k-means++ cluster initialization process, is used.
A detailed description of the improved k-means (ik-means)
clustering algorithm can be found in [6] and [7]. As for
the localization matching algorithm, the k-NN algorithm,
which is the most commonly used, is considered, and a
detailed description of the localization matching using the
k-NN algorithm can be found in [18]. In the next subsection,
an overview of the pattern-based fingerprint similarity metric
is presented.
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B. OVERVIEW OF PATTERN-BASED SIMILARITY METRICS
As previously stated, most clustering and localization algo-
rithms traditionally employed distance-based fingerprint sim-
ilaritymetrics. The distance-basedmetrics do not consider the
behavior of each RSS measurement in the fingerprint vec-
tor during the similarity measure. Furthermore, they do not
consider the linear and non-linear relationships between the
two fingerprint vectors [8], [22]. Because these two factors
are critical when determining the similarity between two or
more fingerprint vectors, the pattern-based similarity metric
is used, as it takes both into account.

Given four fingerprint vectors, each containing three
RSS measurements, their RSS pattern distribution is shown
in Figure 1. From Figure 1, it can be seen that fingerprint
vectors #1 and #2 follow the same RSS pattern distribution,
while fingerprint vectors #3 and #4 follow the same RSS pat-
tern distribution. Using the pattern-based similarity measure,
it means that fingerprint vectors #1 and #2 have the highest
degree of similarity, while fingerprint vectors #3 and #4
have the highest degree of similarity. Within the context of
clustering, fingerprint vectors #1 and #2 will be in the same
cluster, while fingerprint vectors #3 and #4 will also be in
the same cluster. Like-wise, within the context of localization
matching with the k-NN algorithm, for instance, if fingerprint
vector #1 is given as the input, its closest neighborhood will
be fingerprint vector #2.

FIGURE 1. RSS pattern distributions for each fingerprint vector.

In the next section, the proposed pattern-based fingerprint
similarity metric based on the improvement of the context
similarity coefficient (CSC) is presented.

III. PROPOSED IMPROVED CSC-BASED FINGERPRINT
SIMILARITY METRIC
This subsection provides a mathematical description of the
proposed improved CSC-based fingerprint similarity metric.

Given two fingerprint vectors, fi and fj, containing N num-
ber RSS measurements as shown in (1) and (2), respectively:

fi = [rssi (1) , rssi (2) , . . . , rssi (N − 1) , rssi (N )] (1)

fj =
[
rssj (1) , rssj (2) , . . . , rssj (N − 1) , rssj (N )

]
(2)

The similarity value between fingerprint vectors fi and fj
based on the CSC is calculated as follows [8], [22]:

Step 1: Obtain tij as shown in (3), which is based on the
vector addition of fi and fj.

tij= [t (1) , t (2) , . . . , t(N )] for 1 ≤ n ≤ N (3)

where: t (n) = rssi (n) + rssj (n)
Step 2: Calculate the probability of the outcome, pfi , for

fingerprint vector fi using (4).

pfi =

∑N
n=1 fi(n)∑N
n=1 tij(n)

(4)

Step 3: Determine the expectation value, <rssi (n)>, for
each RSS measurement in fingerprint vector fi
using (5).

< rssi (n) >= pfi × tij(n) for 1 ≤ n ≤ N (5)

Step 4: Determine the error for each RSS measurement in
the fingerprint vector fi using (6).

error fi (n) =
< rssi (n) > −fi (n)√
tij(n) × pfi × (1 − pfi )

(6)

Step 5: The CSC-based similarity value between fingerprint
vectors fi and fj is calculated using (7).

dcsc
(
fi, fj

)
=

∑N
n=1

((
error fi (n)

)2
×

√
tij(n)

)
∑N

n
√
tij(n)

(7)

The CSC-based similarity value for fingerprint vec-
tors fi and fj, calculated using (7), represents the degree of
similarity based on the correlation between each RSS mea-
surement in the two fingerprint vectors. A low CSC value
indicates a high degree of similarity, whereas a higher value
indicates a high degree of dissimilarity. Given the nature of
the individual RSS measurements in each fingerprint vec-
tor, the CSC value calculated in (7) will be numerically
large. Several large CSC-based similarity values are gener-
ated during cluster assignment in the clustering process and
fingerprint matching in the localization matching process.
These high numerical similarity values can be difficult to
understand and compare directly. Furthermore, large fin-
gerprint similarity values can obscure smaller differences,
affecting the performance of the clustering or localization
matching algorithm. Normalizing similarity values is a good
practice that can help with the interpretability, computational
efficiency, and comparability of similarity-based analyses.
This paper proposes using the inverse weighted (IW) method
to normalize the CSC-based similarity value.

The IW normalization is a technique used to adjust data
points, which in this case are the CSC similarity values,
by assigning different weights to the values inversely pro-
portional to their importance. Smaller CSC similarity values
indicate a high degree of similarity, which is considered to be
of high importance during similarity determination. The IW
normalization technique is particularly useful in scenarios
such as this, where less importance is given to larger CSC
similarity values and more importance is given to smaller
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CSC similarity values. Given M numbers of CSC-based sim-
ilarity values obtained using Eq. (7), the normalized IW-CSC
similarity measure value is calculated as follows:

Step 1: Compute the weights of each CSC-based similarity
value using the exponential function as follows:

wm = e−λ×dcsc
(
fi, fj

)
m

m ∈ [1,M ], i ∈ [1,N ], j ∈ [1,N ], i ̸= j (8)

where the dcsc
(
fi, fj

)
in (8) is the CSC-based similar-

ity metric obtained in (7), and the ‘‘λ’’ is a positive
constant that regulates the rate at which the weights
decrease in relation to the CSC-based similarity met-
ric values. A higher ‘‘λ’’ value causes faster decay,
implying that smaller CSC values are given greater
importance. A lower value of ‘‘λ’’ results in a slower
decay, emphasizing the importance of large CSC
values.

Step 2: Normalize the weights from Step 1 to sum to 1 by
dividing each weight by the sum of all the weights
as shown in (9).

ŵm =
wm∑M

m=1 e
−λ×dcsc(fi,fj)m

(9)

Step 3: Multiply each weight in (9) with its corresponding
CSC-based similarity value to obtain the exponential
IW normalized variant as shown in (10).

diw−CSC
(
dcsc

(
fi, fj

)
m

)
m = dcsc

(
fi, fj

)
m × ŵm (10)

The exponential IW normalized variant of (7) shown
in (10) is the proposed IW-CSC-based similarity metric,
which is to be used in place of the CSC-based similarity
metric in (7) for similarity measure determination by the
clustering and fingerprint localization matching algorithms.
In clustering or fingerprint localization matching, the smaller
the CSC value, the more important it is in the cluster assign-
ment or nearest neighbor determination phase; thus, a large
value of λ = 2 is considered in (10).

An overview of the fingerprint-based localization system
based on the proposed IW-CSC-based fingerprint similarity
metric is shown in Figure 2.

In the next section of the paper, the clustering and localiza-
tion performances of the proposed system shown in Figure 2
are determined.

IV. SIMULATION RESULT AND DISCUSSION
The clustering performance of the ik-means algorithm and the
localization performance of the k-NN algorithm, both using
the proposed IW-CSC-based fingerprint similarity metric, are
determined and presented in this section of the paper. The
simulation setup and parameters are presented first, followed
by the time comparison of fingerprint similarity measure
determination. Lastly, the clustering and localization perfor-
mance analysis of the ik-means and k-NN algorithms with the
proposed IW-CSC-based metric are presented.

FIGURE 2. Overview of the proposed IW-CSC based fingerprint-based
localization system.

A. SIMULATION SETUP AND PARAMETERS
The performance of the proposed fingerprint-based system
is determined using four experimentally generated and pub-
licly available fingerprint databases found in [23], [24], [25],
and [26] with characteristics listed in Table 3.

TABLE 3. Fingerprint database characteristics.

There are several distance-based fingerprint similarity
metrics used with either the ik-means clustering or k-NN
algorithm; however, the sqeuclidean, Manhattan, and cosine
distances are the most commonly used and will be con-
sidered in this paper for comparison with the proposed
IW-CSC-based similarity metric measure. The distance sim-
ilarity values for the sqeuclidean, Manhattan, and cosine
are calculated mathematically using (11), (12) and (13),
respectively [13], [14].

dsqeucl
(
fi, fj

)
=

N∑
n=1

(
fi (n) − fj (n)

)2 (11)

dmanh
(
fi, fj

)
=

N∑
n=1

∣∣fi (n) − fj (n)
∣∣ (12)

dcosine
(
fi, fj

)
= 1 −

N∑
i

(
fi (n) × fj (n)

)
√

N∑
i
(fi (n))2 ×

√
N∑
i

(
fj (n)

)2 (13)
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The distance-based fingerprint similarity metrics presented
in (9) to (11), as well as the proposed pattern-based fin-
gerprint similarity metric, IW-CSC, will be used with both
the ik-means and the k-NN algorithms. For each finger-
print similarity metric, the clustering performance of the
ik-means algorithm and the localization performance of the
K-NN algorithm are determined and compared. The sil-
houette score will be used as the clustering performance
metric, while the position root mean square error (RMSE)
will be used as the localization performance metric. As for
the fingerprint similarity measure determination time, the
big O notation will be used. The entire simulation results
are generated using an ASUS computer with the following
specifications: an Intel (R) Core (TM) i3-2400 CPU running
at 1.8 GHz, 8 GB of RAM, theWindows 11 operating system,
and MATLAB R2023a.

B. FINGERPRINT SIMILARITY MEASURE DETERMINATION
TIME COMPARISON
In this subsection, the time computation complexity (CC) to
determine the similarity measure value between two finger-
print vectors is determined and compared. Using the big O
notation, the timeCCs of the sqeuclidean distance,Manhattan
distance, cosine distance, and the proposed IW-CSC metric
are determined and presented in Table 4. Note that the ‘N’
denotes the number of RSS measurements in each fingerprint
vector.

TABLE 4. Time CC comparison of fingerprint similarity metrics.

Table 4 shows the time CCs used to determine the sim-
ilarity value of two fingerprint vectors. The distance-based
metrics, that is, the sqeuclidean, Manhattan, and cosine dis-
tances, all have a time CC of O(N ), whereas the proposed
fingerprint similarity metric has a time CC of O(5N ). This
means that, given two fingerprint vectors, the proposed met-
ric will take five times longer to calculate the similarity
value than any of the distance-based fingerprint similarity
metrics considered. The time CC of each fingerprint simi-
larity metric is directly proportional to the localization time
of the fingerprint-based localization system. The higher the
time CC, the longer the localization process. This is because
using a fingerprint similarity metric with a high time CC
causes the localization matching algorithm to take longer to
scan the clustered fingerprint database. Despite the fact that
the fingerprint database is clustered, the proposed IW-CSC-
based similarity metric will take longer to scan through the
clustered fingerprint database, resulting in a longer local-
ization time. The longer localization time will undoubtedly
be shorter than the localization time of a non-clustered

fingerprint database. The overall localization time will be
reduced, though not as much as the localization time achieved
by the k-NN algorithm with the sqeuclidean, Manhattan, and
cosine distances as fingerprint similarity metrics.

C. CLUSTERING PERFORMANCE COMPARISON
AND ANALYSIS
In the earlier subsection, it was determined that the use
of the proposed IW-CSC-based fingerprint similarity met-
ric will result in a longer localization time in comparison
to the distance-based metrics considered. In this section
using the silhouette score as the clustering performance met-
ric, the clustering performance of the ik-means algorithm
with the sqeuclidean distance, Manhattan distance, cosine
distance, and the proposed similarity metric, IW-CSC, as fin-
gerprint similarity metrics are determined and compared in
this section of the paper. The silhouette score is used to
evaluate the quality of clusters generated by any clustering
algorithm and is a measure of how well clusters are separated
from one another and how well fingerprints are assigned to
their respective clusters.

Silhouette scores range from −1 to 1, with a higher score
value of 1 indicating well-separated clusters and fingerprints
are well-assigned to their respective clusters. A clustering
algorithm is considered to have very good clustering per-
formance when it has a silhouette score of 0.7 and above.
A silhouette score between 0.7 and 0.25 indicates that clusters
are fairly well separated with few overlapping clusters, while
a silhouette score of 0.25 and below indicates that clusters
are weakly separated. Table 5 shows the silhouette score
comparison of the ik-means algorithm for the four fingerprint
databases using the sqeuclidean distance, Manhattan dis-
tance, cosine distance, and IW-CSC as fingerprint similarity
metrics. For each fingerprint database, k = 3 and k = 5,
which indicate the number of clusters generated by the ik-
means algorithm, are considered. The entries in Table 4 with
green highlights indicate the highest silhouette score for each
number of clusters generated in each fingerprint database
considered.

The highest silhouette score from Table 5 is 0.39, while the
lowest is 0.11. This indicates that all the clusters generated
by the ik-means algorithm using the different fingerprint
similarity metrics for all four fingerprint databases are
not well-separated. There is a high probability that some
fingerprint measurements are misassigned. Comparing the
silhouette scores obtained by the ik-means algorithm with
k = 3 and k = 5, the silhouette scores obtained using
k = 3 are higher than those obtained using k = 5. This is
irrespective of the fingerprint database and the fingerprint
similarity metric. What this shows is that even though the
clusters generated using k = 3 and k = 5 are generally
not well-separated, clusters generated using k = 3 are fairly
well-separated compared to those generated using k = 5.
As a result, for the localization performance comparison with
the k-NN algorithm, the number of clusters generated by
the ik-means clustering algorithm, regardless of fingerprint
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similarity metric, will be k = 3. This is to ensure that all
similarity metrics are compared at their peak performance.

Extending the result discussion to determine which finger-
print similarity metric has the best clustering performance
for each database with k = 3, the sqeuclidean distance
has the highest silhouette score of about 0.34 in the
MSI_IndoorLoc database. The IW-CSC, which is the simi-
larity metric proposed in this paper, has the lowest silhouette
score of about 0.26. This means that the sqeuclidean distance
metric generated fairly well-separated clusters compared
to the proposed metric in the MSI_IndoorLoc database.
In the PIEP_UM_IndoorLoc database, all four-fingerprint
similarity metrics have the same silhouette score of
about 0.3, indicating equal clustering performance. As for the
SEUG_IndoorLoc database, the cosine distance metric has
the highest silhouette score of about 0.38. This is followed
by the sqeuclidean distance and IW-CSC metrics both with a
silhouette score of 0.36. In the IIRC_IndoorLoc database, the
sqeuclidean distance metric has the highest silhouette score
of 0.39, which is followed by the IW-CSC with a silhouette
score of 0.36.

Overall, considering all four fingerprint databases, with
k = 3, the well-separated clusters are generated by the
sqeuclidean distance metric. The proposed fingerprint sim-
ilarity metric, IW-CSC, came in second, generating fairly
well-separated clusters compared to the cosine and Man-
hattan distance metrics. The Manhattan distance metric
generated the least well-separated clusters amongst all the
fingerprint similarity metrics in all four fingerprint databases.
Having a well-clustered fingerprint database does not auto-
matically translate to better localization performance. The
type of localization matching algorithm as well as the choice
of fingerprint similarity metric used by the localization
matching algorithm also play an important role in the local-
ization accuracy of the fingerprint-based localization system.
As such, in the next subsection, the localization performance
of the fingerprint-based localization system using the finger-
print databases clustered by the ik-means algorithmwith each
of the four fingerprint similarity metrics is determined and
compared.

D. LOCALIZATION PERFORMANCE COMPARISON
AND ANALYSIS
In this subsection, the localization performances of each of
the four fingerprint databases clustered using the ik-means
algorithm with the sqeuclidean distance, Manhattan distance,
cosine distance, and IW-CSC as fingerprint similarity metrics

are determined. As earlier mentioned, the k-NN localization
matching algorithm is considered, and its fingerprint sim-
ilarity metric is chosen to be the same as the fingerprint
similarity metric used in clustering the database. That is, if the
ik-mean algorithm with the sqeuclidean distance metric is
used to cluster a database, then the k-NN algorithm with
the sqeuclidean distance metric is also used to determine
the localization performance. Since k = 3 for the ik-means
algorithm, k = 3 is also considered for the k-NN localization
algorithm. Using position RSME as localization performance
metrics, the localization performance on each of the four
fingerprint databases is determined and presented in Table 6.
A graphical illustration of the localization performance com-
parison can be seen in Figure 3. The entries in Table 6 with
the green highlights indicate the fingerprint similarity metric
with the least position RMSE.

For all four fingerprint databases considered, the k-NN
algorithm with the proposed fingerprint similarity metric,
which is IW-CSC, has the lowest position RMSE. In the
MSI_IndoorLoc database, the IW-CSC fingerprint similar-
ity metric has the least position RMSE of 0.3 m2 with the
k-NN algorithm. The sqeuclidean, Manhattan, and cosine
distance-based fingerprint similarity metrics have about the
same position RMSE of about 6.3 m2. The percent improve-
ment achieved by the k-NN algorithm with the IW-CSC fin-
gerprint similarity metric over the other three distance-based
metrics is, on average, about 95%.

In the PIEP_UM_IndoorLoc database, the k-NN algorithm
with the IW-CSC as fingerprint similarity metric also has
the least position RMSE of about 0.3 m2, with the cosine
distance metric having the highest with about 13.7 m2. The
overall localization performance improvement achieved by
the k-NN algorithm with the IW-CSC over the other three
distance-based fingerprint similarity metrics is about 97%
on average. Extending the analysis to the SEUG_IndoorLoc
and IIRC_IndoorLoc databases, the k-NN algorithm with
the IW-CSC as fingerprint similarity metric has the lowest
position RMSE in both databases. In the SEUG_IndoorLoc
database, the k-NN algorithm with the IW-CSC has a posi-
tion RMSE of about 0.6 m2, while in the IIRC_IndoorLoc
database, it has a position RMSE of about 0.4 m2. The k-NN
algorithm with the cosine distance metric has the highest
position RMSE of about 1.4 m2 in the SEUG_IndoorLoc
database, while in the IIRC_IndoorLoc database, the k-NN
algorithm with the Manhattan distance metric has the highest
position RMSE of about 5.1 m2. The overall localization
performance improvements achieved by the k-NN algorithm
with the IW-CSC as fingerprint similarity metric over

TABLE 5. Silhouette score comparison of ik-means algorithm with different fingerprint similarity metrics for k = 3 and k = 5 on four fingerprint databases.
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TABLE 6. Position RMSE error comparison.

FIGURE 3. Localization performance comparison of k-NN algorithm with different fingerprint similarity metrics.

the other three distance-based fingerprint similarity met-
rics are 52% and 90% in the SEUG_IndoorLoc and the
IIRC_IndoorLoc databases, respectively.

The proposed pattern-based fingerprint similarity metric,
when used with the ik-means algorithm, has a clustering
performance that is slightly below the clustering performance
of the best distance-based metric considered, as shown in
the results analysis in Section IV-C. However, despite hav-
ing a lower clustering performance, it resulted in the best
localization performance, which is at least 52% higher than
the localization performances of the three distance-base fin-
gerprint similarity metrics considered. The distance-based
metrics determine the similarity between two fingerprint
vectors by only looking at how close they are to each
other, ignoring the spatial relationship between the fingerprint
vectors. Furthermore, they fail to consider how each RSS
measurement behaves within the fingerprint vector and how
it varies between wireless APs. The pattern-based fingerprint
similarity metrics take all these into account. They not only
consider the distance between fingerprint vectors but also
how each RSS measurement behaves relative to others within
the fingerprint vector during fingerprint similarity deter-
mination. Furthermore, in fingerprint localization, the RSS
measurement patterns are crucial for accurately matching a
fingerprint vector to a specific location within an environ-
ment. For these reasons, the proposed IW-CSC-base metric
has better localization performance when compared to the
distance-based metrics considered.

In summary, as an alternative to the distance-base met-
ric, the proposed IW-CSC-based fingerprint similarity metric

is ideal for use with the k-NN algorithm on fingerprint
databases clustered using the ik-means algorithm, which also
employs the IW-CSC as a fingerprint similarity metric. It has
superior localization performance with a clustering perfor-
mance that is moderate in comparison to the distance-base
metrics, only that it takes a longer time to determine the loca-
tion of an indoor user. The proposed IW-CSC-based metric is
not ideal for applications where near-real-time localization is
the primary objective. However, the longer localization times
can be easily solved by implementing the fingerprint-based
localization system’s online phase on high-power computa-
tional hardware or through cloud computing. In scenarios
where better localization accuracy is the primary object,
the proposed metric is an ideal alternative to the distance-
based metrics. Overall, it is recommended that the proposed
IW-CSC as a fingerprint similarity metric be used to cluster
and perform localization on small to medium-sized finger-
print databases. This is to have a moderate localization time
that could be acceptable for a near-real-time localization
system.

V. CONCLUSION AND RECOMMENDATION
FOR FUTURE WORKS
This paper proposes a pattern-based fingerprint similarity
metric as an alternative to the widely used distance-based
fingerprint similarity metric for fingerprint database clus-
tering and localization processes of the fingerprint-based
localization system. The proposed fingerprint similarity met-
ric is based on the CSC-based fingerprint similarity metric,
which has been IW normalized. The proposed IW-CSC-based
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metric is used with the ik-means and k-NN algorithms for
fingerprint database clustering and localization, respectively.
The ik-means and k-NN algorithms’ clustering and localiza-
tion performances are determined and compared using the
proposed IW-CSC as fingerprint similarity metrics, as well
as three commonly used distance-based fingerprint simi-
larity metrics, namely sqeuclidean, Manhattan, and cosine
distances. The simulation results show that the ik-means
algorithm with the IW-CSC-based fingerprint similarity
metric has the least clustering performance, as evidenced
by the lowest silhouette score. Furthermore, the proposed
IW-CSC-based fingerprint similarity metric measure has the
slowest clustering time, which is five times slower than the
distance-based metrics considered. This translates to a slow
localization time. It has superior localization performance,
but its clustering performance is slightly lower than the best
distance-based metric considered. In summary, the proposed
IW-CSC-based metric is not ideal for use in a near-real-
time localization system but is an ideal alternative to the
distance-based metric where improved localization perfor-
mance is required. It is recommended that, for a moderate
localization time, the proposed IW-CSS-based fingerprint
similarity metric be used for clustering and localization in
small to medium-sized fingerprint databases. Future work
will focus on improving the localization time of the IW-CSC-
based fingerprint similarity metric for use in a near-real-time
application.
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