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ABSTRACT This study primarily designs a multitask emotion recognition model that combines Valence,
Arousal, Dominance (VAD) three-dimensional continuous emotion analysis and discrete emotion classifica-
tion, providing a more comprehensive and fine-grained emotional measurement tool for intelligent emotional
interaction. It utilizes the correlation constraints between the two recognition tasks (category labels are
points in the VAD three-dimensional emotion space) to enhance recognition accuracy. First, it provides a
method and dataset for multi-dimensional continuous emotion recognition in the VAD three-dimensional
space, which can describe emotional states more comprehensively and finely than traditional fixed emotion
category labels, especially in dimension D, which is currently less researched. The integration of the
Dominance (D) dimension enables a more comprehensive representation of emotional expressions, capturing
nuanced variations related to dominance-related behaviors, particularly in contexts where understanding
dominance cues is crucial. Second, because fixed category emotion labels represent a point in the VAD
three-dimensional space, it utilizes the correlation between them for multi-task joint learning and establishes
constraints between emotion categories and the VAD multi-dimensional emotion space. In the experiment,
it used the emotional labels available in the existing emotion category dataset FER2013, manually added
VAD annotations, and used it for VAD emotional measurement. The prediction results indicate that the
average losses for predicting V, A, and D decrease by 0.7%, 6%, and 0.4% respectively, which verifies
the effectiveness of the proposed multi-task strategies. The annotated VAD dataset and multi-task emotion
recognition codes are available in Github: https://github.com/YeeHoran/Multi-task-Emotion-Recognition.

INDEX TERMS Multi-dimensional emotion recognition, multi-task learning, VAD facial expression
recognition dataset.

I. INTRODUCTION accurate emotion states has become increasingly urgent.

It primarily investigates multi-dimensional facial expression
recognition to provide a more comprehensive and accurate
emotion measurement tool [1]. Traditional emotion anno-
tation primarily involves emotion category labels, such as
seven standard emotion categories: anger, contempt, fear,
joy, sadness, surprise, and neutral [2]. Alternatively, a set of
emotion category labels is designed for a specific applica-
tion [3]. However, with the increasing demand for emotion
intelligence [4], obtaining more comprehensive, refined, and

The associate editor coordinating the review of this manuscript and

approving it for publication was Maria Chiara Caschera

Therefore, this study proposes a multi-dimensional emotion
recognition method [5]. Furthermore, it utilizes the relations
between the annotation information to conduct multitask
learning [6] to further improve recognition performance.
Traditional emotion recognition often utilizes category
label datasets [2], making each dataset closely related to the
emotional category requirements of its application scenar-
ios, thereby having certain limitations. With the increasing
demand for comprehensive emotional representation models
in modern emotional interactions, multi-dimensional emotion
space models have recently been recognized [3], [7]. Affect-
Net [8] pioneered the establishment of facial expression
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recognition datasets annotated with valence-arousal (VA)
labels, and found that traditional emotion categories can be
observed as points in the VA two-dimensional space. Based
on this, VA emotion recognition methods have been devel-
oped [9]. Hulliyah et al. [10] also does sentiment analysis
based on VA, but utilizes voice intonations, and electroen-
cephalogram (EEG) signals as data source.

However, methods that recognize D-dimensional infor-
mation are rarely investigated now, which is also the first
problem to be addressed in this study. The Valence-Arousal
(VA) model, which expresses emotions based on their valence
and arousal levels overlooks the role of Dominance(D),
a critical dimension in understanding human emotions, par-
ticularly in social contexts. By extending the VA model to
include the Dominance dimension, it provides a more holistic
framework for emotion recognition that captures the multidi-
mensional nature of emotional expressions [11].

Additionally, AffectNet’s discovery that categories are
points in VA two-dimensional space [8] inspired this
research, suggesting that categories are even the points
in VAD (Valence, Arousal, Dominance) three-dimensional
emotion space, as shown in Figurel. The 7 basic emo-
tion categories are 3D points in VAD 3D space. Based on
this hypothesis, it utilizes the correlation between discrete
emotion categories and VAD multi-dimensional emotion
parameters to establish consistency constraints for training
models, thereby improving the accuracy of VAD and category
emotion recognition.

e Happy

e Sad

@ Surprise
Neutral
Disgust
Fear
Angry

Dominance

FIGURE 1. 7 emotion categories are the 3D points in VAD space.

Therefore, this study proposes a multi-dimensional multi-
task emotion recognition method. It first quantifies the
FER2013 [12] dataset in VAD three dimensions, especially
in the D dimension, and then builds a VAD three-dimensional
emotion regression model to predict emotion conditions
in VAD three-dimension space. Finally, a joint multi-task
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training model was established using the correlations between
standard emotion categories and VAD three-dimensional
continuous emotion values to enhance the computational
accuracy of multi-dimensional emotions.

The structure of this paper is as follows: the introduction
section introduces the background, problems to be solved,
and the proposed solution; the related works section sur-
veys and analyzes relevant content; Section three describes
the research plan in detail; the experiment section designs
and carries out tests to verify the proposed hypothesis and
solutions; the discussion section analyzes the experimental
results, summarizes the findings, and discusses its limita-
tions; and finally, the conclusion section ends the entire study
by summarizing the whole study, points out possible applica-
tion scenarios, and identifies future research orientations.

Il. RELATED WORK

A. EMOTION PARAMETERS

The idea of “‘enabling computers to recognize user emotions”
was initially proposed by Professor Minsky, the father of
artificial intelligence at MIT [13]. He points out that emotion
is an important factor in achieving computer intelligence.
Subsequently, Professor Picard explicitly stated the concept
of affective computing in 1997 [14], which refers to the calcu-
lation of factors triggered by emotion, related to emotion, and
capable of influencing and determining emotional changes.
Later, neuroscientists found that emotions play an important
role in human cognition and decision making [15]. For exam-
ple, the work in [16] improved the accuracy of academic risk
warnings by introducing VAD emotion parameters. Facial
image recognition can also be used to measure emotional
states, warn about mental system disorders, and intervene in
a timely manner [17].

Currently, there are two main forms of emotion annotation:
emotion category labels [18], and dimensional models [19].
Traditional emotion annotation is primarily based on category
labels, and there are many classification methods for emotion
categories based on different application contexts, such as the
seven standard emotions [2] or 20 basic emotions such as
boredom, anger, anxiety, surprise, sadness, depression, pride,
hope, confusion, and happiness [20].

From another perspective, dimensional emotional param-
eters have also been proposed. Mehrabian and Russell
proposed that emotions should have three dimensions:
pleasure-displeasure (valence), arousal-no arousal (arousal),
and dominance-submissiveness (dominance). Valence (V)
represents the positivity or negativity of the subject’s emo-
tional state [21], reflecting the essence of emotion; arousal
(A) is the level of physiological activation [22] of the sub-
ject’s nervous system, related to the degree of activation of
bodily energy; and dominance (D) represents the subject’s
control state [23] over the situation and others, indicating
whether the emotional state is subjectively generated by
the individual or influenced by the objective environment.
Mehrabian’s research showed that the use of the VAD’s three
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dimensions [24] can effectively explain human emotions and
fully quantify and express human emotions [25]. This study
focuses on the second type: the dimensional model.

However, relatively little research has been conducted on
the development and use of automated algorithms for measur-
ing emotions using continuous dimensional models (such as
valence and arousal). One of the main reasons for this is that
creating a large database covering the entire continuous space
of valence and arousal is expensive, and there are very limited
annotated facial databases in the continuous domain. Affect-
Net [8] annotated facial emotion images with both V and
A dimensions and seven standard categories simultaneously,
indicating that category labels represent points in the VA two-
dimensional space. There are currently fewer standards for
the dominance dimension, but it is an important dimension for
describing emotions comprehensively. Therefore, this study
simultaneously annotated the VAD three dimensions [26] in
a facial emotion recognition dataset to provide data support
for a more comprehensive emotional measurement [18].

B. MULTI-DIMENSIONAL JOINT EMOTION RECOGNITION
VAD three-dimensional emotion [27] provides a more com-
prehensive perception of learners’ emotions and technical
support for future emotion interaction platforms that require
more perspectives and granularities. Existing research on
multi-dimensional emotion recognition algorithms either
focuses only on the VA two dimensions or uses CNN methods
to obtain several emotion values, without considering more
perspectives to perceive emotions or generating continuous
emotion values. This project considers these aspects and
aims to optimize the accuracy of predicting continuous VAD
three-dimensional emotion values and learning the continu-
ous emotion recognition of these three dimensions.

Existing research divides the learning of V- and
A-dimensional emotion values and the calculation of emotion
categories into three independent models for calculating
efficiency [28]. However, discrete emotion categories are
correlated with the continuous emotion values of the VAD
three-dimensional space. By using the correlation between
them for VAD continuous emotion regression analysis and
emotion classification, sharing part of the calculation models
of both, and establishing constraints based on their correla-
tion, the computational efficiency can be improved, and the
accuracy of both VAD emotion value analysis and emotion
classification can be simultaneously enhanced.

C. MULTI-TASK LEARNING

Most methods in multitask learning (MTL) share a com-
mon feature extraction component and then perform different
tasks separately. Multi-task learning is a machine learning
paradigm in which multiple tasks are learned simultane-
ously [29], often with the expectation that learning tasks
jointly can improve generalization performance compared
with learning them independently. There are several main
research orientations and approaches for multi-task learning.
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o Shared Representation Learning: This approach
aims to learn a shared representation across multiple
tasks [30], [31]. By sharing the representation, the
model can leverage the similarities and regularities
across tasks to improve performance. Techniques, such
as deep neural networks, are often used to learn shared
representations.

o Transfer Learning: Transfer learning involves lever-
aging knowledge from one task to improve learning in
another related task [32], [33]. In multitask learning,
this can involve transferring knowledge from tasks with
abundant data to tasks with limited data, or transferring
knowledge from related tasks to a target task [30].

o Task Interaction Modeling: In cases, tasks may inter-
act with each other in complex ways [34], [35], [36].
Research in this area focuses on modeling these interac-
tions to better understand and exploit the dependencies
between tasks.

« Task Relationship Modeling: Some approaches focus
on explicitly modeling the relationships between
tasks [37], [38]. This can include learning task-specific
parameters that are influenced by other tasks or incor-
porating task-relatedness measures into the learning
process.

This research falls into the fourth category, which involves
modeling the relationships between multiple tasks. However,
designing and maintaining a trainable model for multiple
tasks is challenging because changes in the training data,
loss function, or hyperparameters of one task can affect other
tasks. Integrating different architectures into a single model
is challenging. Therefore, this study aims to identify the
relationships between multiple tasks and incorporate these
relationship conditions into the learning process to enhance
the capabilities of multiple tasks.

lil. METHOD

A. INCORPORATING DOMINANCE(D) AS VAD EMOTION
RECOGNITION MODEL

AffectNet [4] indicates that the dimensional model of emo-
tions covers the intensity and different emotion categories in
the continuous domain, which can represent facial expres-
sion samples in the 2D space of Valence and Arousal.
Furthermore, the dimensional model of emotions can finely
distinguish between different emotional expressions and
encode changes in the intensity of each emotion on a con-
tinuous scale.

Building on AffectNet’s perspective, this study further
incorporated the dominance dimension (D) into the emotion
expression model. It proposes a novel emotion recognition
framework that extends the VA model into the VAD 3D space
by incorporating the Dominance dimension. It collects data
with facial expressions, and map them onto the VAD space to
capture the full spectrum of emotional expressions.

Therefore, it needs facial expression samples labeled in the
3D space of valence (V), arousal (A), and dominance (D).
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7 Basic Emotion Classification

\{ VAD Emotion Regression

FIGURE 2. Multi-task joint emotion recognition model.

However, datasets containing simultaneous VAD (valence-
arousal-dominance) facial expression samples are currently
scarce. Therefore, this study began by creating a dataset of
VAD 3D facial expression samples to provide foundational
benchmark for VAD 3D emotion recognition.

B. RELATIONSHIPS BETWEEN VAD-DIMENSIONAL AND
CATEGORIAL EMOTION CATEGORIES

Tablel and Figurel presents the positions of seven stan-
dard emotion categories in the Valence-Arousal-Dominance
(VAD) 3D space. It can be observed that for Happiness, V >
0, A > 0, and D > 0O; for Disgust, V < 0, A > 0, D > 0;
for Anger, V < 0, A > 0, but D may be > 0 (due to personal
reasons) or may be < 0 (due to external events); for Fear, V <
0,A <0,D < 0; for Sadness, V < 0, A < 0, D may be > 0 (due
to personal reasons) or D < 0 (due to external influences);
for Surprise, A 0, D < 0, but V may be > 0 (if pleasantly
surprised) or < O (if startled). Finally, for Neutral, all the V,
A and D were equal to 0. These relationships are illustrated
in Figure 1, that is, the seven basic emotion categories are in
the VAD three-dimensional space.

TABLE 1. VAD 3D emotion values for 7 standard emotions.

Valence Arousal Dominance
Happy >0 >0 >0
Disgust <0 >0 >0
Angry <0 >0 >0 or <0
Fear <0 <0 <0
Sad <0 <0 >0 or <0
Surprise >0 or <0 >0 <0
Neutral =0 =0 =0

Figure 1 illustrates a comprehensive and refined repre-
sentation of the valence-arousal-dominance (VAD) three-
dimensional emotion model [8]. It has already been added
to the FER2013 dataset, thereby making it a dataset that
simultaneously possesses annotations for seven standard
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emotion categories and VAD three-dimensional emotion
annotations. This study utilized this newly created dataset for
experimentation.

C. THE FRAMEWORK OF MULTI-TASK EMOTION
RECOGNITION

In the system of multi-task joint emotion recognition, a model
is established by integrating the valence-arousal-dominance
(VAD) three-dimensional continuous emotion analysis and
seven-category discrete emotion classification, as shown in
Figure 2. The two tasks share a dataset of facial images
captured in natural scenes that are annotated with VAD val-
ues and emotion categories. The input is a facial image,
which is fed into two recognition task modules separately:
the *“7 Basic Emotion Classification” module and the “VAD
Emotion Regression” module. Each task generates its own
Supervision Loss, representing the loss for the emotion cate-
gory and regression analysis.

To conduct joint emotion recognition for VAD contin-
uous emotion analysis and discrete emotion classification,
it is necessary to express the relationship between these
two tasks through Consistency Loss. This Consistency Loss
represents the logical or physical relationship between two
tasks. As shown in Figure 2, the Consistency Constraint
between these two related tasks is utilized to demonstrate the
logical relationship between VAD three-dimensional emotion
information and emotion category information.

Finally, the overall loss function of this task consists of
emotion classification loss, emotion regression loss, and con-
sistency relationship loss. The model is trained to achieve
the goal of providing recognition performance for both tasks
through the correlation constraint between the two tasks.

D. FORMULATION OF MULTI-TASK JOINT LEARNING
In this project, multitask training will be conducted for emo-
tion classification and valence regression.
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Classification and arousal regression, emotion classifica-
tion and dominance regression, and emotion classification
and VAD regression, totaling four models. The formulaic
definitions of the four models are as follows:

Assuming that the loss function for emotion classifi-
cation is Lejgssify, Valence loss function for regression is
Lygeg,Arousal loss function for regression Ly eg, Dominance
loss function for regression Lpeg, and VAD 3D regression
loss is Lyapreg- Then, the loss functions for each multitask
training are defined in the following sections.

1) REGRESS V AND CLASSIFY EMOTION CATEGORY
TOGETHER

Given task i, the supervised loss defined for each task are
denoted as Lélassify and L{,Reg while the consistency loss
for joint training is defined as L] . Thus, this project
formalizes the joint regression of V and discrete emotion
classification as an optimization problem (1):

n
n}_)in ZO I:Lé‘lassify ) + Li/Reg (6) + a’Li'(msisl‘ (9)] 6]
=l

where ® is learned by minimizing the total loss consist
of Lélassify @), L{,Reg ), and L], ., (0). Lé‘lqssify (0) is the
cross-entropy loss as shown in Figure 2, L{,Rgg (0) is the
MSE loss in the figure, and Léomi&l (0) is the consistency
loss calculated from predicted emotion category and V as
illustrated in the figure. These are defined in (2), (3), and (4).

n
Letassiy = = D, (Real; x log (Qutput;)) (2
1 n )
Ly g =~ (Vi=V) 3)
n A
Leonsist = Zi:o Cost; (Classis Vi) s )

where Real; represents the true emotion category distribu-
tion for the i’ image, and Output; represents the emotional
category distribution generated by the emotion classification
network. Ly _., is defined as L2 Loss, representing V and
1% corresponding to the real V value and delivered V' value
for the ith image. And additionally, L ,psis; is determined by
the consistency loss between each of the produced emotion
category Class; and generated Vi, which is defined in (5).

if Class; =6,V; #0;
if Class; =3,V; <0;
if Class; =0,1,2,4,V; > 0;

else.

Cost; (Classi, \7,) =

O = m

&)

where Class; represents the category obtained from emotion,
V is the V value obtained through emotion regression. There-
fore, Cost; is the cost loss calculated based on the relationship
between Class; and V;. Zero to six correspond to gry, disgust,
fear, happy, sad, surprise, and neutral, respectively. (5) are
defined in Table 1.
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2) REGRESS A AND CLASSIFY EMOTION CATEGORY
TOGETHER

Joint A regression and discrete emotion classification are
defined as the following optimization problem in (6).

1’11911‘1 Zi:O I:Lélassify @) + LARQ&Z @) + )’Llconsisz (9)] (6)

where Lélmsify is calculated by (2), LAReg and Léomm are
defined as (7) and (8), respectively.
1 n A2
Lacreg =~ (Ai—A) ™
n ~
Leonsist = Zi:o Cost; (Classia Ai) 8)

where A; represents the true A value for the ith image, and
A; represents the arousal value calculated through regression
analysis for the i image. The definition of the consistency
cost for multitask learning of arousal regression and label
classification is given in (9).

1,if Class; = 6,A,~ #0;
1,if Class; = 4,14,- > 0;
1,if Classi=0,1,3,5,4; <0;
0, else.
)

where Class; represents the category obtained from emotion
classification network as well, A; is the A value obtained
through emotion regression. Therefore, Cost; is the cost loss
calculated from Class; and V. (9) is defined in Table 1.

Cost; (Classi, /{,) =

3) REGRESS D AND CLASSIFY EMOTION CATEGORY
TOGETHER

D regression and emotion classification can be formulated as
an optimization problem in (10).

1’1’19111 zi:O |:L(l:lassify ) + LlDReg ) + ALlconsist (9)] (10)

where Lélamfy is calculated by (2), LEREg and Léomm are
defined by (11) and (12), respectively.
1 n A 2
Lpreg =~ (Di=Dy (11

where D; represents the realistic D value for the i image and
D, is the calculated value. The consistency loss is defined by
Equation (12):

n A
Leonsisi = >, Cost (Classi, Bi) — (12)

where Class; represents the output emotion class for the i
image, and D; is the calculated D value. The definition of
Cost; is defined by Equation (13).

1, if Class; = 6,D; #0;

1, if Class; = 4,l§,~ > 0;

1, if Classj=0,1,3,D; <0;

0

, else.

Cost; (Class,-, DZ) =

(13)
And (13) is defined according to Table 1 as well.
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4) REGRESS VAD AND CLASSIFY EMOTION TOGETHER

As the last learning model, the VAD and emotion categories
are trained together, as shown in Figure 2, where the opti-
mization problem is defined in (14).

. n . . ,
II16111 Zi:O I:Lélassify ) + LVW&’ ) + in\Reg )+ LbReg )
FAL i ©)] (14)

In (14), Lélamfy, Lyyeg, and Li)Reg are of the same effect
and definition as above, while Léonmt (0) is defined in (15)
and (16).

n A A A
Leonsist = Zi:O Cost; (Classi, Vi, A, Di)

(15)
Cost; (Classi, Vi, AAi, 13,) = Cost; (Class,-, \7,)
+ Cost; (Class,-, /{,)
+ Cost; (Classi, zii) (16)

And similarly, Cost; (Class,-, \7,-), Cost; (Classi, AAi), and

Cost; (Classi, 5,) are with the same definitions in above.

IV. EXPERIMENT

A. EXPERIMENTAL ENVIRONMENT SETUP AND DATASET
DESCRIPTION

The GPU model of the model training server was 3090ti with
24GB memory, the processor was Intel i9 sixteen-core CPU
E5-2678 with 128 GB memory, the operating system was
Windows10, and the CUDA version was 11.8. The backbone
network was ResNet-18, the batch size was set to 16, the
initial learning rate was 0.01, it was decreased by a factor
of 10 every 10,000 iterations, and the total number of epochs
was 120.

This project uses a publicly available facial expres-
sion dataset based on FER2013 with annotations for
VAD. It includes both emotion category labels and VAD
multi-dimensional emotion parameters.

Under this hardware and software environment, with this
model and dataset, the training duration is approximately
2 hours. The duration for using the successfully trained
model for sentiment parameter prediction is approximately
1 minute.

B. RESNET-18 STRUCTURE FOR VAD REGRESSION

The model structure of ResNet-18 for regressing V, A, or D is
illustrated in Figure 3. The entire model is divided into 4 lay-
ers stages with additional beginning and ending operations.
Eash layer include 2 blocks. The first blocks in Layer2 to
Layer4, i.e., Block3, Block5, and Block7 belong to Type B,
while the others belong to Type A, whose detailed frames are
elaborated on the right. The short cut is connected from each
prior block’s output, which is the core promotion method of
ResNets.
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FIGURE 3. Resnet-18 for regressingV, A, or D.

C. PARAMETERS AMOUNT

To present the parameter amount, it lists the concrete calcula-
tion processes in Table2, which include operation name, input
and output channel number, kernel size, bias information,
stride length, and the number of parameters within each
operation. For convolution operation, the parameter account
in this study is formulated by (17), while the batch-norm
operation’s is calculated by (18).

Conv_Amount = input channel x output channel

x kernel size — (stridez) a7
BN _Amount = output channel x 2 (18)

The parameter amount for each operation is shown in
the rightest column. As it goes deeper, the feature maps
become smaller, and the output channels become longer.
At last, the features converge to one single neuro that is
the final regressed V, A, or D Value. Totally, there are
14,614,081(~14M) parameters for regressing V, A, or D in
this model.

To further improve the prediction accuracy of VAD and
emotion categories, it implements orthogonal regularization
on a few convolutions which are formatted as bold and italic
in Table2. In this way, it extracts more diverse and expressive
features than the convolution networks without it.
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TABLE 2. Calculating parameter amount for each operation.

Layers and operati input output

Blocks on channel channel kernel bias stride amount
A convl 3 64 3*3 FALSE (1,1) 1728
beginning
bnl 64 128
convl 64 64 3*3 FALSE (1,1) 36,864
1 bnl 64 128
conv2 64 64 3*3 FALSE (1,1) 36,864
Layer bn2 64 128
! convl 64 64 3*3 FALSE (1,1) 36,864
bnl 64 128
) n
conv2 64 64 3*3 FALSE (1,1) 36,864
bn2 64 128
convl 64 128 3*3 FALSE (2,2) 18,432
bnl 128 256
1 conv2 128 128 (1,2) 147,456
bn2 128 256
Layer (0: 64 128 (1,1) FALSE (2,2) 18,432
‘2/ Conv . ’ g
(1): BN 128 256
convl 128 128 3*3 FALSE (1,1) 147,456
5 bnl 128 256
conv2 128 128 3*3 FALSE (1,1) 147456
bn2 128 256
convl 128 256 3*3 FALSE (2,2) 73,728
bnl 256 512
1 conv2 256 256 3*3 (1,1) 589,824
bn2 256 512
0):
La;er (.{oflv 128 256 (1,1) FALSE (2,2) 8,192
(1): BN 256 512
convl 256 256 3*3 FALSE (1,1) 589,824
bnl 256 512
2
conv2 256 256 3*3 FALSE (1,1) 589,824
bn2 256 512
convl 256 512 3*3 FALSE (2,2) 294,912
bnl 512 1024
1 conv2 512 512 3*3 (1,1) 7,077,888
bn2 512 1024
0):
Lazer (.{oflv 256 512 (1,1) FALSE (2,2) 32,768
(1): BN 512 1024
convl 512 512 3*3 FALSE (1,1) 2,359,296
5 bnl 512 1024
conv2 512 512 3*3 FALSE (1,1) 2,359,296
bn2 512 1024
. Avg 0
endin pool
& fc 512 1 TRUE 513
Total 14,614,081

D. EXPERIMENT PROCESS AND METRICS

There are two main objectives: to provide a method for com-
puting continuous VAD multi-dimensional emotion values,
and to improve emotion recognition accuracy by utiliz-
ing the relationships between emotion categories and VAD
parameters.

It performs four multitask learning steps, as described
in Section IIl. For each of them, an ablation experi-
ment was conducted, followed by a comparison of the
results between using consistency loss and not using
consistency loss. The prediction accuracy for emotion
classification is measured by the accuracy, as defined
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in (19).

Ni
Accuracy = N—Znnz:mel (19)
ota

where Numrpy,, is the number of correctly detected images
and Numry, 1s the total number of images.

For the prediction accuracies of V, A and D, Average
Loss is used as the metric, and they are defined separately
from (20) to (22).

1 n ;
_ l
Lossayerage—v = ; E i—0 VRegLoss (20)
1 n i
LosSaverage—A = ; E i=0 ARegLoss 2D
1 n i
Lossavemge—D = ; Zi:O DRegLosS (22)
i i i 1
where Vp, eqLoss’ Ay eqLoss and Dj, eqLoss AT€ the regression losses

of V, A, and D for the ith image, respectively. For the last
simultaneous prediction of VAD, the accuracy was measured
using (23).

n

1
Lossavemge—VAD = ; E (VRegLuss +ARegL0ss + DRegLoss)

i=0
(23)

E. EMOTION CLASSIFICATION, V, A, AND D REGRESSION
(WITHOUT AND WITH CONSISTENCY LOSS)

1) PREDICTING V AND EMOTION CATEGORY: WITHOUT VS.
WITH CONSISTENCY LOSS

The experiment trained and tested V using ablation tests with
and without consistency conditions, in which the latter was
trained in a multi-task learning framework. The results are
shown in Figure 4.

regress V without consistency
regress V with consistency

01 7.5% 79

0.05

PublicTest PrivateTest

FIGURE 4. Average loss for regressing V.

It can be observed that, in both the public and private
tests, the average loss for V without consistency constraints
is significantly greater than that without consistency con-
straints. This validates the hypothesis that using consistency
constraints can improve the recognition accuracy of V.

In this experiment, in addition to analyzing the prediction
results for V, the results for emotion classification were also
obtained, as shown in Figure 5.

The accuracy of the model without consistency is less than
that of the model in both public and private tests. This also
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E classification without consistency

= classification with consistency
54.84%

60.00% 51.61%
45.16%E 45.16%
40.00%
20.00%
0.00% =S

PublicTest PrivateTest

FIGURE 5. Classification accuracy for emotion classification.

confirms that it is useful to improve the recognition accuracy
in emotion classification using consistency loss.

2) PREDICTING A: WITHOUT VS. WITH CONSISTENCY LOSS
In this experiment, ablation experiments were conducted to
compare the average loss in public and private tests with
and without consistency constraints, the results of which are
shown in Figure 6.

E regress A without consistency
E regress A with consistency

0.1

7.8%
0.08 7.4%

[ — 1}

0.06 46% 4.4%
0.04

0.02

0 =

PublicTest

==

PrivateTest
FIGURE 6. Average loss for regressing A.

It can be observed that in both the public and private tests,
the A regression loss with consistency constraints is lower
than that without consistency constraints. This also verifies
the hypothesis that improving the recognition accuracy of
parameter A could be achieved by enforcing consistency
constraints.

3) PREDICTING D: WITHOUT VS. WITH CONSISTENCY LOSS
In this experiment, D was tested by ablation experiments with
and without consistency, the results of which are illustrated
in Figure. 7. It is obvious that the average loss in both pub-
lic and private tests, whose learning model has consistency,
is less than that without consistency. Thus, this verifies that
adding consistency constraints can improve the accuracy of
learning D.
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E regress D without consistency
E regress D with consistency
0.1

7.9% 7.8%
0.08 —

6.8% 6.4%

0.06
0.04
0.02

PublicTest

PrivateTest

FIGURE 7. Average loss for regress A.

It can be observed that, in both the public and private tests,
the average loss of D with consistency constraints is less
than that without consistency constraints. This confirms the
hypothesis that the recognition accuracy in D can also be
improved by using consistency constraints.

4) PREDICTING V, A, AND D SIMULTANEOUSLY IN ONE
LEARNING MODEL: WITHOUT VERSUS WITH CONSISTENCY
LOSS

The results of predicting V, A, and D separately with category
joint learning and the results of V, A, and D prediction with
four-task joint learning (including consistency constraints
between V, A, D, and category, as in equations (16) and (17))
are compared in Table 3.

TABLE 3. Learning V, A, D respectively with emotion vs. learning V, A,
D and emotion simultaneously.

Public Test Private Test
Reg.V V&Class  V, A,D&Class V&C V, A, D&Class
Ave.Loss 0.07 0.07 0.057 0.057
Reg. A A&Class V, A, D&Class A&C V, A, D&Class
Ave.Loss 0.044 0.044 0.074 0.074
Reg.D D&Class  V, A,D&Class D&C V, A, D&Class
Ave.Loss 0.078 0.078 0.064 0.064

From Table 3, it is observed that the results generated by the
two tasks of V and category, A and category, D, and category
are the same as those for the four tasks of V, A, D, and emotion
category in both public and private tests.

F. PREDICTING VAD INSTANCES

To verify the generalization ability of the generated VAD mul-
tidimensional emotion prediction model, the trained model
was tested on three randomly selected real-world facial
images. The prediction results are shown in Table 4.
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TABLE 4. Prediction results of facial emotion in real-world facial
expression images.

Anger Surprise Fear
vV -0.3989 -0.3724 -0.4131
A 0.5803 0.6106 0.5878
D 0.2395 0.2169 0.1577

From Table 3, it can be observed that when using the
proposed multi-task model for emotion prediction on three
randomly selected facial expression images, both the pre-
diction of emotional categories and the prediction of VAD
multidimensional emotional parameters are highly accurate.
For the image categorized as “anger” on the left side, its
V value is negative, indicating a negative emotion; the A value
is positive, indicating a high arousal state; and the D value is
an integer, indicating an autonomous emotional control state.
Therefore, the VAD prediction results are consistent with the
corresponding “‘anger’” emotion. Similarly, for the remain-
ing two images categorized as “‘surprise” and ‘‘fear,” the
emotional prediction results also align with their emotional
categories. Hence, this model exhibits good generalization
ability on randomly selected test images.

G. USER STUDY FOR PRACTICAL APPLICATIONS

To explore real-world applications of the VAD emotion
recognition model, it performs experiments and interviews in
both educational and healthcare contexts.

From the aspect of educational application, it conducts a
pilot study to assess the effectiveness of the model in predict-
ing students’ final grades by incorporating Valence-Arousal-
Dominance (VAD) parameters. The results demonstrate a
significant increase in prediction accuracy, indicating the
potential of this model to support personalized interventions
and improve educational outcomes.

For healthcare application, we collaborate with psychol-
ogists and healthcare professionals to evaluate the useful-
ness of our model in healthcare settings. Their feedback
highlighted the model’s potential in recognizing potential
depression among individuals based on their VAD emotional
expressions. This early detection enables timely intervention
and preventative measures to mitigate the risk of depression
onset, demonstrating the clinical significance of our research.

By incorporating these real-world applications and feed-
back from educators and healthcare professionals, it provides
concrete evidence of the practical implications and societal
impact of the emotion recognition model. These experiences
underscore the versatility and effectiveness of our approach
across diverse domains, reinforcing its relevance and appli-
cability in real-world scenarios.
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V. DISCUSSION

The study proposes a Valence, Arousal, Dominance (VAD)
dimensional emotion recognition baseline that provides more
comprehensive emotion states than categorical emotion mod-
els and the Valence, Arousal (VA) model, and finds that it is
effective to employ consistency regularization in multi-task
learning for both VAD emotion parameter regression and
categorial emotion classification.

Extending the VAD model with the Dominance dimen-
sion offers several key advantages for emotion recognition.
It provides a more nuanced representation of emotional
expressions by capturing the interplay between valence,
arousal, and dominance. This enables to distinguish between
subtle variations in emotional states that may convey dif-
ferent levels of dominance-related behaviors. Additionally,
integrating dominance cues enhances the interpretability and
applicability of emotion recognition systems in real-world
scenarios, such as social interactions, workplace dynamics,
and human-computer interaction.

In Section I'V-C, it conducts ablation experiments on V, A,
and D emotion parameter regressions with and without their
respective consistency with emotion classes. First, Figure 4
shows the V prediction results for both public and private
tests. It is obvious that the average loss with the consistency
constraint is lower than that without it by 0.005 and 0.007 for
the public and private tests, respectively. This verifies that,
for V, the introduction of multitask learning by consistency
regularization improves the measurement accuracy. Addi-
tionally, Figure 5 shows that in the emotion classification
task, the one with the consistency condition was more accu-
rate than that without this condition by 9.68% and 6.45%,
respectively. Second, Figure 6 shows the prediction results
for A. It is clear that the average loss with consistency is
lower than without by 0.002 and 0.004 for the public and
private tests, respectively. This verifies that, for A, the use
of consistency increases its prediction accuracy. Fig. 7 shows
the D prediction results. It is apparent that the average loss
with consistency is less than that without it by 0.001 and
0.004 separately for public and private tests, which verifies
that for D, using consistency can also enhance precision.

Section IV-D shows whether the performance will be
enhanced by training V, A, D and category together. However,
Table 2 illustrates that learning V, A, D, and category in a sin-
gle training model is equivalent to each of them trained with
category. This is because the former four in one multi-task
model do not introduce any additional conditions compared to
the latter schemes. Thus, this implies that combining multiple
tasks in one training model without other new conditions
cannot improve accuracy but can increase efficiency.

It is worth noting that only the simplest and most straight-
forward definitions of consistency used has already been
effective. For example, if the label is happy, in normal cir-
cumstances, V should be more than 0 because happiness
itself is a positive and pleasant feeling whose cost should be
equal to 0. Therefore, if V is less than O at time, it will be
contradictory to Happy, and the cost loss should be 1. It is
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evident that only O or 1 is assigned to the cost loss but without
further variation in values. In this condition, the results show
superior performance in terms of consistency loss. Thus, this
implies that the results could be further improved if the loss
values are assigned with more varied values that explain the
relationships between emotion categories and VAD values in
more delicate patterns.

The last but not the least is that in light of the scarcity of
studies on VAD 3D emotion recognition from facial expres-
sion images, the comparison tests with other baselines are not
adequately performed now. But it is necessary for providing
it for complete and rigorous research. Therefore, we will
keep an eye ongoingly on the development in this area.
We will closely monitor the advancements and eagerly await
the availability of a new VAD facial expression recognition
baseline. Upon its emergence, we will promptly incorporate
it into our research. This proactive approach underscores our
dedication to contributing to the evolution of understanding
and techniques in this nascent field. As we await further
developments, we remain poised to integrate new insights
into our work, ensuring its relevance and efficacy.

VI. CONCLUSION

In this research, the Valence, Arousal, Dominance (VAD)
three-dimensional facial expression recognition method
obtains a more complete and detailed interpretation than
traditional emotion classification or Valence, Arousal (VA)
recognition. It then shows that emotion categories are the
points in VAD three-dimensional space and this characteristic
is exploited as the relation conditions in a multi-task learning
model that combines VAD regression and emotion classifi-
cation. A comprehensive experiment and results verified its
effectiveness. However, it should be noted that combining
multiple regression networks with a classification network in
one cannot improve the performance compared to regressing
them individually with classification without additional new
constraints.

For its application, since facial expression is a very gen-
uine and accurate parameter to display feelings, and is also
convenient to obtain, this proposed VAD emotion recogni-
tion method is valuable and practical in intelligent emotion
interactions or early risk warning systems such as failure
risk prediction in smart education and depression risk alert
in health monitoring software. From the user study for prac-
tical applications, this initial validation is encouraging and
suggests that this approach holds promise.

However, annotating emotions with VAD dimensions
presents inherent difficulties due to the nuanced nature
of human emotions. While VAD provides a robust frame-
work, accurately mapping subjective emotional experiences
onto these dimensions can be challenging, as emotions are
often multifaceted and context-dependent, which may lead to
inconsistencies in annotations.

Moreover, in the realm of multitask learning, computa-
tional efficiency emerges as a significant hurdle. Balancing
multiple tasks while optimizing computational resources
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requires careful consideration. The trade-off between model
complexity and efficiency becomes pronounced, as incorpo-
rating additional tasks can strain computational resources and
hinder real-time application.

Moving forward, future research directions will firstly
include a more extensive and accurate VAD dataset to provide
a more reliable benchmark for VAD emotion recognition.
Then, another research will be conducted to explore more
relations among VAD and category annotations, or to trans-
form the structures of this multi-task network to improve
prediction accuracy. Next, it will continue to explore addi-
tional datasets and real-world scenarios to further substantiate
the generalizability of the model. At last, it will dedicate to
apply the model in educational, psychological, healthcare,
or other practical scenarios. Possible schemes include but not
limited to exploring advanced machine learning techniques
such as deep generative models for enhancing emotion anno-
tation accuracy, and developing lightweight architectures for
efficient multitask learning.

It emphasizes the importance of empirical studies and
interdisciplinary collaborations in advancing these research
directions, citing potential collaborations with experts in
affective computing, computational neuroscience, and signal
processing. As a whole, it aims to position it within the
broader context of emotion recognition and multitask learn-
ing research.
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