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ABSTRACT As a consequence of increased complexity, technical requirements of services and expectations
of end-users, telecommunication networks and systems must still increase their efficiency. Research
currently focuses on introducing automation and intelligence into network control and management. Neural
Networks form a class of Machine Learning techniques utilizing the supervised learning paradigm. The class
is mature and comprises a significant number of algorithms. As a result, Neural Networks-based solutions are
widely applicable, also in the context of communications and networking. The aim of this tutorial is twofold.
Firstly, to provide fundamentals regarding the Neural Network (NN) method. Secondly, to comprehensively
study the examples of applying NN-based solutions to solve problems in different aspects of communications
and networking. Studies are supplemented with additional explanations, figures and critical considerations,
including pros and cons of using selected methods for particular purposes. This part uniquely complements
the tutorial one and facilitates in-depth understanding of NN. Based on the conducted studies, we draw
a comparative analysis, summaries and expected future research topics and challenges of using NN in
communications and networking.

INDEX TERMS Computer networks, example-based tutorial, neural networks.

I. INTRODUCTION
The number and variety of intelligent end devices is
increasing, catalyzed by the concept of Internet of Things
(IoT). To ensure efficient and full connectivity, various
networking protocols and transmission techniques must be
interconnected in both single- and multi-domain scenarios.
Furthermore, modern services such as virtual reality, tactile
internet, or vehicular networks impose that overall traffic
grows exponentially. Not only the amount of data is
increasing, but also the speed of transmission as a core
network infrastructure is developed to reflect changes at the
edge, where high-throughput connectivity is being provided
to the end-stations by 5G or Fiber to the Home technologies.
To achieve a desired Quality of Experience (QoE) for
end-users accessing novel services, both service providers
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and network operators must cooperate to optimize numerous
and adequate Quality of Service Quality of Service (QoS)
factors in a dynamic and competitive environment. Finally,
additional requirements on an efficient management plane are
imposed by managers willing not only to optimize operating
and capital expenditures, but also to simultaneously provide
services to multiple tenants with reasonable fairness.

Network operators and administrators are not able to
manually manage and monitor such complex infrastructures.
However, analytical modelling of such an infrastructure
requires at least expert’s knowledge and in numerous cases
is even impossible. Approaches must deal with a tremendous
number of variables and a large solution space, impractical
for modelling. To overcome these issues, Machine Learning
(ML) is being used to solve the advanced problems with
the use of computer programs. The ML algorithm instructs
the machine how to learn about the environment and how
to discover the patterns ruling complex ecosystems. Based
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on the collected knowledge, the algorithm can, for example,
classify samples, predict the future, or take some actions
affecting the environment.

Emerging technologies and networking concepts create
favorable conditions to meet the technical requirements and
overcome the limitations of ML. For example, software-
defined networking creates an ability to collect knowledge
about the infrastructure in a central point, feedML algorithms
with input data, and distribute expected future actions over the
network. A sophisticated control plane is widely ensured in
the core network through the existing Network Management
System and is being extended toward access thanks to the
5G standard and Virtual Network Functions. End-nodes
are sufficiently intelligent to perform the actions defined
by the ML solution. Finally, virtualization and cloud-based
solutions facilitate a training process offering specialized
hardware equipped with Graphical and Tensor Processing
Units, distributed data processing frameworks (e.g., Hadoop
and Spark), or long-term and virtually unlimited storage.

Although, over the years, several ML techniques reached
maturity, some became more popular than the others.
Reinforcement Learning (RL) is one of the most attractive
and popular solutions applicable to a wide variety of different
aspects of communications and networking. Its development
is further boosted by the favorable conditions created by
both the existing IT infrastructure and evolving network
architectures. In [1], we have published a tutorial on RL.
Its purpose is: (1) to provide fundamentals regarding the RL
method, and (2) to comprehensively study the examples of
applying RL-based solutions to solve problems in different
aspects of communications and networking.

This paper, however, focuses on NN being, besides RL,
one of the most popular ML techniques. We firstly provide
a tutorial on NN to clearly explain its fundamentals and
properties. Then, we comprehensively analyze examples
of using NN in different aspects of communications and
networking to illustrate features of NN based on particular
examples.We explain how the problemwasmodeled, how the
neural network was designed, and what is the aim of running
NN. For each work, we provide the original figures, block
diagrams and summarizing tables with the aim to facilitate
understanding of papers. This part significantly extends the
classical tutorial and further presents crucial issues from a
different perspective, fills potential gaps, and sheds light on
potential future research avenues. To boost the development
of NN in the networking domain, we point out the shortcom-
ings and limitations of each work. These conclusions and
critical insights aim to boost further development of NN in
the networking domain.

We selected the following network aspects to illustrate
the application of NN techniques in a wide range of
representative problems and circumstances:

• traffic prediction — the ability to forecast future
or real-time traffic information based on historical
traffic data, such proactive prediction-based approach

FIGURE 1. Organization of the tutorial.

may strongly improve QoS when compared to reactive
methods;

• traffic engineering— the ability to optimize utilization
of network resources and simultaneously to assure
required level of service guarantees (QoS and GoS),
expressed by properly tailored routing procedures based
on available information from many sources, also
historical data;

• quality of service and quality of experience — the
assessments of quality based on network performance
metrics or user experiences;

• reliability and robustness — the ability to avoid,
counteract, and fix service outages is critical and
demanding in complex systems of cooperating unreli-
able components;

• security— the ability to protect the integrity, confiden-
tiality and accessibility of computer network infrastruc-
ture by using both software and hardware technologies.

In addition to network aspects, we also analyze the
application-oriented approach, i.e., how ML techniques are
used to boost the deployment of emerging network applica-
tions. Such an orthogonal approach complements the survey
with particular use-cases and practical implementations.

As the aim of our work is to provide an example-based
tutorial, we first carefully selected works to be thoroughly
analyzed in the context of each aspect. The most important
criteria of the selection process was to ensure sufficient
tutorial material and cover a wide variety of NN structures,
network types (e.g., access, core, metro) and technologies
(e.g., wireless, optical, IP). Finally, we selected papers
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TABLE 1. Summary of related tutorials and this paper.

recently published in renowned journals and widely cited
in the literature. As a result, we expect that the proposed
example-based approach will facilitate a deep and practical
understanding of how NN can be leveraged to address
problems in networking and communications.

We organize the remainder of this paper as follows.
Section II presents the latest and the most valuable tutorials
regarding NN applied to networking and communications.
In Section III we provide a tutorial on NN. In consecutive
subsections of Section IV we analyze research papers
applying NN to handle problems in different aspects of
communications and networking. In addition to the network
aspects, in Section V, we present an application-oriented
NN-based approach facilitating the deployment of emerging
network applications. The content of Sections IV and V is
visualized in Figure 1. Section VI comprises a comprehensive
comparative analysis of all works analyzed in this tutorial.
Furthermore, it reports lessons learned and formulates
summarizing insights and proposes research opportunities for
the future. Section VII concludes the paper.

II. RELATED TUTORIALS
The most common approach to organizing tutorials and
surveys in the field is to select a particular problem or net-
working aspect, and then briefly describe the fundamentals
of the chosen topic and all the relevant works. This tutorial
provides an in-depth technical and quantitative description
of various NN methods for communication and networking.
As per our knowledge, there is no other tutorial that
simultaneously covers a wide variety of networking aspects
and comprehensive analysis of NN techniques in an example-
based tutorial. In this section, we will focus on the papers
presenting an expanded tutorial part on NN.

Work [2] is a tutorial paper that covers NN and Deep
Learning (DL) usage in wireless networks. The NN funda-
mentals together with problems and use cases are introduced
deeply. The author surveyed works covering topics of
physical layer operations, such as data detection, decoding,
channel estimation, and physical layer resource allocation.
The paper is somewhat similar; however, it focuses only on
algorithms used in wireless networks, which limits its scope.

[3] is a tutorial similar to the previous one and covers a
variety of NN solutions dedicated to wireless applications
such as Unmanned Aerial Vehicle (UAV), Virtual Reality
(VR), Self-Organizing Network (SON). SONs are networks
that can automatically plan, configure, manage, optimize,
and heal themselves without human intervention. They use
artificial intelligence, predictive analytics, and pre-optimized
software algorithms to achieve various functions such as
self-configuration, self-optimization, self-healing, and self-
protection. They aim to simplify and improve the perfor-
mance and security of mobile radio access networks. The
paper scope is limited in terms of NN methods, focusing
mostly on Artificial Neural Network (ANN). The paper is
well organized, and the theoretical aspects are described
deeply. Other examples of a wireless network-related papers
are [4] and [5].

In addition to the tutorials focusing solely on a selected
aspect of wireless communications, there are also some more
general works. It is typical to analyze several aspects of
computer networks from the perspective of selected neural
network methods. Some recent examples are [6], [7], [8],
and [9].

Paper [6], firstly, provides a valuable tutorial regarding the
ML. Next, the survey part of this work covers a wide range of
network types and technologies (e.g. multilayer, optical and
5G networks or IoT architectures) as well as communication
and networking aspects (e.g. congestion control, prediction,
IDS, TE or QoS). The main difference between [6] and our
paper comes from the fact that we extend the general tutorial
based on the particular examples that we carefully analyze.
Contrary, authors of [6] follow a typical approach and provide
a survey comprising numerous works but without in-depth
analysis.

Work [7] is a tutorial paper investigating the area of
optical networks. The authors provide an in-depth theoretical
introduction and an extensive analysis of the selected articles.
However, the tutorial’s scope is very narrow and covers only
failure management for optical networks.

Survey work [8] is written in a tutorial manner and focuses
on applying NN techniques to Software-Defined Networking
(SDN). The SDN paradigm utilizes central control to open
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broader perspectives for optimization thanks to the global
knowledge about the network. SDN also raises additional
challenges, for example, scalability, reliability, or ability to
handle a vast amount of data. Work [8] focuses on aspects
similar to our tutorial (routing, QoS, traffic prediction);
however, it does not provide guidelines on how to use
particular NN methods in the analyzed problems.

Article [9] covers a variety of NN and DL methods applied
in numerous areas of computer networks, i.e., wireless
networks, network traffic prediction and classification, and
SONs. The theoretical fundamentals are carefully explained
in the tutorial part. However, the details on application ML
methods to the problems are described only superficially.

Related tutorials are summarized in Table 1. To sum up,
the most common approach is to select a network type,
technology, an aspect of networking or even a particular
problem and briefly describe all the relevant works. To sum
up, there is no work of a truly tutorial manner that analyses
the application of NN methods in a variety of commu-
nications and networking aspects based on the selected
examples.

III. MACHINE LEARNING
Machine Learning was first defined by Arthur Samuel in
1959 as ‘‘the field of study that gives computers the ability
to learn without being explicitly programmed’’. Although
ML has been significantly developed since then, this basic
definition remains valid. The workflow of eachML technique
follows the same general pattern presented in Figure 2.
Firstly, input data (denoted also as training data) must be
gathered, generated or defined to feed the algorithm. Then,
during the feature extraction stage, noise from the raw
data is removed, its dimensionality is reduced, and critical
features are emphasized. The aim of this preprocessing is
to reduce computational overhead and increase accuracy.
Afterwards, the algorithm learns based on the complex
dependencies representing the considered problem. One
must note that precise interpretation of data collection,
feature engineering and model learning depends on the
learning paradigm used by the particular ML method. The
above-mentioned steps constitute the process of model
creation.

An algorithm prepared in this way can operate on new
data to provide the outcome. The interpretation of the
outcome and potential preprocessing of new data depends
on the considered problem. The outcome may be simple
information for a person, but it can also trigger further actions.
Finally, based on the outcome validation it is possible, but
not obligatory, to adjust and improve three initial phases:
data collection, feature engineering and model learning. The
presented workflow suggests that ML algorithms are most
suitable for problems for which a significant amount of
representative data is available [10].
The Fundamental taxonomy of ML algorithms originates

from the learning paradigm used by a particular method. The

FIGURE 2. General workflow of ML methods.

characteristics of possible approaches are briefly presented
below as an introduction to the more detailed tutorial on NN.

The first class of MLmethods is called supervised learning
and includes neural networks. The supervised learning
approach requires the training data set to be supplemented
with additional labels explaining how to interpret each
sample. An example of a typical output of the supervised
learning method is discrete information that classifies a
sample of new data to one of the predefined categories (e.g.,
car or bike). However, supervised learning methods may also
perform regression to provide a solution in a continuous
space.

The second class of ML methods, unsupervised learning
(also includes NN), brings a significant advantage as it does
not require additional labels in the training set. Unsupervised
learning methods analyze the internal structure of the data
and perform clustering or association. Clustering means that
groups of similar samples are created (e.g., clients of a video
service). Association finds out the rules that apply to the data
(e.g., people interested in a particular movie, usually also like
others from the group).

The semi-supervised learning joins both supervised and
unsupervised approaches. Firstly, a small set of training
data supplemented with additional labels is used to achieve
a partially trained algorithm. Secondly, the initial model
processes a large set of unlabeled training data. The aim is
to add labels and transform the set into so-called, pseudo-
labelled data. Finally, labelled and pseudo-labelled are
together used to train the supervised learning method. Thus,
semi-supervised learning limits the need for big sets of
labelled training data. This approach is advantageous in cases
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when the labelling process is demanding (e.g., advanced
classification of videos).

Finally, in the reinforcement learning paradigm, the ML
algorithm is represented by an entity called an agent. The
agent learns about the uncertain and complex environment
(the problem) by interacting with it. The interaction means
taking an action for which the algorithm receives rewards
or penalties. The goal of the agent is to maximize the total
reward by taking the proper sequence of decisions (actions).
Thus, there is no supervision, but instead the reward signal.
Each action directly affects which information the agent
will get. The main advantage of RL is that it can learn
from the vast number of parallel sequences of decisions.
Powerful computing infrastructure enables this opportunity.
Thus, reinforcement learning algorithms are best suited for
game-like scenarios where immediate decisions are needed.
The flagship example is the control of the autonomous drone.

A. ARTIFICIAL NEURAL NETWORKS
ANN [11], which is usually referred to as NN, is one of
the most crucial and most widely used ML method. The
importance of ANN is clearly visible in this tutorial, where
multiple papers take advantage of various ANN architectures.
Therefore, it is more than reasonable to briefly explain this
concept. ANN is composed of artificial neurons (derived
from the biological neurons existing in the human nervous
system) and connections among them. Connections provide
the output from one neuron as an input of another neuron
with an assigned weight which represents the importance
of the connection. It is also worth noting that each neuron
may have multiple input and output connections. Neurons are
organized into multiple layers. The first layer, denoted as the
input layer, receives the input data which is further processed,
whereas the output layer is responsible for producing the
result. Between the input and the output layers, there are
zero or more hidden layers that are responsible for complex
data processing. To find the output of a single neuron in the
hidden layer, all its inputs and their weights are combined
in the form of a weighted sum - equation (1). During the
model training, weight values are updated according to the
selected method, with one of the most popular methods being
backpropagation - error in the output is back-propagated
through the network and weights are adjusted to minimize
the error rate. The weighted sum is sometimes referred to
as the activation. Based on it, the activation function is then
able to produce the output of the neuron. It is worth to note
that activation functions are mostly non-linear, for example
sigmoid or hyperbolic tangent functions. Additionally, it must
be stated that activation functions reside only in the hidden
and output layers. There are multiple ANN architectures,
however here we will focus only on the most crucial and basic
ones.

z =

n∑
i=1

wi · xi + b (1)

where:

z - the weighted sum of the neuron,

n - the number of neuron inputs,

wi - the weight of the i-th input,

xi - the value of the i-th input,

b - the bias of the neuron.

1) FEEDFORWARD NEURAL NETWORK
Feedforward Neural Network (FFNN) is the first (in terms
of being devised) and the simplest architecture of ANN.
In FFNN, the connections between the nodes (neurons) do not
form a cycle, i.e., the architecture does not contain feedback
loops. In other words, the flow of information is forwarded
only in one direction, from the input layer to the output layer
through the optional hidden layers. The architecture of simple
FFNN is shown in Figure 3. Usually, when authors mention
NN or ANN, they mean FFNN.

FIGURE 3. Feedforward Neural Network architecture.

2) DEEP NEURAL NETWORK
ANN with multiple hidden layers between the input and
the output layers is called as Deep Neural Network (DNN),
regardless whether it is FFNN (Deep FFNN) or Recurrent
Neural Network (RNN) (Deep RNN). Therefore, the greater
the number of hidden layers, the deeper the network. The
architecture of DNN is shown in Figure 4. Although some
definitions exist, there is no definite answer to the question
of how many layers are needed to qualify the network as
deep. Additionally, it is very hard to answer the question
regarding the number of hidden layers that should be used for
the given problem.With the growth of the network size (more
hidden layers or more neurons in a hidden layer), its accuracy
rises. However, besides the accuracy aspect, the network’s
performance will be affected negatively, and the network will
be more prone to overfitting. Understanding network fit is
important for understanding the root cause of poor accuracy.
Overfitting means that a network is so complex that it learns
the details and noise of the data to the extent that it is unable
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to perform well on different datasets. On the other hand,
smaller networks are more prone to underfitting. Contrary
to overfitting, underfitting happens when a network does
not perform well on any dataset. Very often, the number of
hidden layers is selected based on either intuition or in an
experimental way where neural networks of different sizes
are evaluated. Deep neural networksmay require a distributed
approach, as shown in [12].

FIGURE 4. Deep neural network architecture.

3) RECURRENT NEURAL NETWORKS
RNN is another example of ANN [13]. As shown in Figure 5,
RNN has a recurrent connection to the neurons in the hidden
layer. Output from the neuron is both passed to the next
layer and fed back to its input (recurrent layer) to ensure
that the sequential information is captured in the input data
- mathematics behind the neuron state is different for each
of the RNN architectures such as Long Short Term Memory
(LSTM) or Gated Recurrent Unit (GRU). Equation (2)
describes the neuron state at time t for most basic RNN
architecture.

ht = activation(Whh · ht−1 +Wxh · xt + bh) (2)

where:

ht - state (output) at time step t,

ht−1 - state at the previous time step (t − 1),

xt - input at time step t,

Whh - weight matrix

between states in previous time steps,

Wxh - weight matrix between inputs and state,

bh - bias vector,

activation(·) - activation function.

While deciding, RNN takes into consideration the current
input and also what it has learned from the inputs received
previously. This type of NN is mainly used when a context
is critical to predicting an outcome, or in other words,
when decisions from past iterations or samples can influence
current ones. There are also many variants of RNNs:

• one-to-one (single, fixed size input & single, fixed size
output),

• one-to-many (single, fixed size input & sequence of data
outputs),

• many-to-one (multiple inputs or sequence of inputs &
single, fixed size output),

• many-to-many (sequence of inputs & sequence of
outputs).

FIGURE 5. Recurrent neural network architecture.

4) CONVOLUTIONAL NEURAL NETWORKS
Convolutional Neural Network (CNN) is a class of DNN.
Its name is related to the mathematical linear operation on
matrices called convolution. As it is shown in Figure 6, CNN
can be split into two parts. The classification part is most
often a fully connected layer (regular ANN) that utilizes
the output from the feature extraction part and predicts the
class of the input based on the features extracted in the
previous stage. Feature extraction part introduces new layers:
convolutional and pooling. The convolutional layer is the
first and core layer of CNN that extracts features from input
data. In the convolutional layer, the input data is convolved
with a kernel (or filter) - equation (3). A kernel is a small
matrix, with its height and width smaller than the input data
to be convolved. It is also known as a convolution matrix
or convolution mask. Output from the convolutional layer is
often referred to as a feature map. The goal of the pooling
layer is to reduce complexity for further layers by down-
sampling (reducing the size of the input data while preserving
the important characteristics). In most cases, the pooling
layer is placed after the convolution layer. There are several
types of pooling operations, with the most popular being
Max Pooling. Max Pooling partitions the input matrix into
a set of matrices, and for each of the matrices, the highest
number is treated as an output. Max Pooling is described as
a mathematical formula (4). Among other types of pooling
operations, Average Pooling would calculate the average for
each of those matrices, and Sum Pooling would calculate the
sum for each of those matrices. The examples of usage of
CNN are presented in [14] and [15].

Yi = (X ∗ K )i =

m∑
j=1

n∑
k=1

Xi+j−k · Kj,k (3)
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where:

Yi - i-th output element of the convolutional layer,

X - input data to the convolutional layer,

K - convolutional kernel (filter),

m, n - the dimensions of the convolutional kernel.

Yi,j = max(X2i,2j,X2i,2j+1,X2i+1,2j,X2i+1,2j+1) (4)

where:

Yi,j - i, j-th output element of the pooling layer,

X - input data to the pooling layer,

X2i,2j - input element at position (2i, 2j),

X2i,2j+1 - input element at position (2i, 2j+ 1),

X2i+1,2j - input element at position (2i+ 1, 2j),

X2i+1,2j+1 - input element at position (2i+ 1, 2j+ 1).

FIGURE 6. Convolutional neural network architecture.

5) DEEP BELIEF NETWORK
A Deep Belief Network (DBN) is a kind of deep learning
network formed by stacking several Restricted Boltzmann
Machines [16]. Boltzmann Machine is a two-layer network
of fully connected units whose representation is shown in
Figure 7. What is clearly visible is the fact that there
is no output layer. Units in the visible layer are treated
as the units in the input layer as they receive the data,
while units in the hidden layer are responsible for capturing
dependencies between the visible variables. Nodes from
the same layer are connected to each other. As the name
implies, Restricted Boltzmann Machine (RBM) is a variant
of Boltzmann machine with a small difference, there are no
connections between nodes within a layer.

In DBN each RBM performs a non-linear transformation
on its input vectors and produces output vectors that will
serve as input for the next RBM in the sequence. In other
words, the hidden layer of the RBM is a visible layer
for the next RBM. An example of a three-layer DBN is

FIGURE 7. Boltzmann machine representation.

depicted in Figure 8. DBN is a hybrid generativemodel which
has undirected connections between the top two layers and
directed acyclic connections between all its lower layers. The
undirected connections form the associative memory, while
the directed connections point toward the layer that is closest
to the data (visible layer) and convert associative memory
to observed variables. Although utilizing the concept of NN,
DBN are classified as an unsupervised algorithm, since they
are composed of unsupervised networks, like RBM.

DBN training process consists of two main steps: pre-
training and fine-tuning. In the pre-training phase, a greedy
learning algorithm is used. RBMs are trained independently
and the output of the lower RBM is mapped to the input of the
next RBM, until all RBMs are trained. After the pre-training
phase, the fine-tuning is performed. Fine-tuning improves the
accuracy of the model by finding the optimal values of the
weights between layers.

FIGURE 8. A three-layer Deep Belief Network.

One of the first challenges when leveraging NN to solve
complex problems in the domain of communications and
networking is to select the most prominent NN type for
a particular issue. Exact and versatile recommendations
for the selection process cannot be formulated due to the
complex nature of the problems in this domain. However,
we formulated some general insights to facilitate leveraging
NN to solve a wide range of problems:

• FFNN: effective for tasks such as classifying network
traffic, detecting anomalies, or identifying services and
protocols.
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• RNN: instrumental in recognizing sequential patterns
in network traffic and handling time-related problems,
such as: predicting future network loads or latency.

• CNN: excel at pattern recognition, making them valu-
able for analyzing network graphics and detecting visual
patterns.

• DBN: useful for data dimensionality reduction, feature
extraction, and data clustering in network analysis.

It’s worth noting that these neural network architectures
can be combined or configured in various ways to tackle more
complex network-related issues. To apply the proper method,
one should consider the type of input data, the characteristics
of the problem, and the desired output.

B. MACHINE LEARNING LIBRARIES
Machine learning models, including neural networks, can
be trained and executed in any language offering decent
support for numerical computations. Having said that, the
key enablers to make it for a successful ML library are auto-
matic differentiation and support for dedicated accelerators
(Graphical ProcessingUnis (GPU) orMLdedicated hardware
(TPU)). Two of the most popular libraries are PyTorch [17]
and TensorFlow [18]. Both libraries use python programming
language, which is the most popular for machine learning
applications.

PyTorch, developed by Facebook, is an open-source ML
toolkit. It is designed from its beginning as an eager and
imperative library. Because of that, it perfectly fits into the
python ecosystem. PyTorch is extremely user-friendly, so it
is popular for beginners in the area of machine learning.
It also seems more popular among researchers, so it is highly
probable to find a new result implemented on top of PyTorch.
Just like TensorFlow, PyTorch offers efficient numerical
routines on CPU and GPU, automatic differentiation, and in
a recent version JIT compilation of a python-based domain-
specific language called TorchScript.

TensorFlow, developed by Google, is another open-source
machine learning framework. The very early versions contain
numerous flaws, however, since 2015 the software matured
a lot and the transition to version 2.0 solved most of the
issues of the 1.x versions. TensorFlow offers an eager style
of execution that is easy to debug and very similar to the
very popular library NumPy. Furthermore, recent versions
of TensorFlow offer an experimental implementation of
NumPy API. When it comes to performance, TensorFlow
enables offloading of computation to the runtime and
executing on specialized hardware (like GPU or TPU).
Further performance gain can be obtained by JIT compiling
computations with XLA- a linear algebra compiler developed
for TensorFlow.

Both PyTorch and TensorFlow are high-quality machine
learning frameworks enriched by specialized libraries, like
for example for Graph Neural Networks. Thus, the final
decision mostly depends on personal preferences. In our
opinion, PyTorach is a better solution to test new research

ideas, while TensorFlow is advantageous in the case of
deployment of ML-based solutions on a production system.

A new experimental library called JAX [19] is worth
mentioning, as it seems to be something between the
two above. JAX is a library offering composable function
transformation like gradient or jit developed by Google using
components of TensorFlow (XLA). It is not an official Google
product yet, however, we can observe massive use of JAX
within DeepMind. We expect that the new reinforcement
learning algorithms will probably be implemented in JAX.

IV. SELECTED ASPECTS OF COMMUNICATIONS AND
NETWORKING
In consecutive subsections, we analyze research papers
addressing different aspects of communications and net-
working. We carefully selected limited representative papers
that deal with a particular network aspect and provide
comprehensive analysis for each of them. The main goal is
to ensure a deep understanding of NN and their applications
proposed in the consecutive papers. Additionally, for each
aspect we provide useful summaries and references to
other aspects, providing a reader holistic and comprehensive
knowledge.

A. TRAFFIC/LOAD PREDICTION
Accurate traffic prediction may be crucial for energy savings
and network resource management. A significant amount
of power can be saved if traffic forecasting is used in
core network equipment. Accurate forecasting may also
improve QoS - accurate prognosis of network traffic enables
efficient resource allocation. Furthermore, the detection and
prevention of network abuse can be directly linked to traffic
prediction accuracy - significant deviation from predicted
traffic behavior can be used to detect attacks in their early
stages. In this section, we analyze solutions that utilize NN
mechanisms for various traffic prediction-related problems.
Firstly, we analyze paper [20] which addresses the traffic
matrix prediction problem by adapting LSTM RNN. After
that, traffic forecasting in cloud data centers based on Elastic
Optical Network (EON) technology is presented in [21].
Next, flow size prediction and classification are shown
in [22]. At the end of this section, worth noticing network
traffic decomposition and estimation are presented in [23].
The structure of this section is presented in Figure 9.

1) TRAFFIC MATRIX PREDICTION
Paper [20] aims to predict network traffic for large networks.
More specifically, the authors propose a network Traffic
Matrix (TM) prediction framework called NeuTM which
is based on DL system. As defined by authors in problem
statement - TM presents the traffic volume between all
pairs of Origin and Destination (OD) nodes of the network
at a certain time. Precise TM can strongly benefit many
network operation and management tasks for example traffic
scheduling or re-routing. We find it interesting that instead
of network traffic prediction in terms of aggregated traffic
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FIGURE 9. Structure of the Section IV-A.

volume for the entire network, authors propose a framework
for network TMprediction, andwe agree with the authors that
it is a more challenging task.

Self-similarity, multi-scalarity, long-range dependence,
and highly nonlinear nature characterize the network traffic
- its prediction methods can be divided into two categories:

• linear prediction
• nonlinear prediction

The authors provide a summary of the aforementioned
categories. Firstly, they describe three time-series linear
predictors based on traditional statistical techniques. These
predictors include:

• Autoregressive-moving-average model (ARMA)
• Autoregressive integrated moving average (ARIMA)
• Holt-Winters (HW)

Background regarding linear predictors was followed by a
brief description of NN for time-series prediction and a
summary of important problems and limitations regarding
FFNNs. Since linear prediction methods do not meet the
accuracy requirement and FFNNs have limitations, authors
propose LSTM RNN as a mechanism for TM prediction.

Authors provide good background regarding LSTM RNN
where each component of the architecture is described and
a set of pre-processing LSTM equations is defined. LSTM
network uses the provided equations iteratively to compute
the network unit activations. Based on those computations,
LSTM maps an input sequence to an output sequence.

TM prediction problem is formulated as the problem
of forecasting future network traffic matrix based on the
previous and achieved network traffic data. To solve this
problem, the widely known gradient-based method back-
propagation through time algorithm (BPTT) is used to train
the LSTM architecture. To effectively feed the LSTM,
authors propose a traffic matrix and its transformation into a
traffic vector. Meanwhile, the notion of a learning window is
introduced. The learning window represents a fixed number
of previous time slots to learn from to predict the current
traffic vector. The introduction of this notion is feasible
because after some time the total number of time slots
becomes very high and thus high computational complexity
is necessary. The learning window overcomes this problem
as limiting the number of time slots is directly limiting
required computation complexity. Having a learning window
and traffic vector, the authors construct the final traffic-

over-time matrix which is used for training and validation.
We present all those steps in Figure 10.

FIGURE 10. Representation of algorithm presented in [20].

Real traffic data from the GÉANT backbone networkmade
up of (as of 2004) 23 nodes interconnected using 38 links was
used to evaluate the prediction accuracy of NeuTM - more
specifically, 2004-timeslot traffic matrix data sampled from
the GÉANT network [24]. Authors evaluated their method
on short-term TM prediction as only a set of 309 traffic
matrices was considered. Traffic-over-time matrix was split
into training and validation matrices, where the training
matrix was used to train the LSTM model, and validation
matrix was used to evaluate and validate its accuracy. Well-
known Mean Square Error (MSE) was used to estimate the
prediction accuracy to quantitatively rate the performance
of the proposed LSTM model. We group all simulation
parameters and provide them in Table 2.
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Through simulations, the prediction error of LSTM was
compared to other methods mentioned in the paper (ARMA,
ARIMA, HW and FFNN). It is worth mentioning that the
prediction results of the linear predictors and FFNN were
obtained from [25] and they represent the error of predicting
only one traffic value and not the whole traffic matrix.
We believe that it would be more suitable to compare the
prediction error of this framework with other methods of
solving traffic matrix prediction problem and not the problem
of only one traffic value prediction. Results also show that
the proposed model converges quickly - after 3 hidden layers
(each containing 500 nodes) prediction error does not fall
significantly. Apart from the accuracy measurements authors
also measured the training time required for different network
depths. It is worth noting that this high prediction accuracy
was provided in a short training time, as it takes less than
5 minutes to train a 6-layer network on 20 epochs.

TABLE 2. Simulation parameters in [20].

This paper shows that LSTM RNN can be successfully
used with SDN to very accurately forecast TM. In our
opinion, the proposed solution can be successfully used
for network operations and management tasks improvement
like QoS improvement and anomaly detection, efficient
scheduling, or re-routing in other large networks. We also
believe that to prove the true superiority of LSTM for
traffic matrix prediction additional studies are required.
Further, future work might be an extension that would
compare NeuTMwith other solutions that solve traffic matrix
prediction problem.

2) TRAFFIC PREDICTION IN EON-BASED BACKBONE
NETWORKS
Paper [21] focuses on traffic prediction in cloud data center
(DC) networks using EON as a backbone transport technique.
Currently, optical networks use Wavelength Division Multi-
plexing (WDM) as a backbone transport technique. WDM
is used to communicate nodes in the optical layer using
all-optical WDM channels. Even though WDM technique
has many benefits, they are limited by the fixed-sized
optical bandwidth allocation. EON technique copes with this
limitation as it allocates appropriate-sized optical bandwidth
to an optical path - in other words, the optical path expands
according to the traffic volume. In this paper authors
present two approaches for traffic prediction that employ
ML techniques - Monte Carlo Tree Search (MCTS) and
ANN. As described by the authors in the problem statement

-ML technique is used to identify the best combination of
cloud DCs and candidate path pairs for provisioning the
services related to specific requests. We find this specific
provider-oriented use case interesting and we agree with
the authors that currently, when referring to the cloud DCs,
everything is measured by virtual resources and payable per
hour of using it.

The problem description starts with the introduction
of a detailed network model. We provide a summary
of the network model components together with their
brief description in Table 3. After the network model
introduction, the objective function and set of constraints
are defined. The objective function is expressed as the
minimization of the average request blocking percentage.
Average request blocking percentage is the ratio (expressed
in percentage) between the rejected requests for DC resources
and all requests offered in a network.

TABLE 3. Network model summary for [21].

In the first approach, MCTS algorithm is implemented to
enable traffic prediction. To minimize the requests blocking
percentage, the best pair of DC and candidate path pair
must be selected. ANN is selected for the second approach.
Training of ANN was executed in three phases:

• data preprocessing (assuring that inputs are in compara-
ble range using normalization),

• selection of significant inputs (link utilization, DC uti-
lization and information on how the network utilization
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was affected by the particular routing decisions in
previous iterations),

• dimensioning of the hidden layer.

In ANN the backpropagation algorithm was selected to train
the dataset with modeled data.

It is also worth noticing that the authors address the
runtime complexity for both of the proposed traffic prediction
approaches. We summarized the ANN approach in the block
diagram presented in Figure 11.

FIGURE 11. Representation of MCTS based algorithm presented in [21].

The experiments carried out by the authors were extensive
and then thoroughly analyzed. The superiority of presented
mechanisms is proven by simulations where three Routing,
Modulation and Spectrum Assignment (RMSA) algorithms
from literature are used with enabled and disabled traffic
forecasting. Simulations were performed on two different
networks with an optical layer using EON with Bandwidth
Variable Transponder (BV-T) and PDM-OFDM (polariza-
tion division multiplexing of orthogonal frequency division
multiplexing) technology with multiple modulation formats
selected adaptively. Since authors do not give background
knowledge regarding BV-T and PDM-OFDM we provide it
here.

• BV-T -A lightpath (optical path) is established fromBV-
T at the source node to BV-T at the destination node.
BV-T can elastically accommodate diverse traffic con-
nections by generating an appropriate number of OFDM
sub-carriers. BV-T can also adjust the transmission ratio
of each OFDM sub-carrier. Therefore, an optical signal
is generated by using just enough sub-carriers with an

appropriate modulation level and an appropriately sized
end-to-end optical path.

• PDM-OFDM - Using PDM permits multiplying the
user capacity and increasing the spectral efficiency.
The combination of PDM and OFDM allows maximiz-
ing the optical transmission capacity.

Additionally, simulations were performed for different traffic
load values. We summarize network parameters that were
used in experiments in Table 4. EON technology can be
expressed by multiple parameters: total available spectrum,
number of slices (optical channels), modulations formats that
support it, and many others - those parameters are grouped
in Table 5. It is also essential to mention that apart from
traffic requests that were shown in Table 3 authors distinguish
request types even further - each having different parameters
(bit-rate, flow types, DC resources used) - we also provide a
summary of the traffic model used in simulations in Table 6.

TABLE 4. Network simulation parameters for [21].

TABLE 5. EON simulation parameters for [21].

TABLE 6. Traffic model used for simulations in [21].

The simulations show that both proposed ML mechanisms
improve the performance of all RMSA algorithms. Generally,
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MCTS approach is slightly better when it comes to the
allocation of the data center traffic (meaning lower blocking
percentage), especially for higher traffic load. However,
MCTS is not as cost-efficient as ANN approach. Cost-
efficiency of both approaches was comparable to the methods
with disabled ML prediction techniques - which shows
their superiority even more. In addition to the blocking
percentage and cost-efficiency comparison, authors also
evaluate decision time (time of performing calculations) with
and without proposed mechanisms. Evaluation of decision
time shows that the time of calculations was not increased
remarkably when using proposed mechanisms.

In our opinion, [21] is a solid work showing that both
ANN andMCTSmethods can be successfully used for traffic
prediction in DC networks using EON technique in the
optical layer. We believe that such forecasting approaches
may significantly improve efficiency and lower costs for
telecommunication operators.

3) FLOW SIZE PREDICTION AND CLASSIFICATION
In [22], the authors address the problem of predicting the
size of a flow and detecting very large flows, referred
to as elephant flows. Currently, two flow size estimation
techniques are considered: those that modify applications or
end hosts and those that do not. It is not always possible
to modify applications or end hosts, on the other hand,
approaches that do not do this are not ideal as they permit
re-routing and re-scheduling only after detecting elephant
flows which were present for some time. Therefore, too
late detection of elephant flows may cause congestion.
Being aware of limitations coming from reactive monitoring
techniques that only detect elephant flows after they have
been flowing for a while authors propose data mining to
estimate the size of each flow and to detect elephant flows
as they start. Using features of the few initial packets ML
based flow size estimators can predict the size of each flow at
the start. The accuracy of three online predictors is evaluated
in [22], these predictors are based on NN, Gaussian Process
Regression (GPR), and online Bayesian Moment Matching
(oBMM). Apart from the accuracy of predictors, [22]
also presents how routing can be improved when proposed
predictors are used with SDN - what in our opinion is an
interesting supplement for flow size prediction results.

The goal is to accurately estimate the size of each flow and
detect elephant flows as they start. Therefore, a function that
takes specific flow features as input and returns an estimated
size of each flow is discussed by the authors. The authors
consider seven features that can be easily read from the first
few packets of each flow. We summarize those features and
their description in Table 7.
As mentioned before, three ML techniques are used for

online flow size prediction. The first approach was based on
NN consisting of:

• input layer with 106 binary nodes (corresponding to
the features described in Table 7 transformed into +1/-1
values),

TABLE 7. Features used for flow size prediction in [22].

• two hidden layers (60, 40 hyperbolic tangent nodes
respectively),

• output layer with 1 node.

The value between -1 (mice) and 1 (elephant) was returned by
the hyperbolic tangent activation function which was used for
classification. GPRwas the second consideredML technique.
In this approach, a Gaussian distribution over the size of a
flow is computed based on input features. The predicted size
of a new flow is equal to the mean which was calculated
using the equation provided by authors. oBMMwas the third
approach proposed in [22]. In this approach, elephant flows
are predicted using Gaussian Mixture Model (GMM). The
feature of each class is derived from a GMM using provided
formulas where weight, mean, and covariance matrix are
learned from data using oBMM. In the end, solving simple
inequality with Bayes Theorem results in flow assignment
to either elephant or mouse class. We summarized described
above approaches in Figure 12
Prediction accuracy and efficiency of flow size predictions

were evaluated on three different datasets with each dataset
having packet traces for more than 3 million flows [29].
Two datasets included both TCP and UDP flows and one
dataset included only TCP flows. Elephant and mice flows
were classified according to 4 different threshold values.
The authors address the problem of mice and elephant flow
classes imbalance which comes from low elephant flow
percentage. As stated, this problem may harm the training of
a classifier. As a solution, the importance of elephant flow
misclassification is increased and the importance of mice
flowmisclassification is decreased.We provide a summary of
the mentioned prediction accuracy evaluation parameters in
Table 8. During flow size prediction experiments two metrics
were analyzed: true positive rate (percentage of correctly
identified elephant flows) and true negative rate (percentage
of correctly identified mice flows). Results show that oBMM
and NN based predictors suffer from class imbalances as the
threshold is increased. An exception is an experiment with
1st dataset where oBMMTPR and TNR are the same (100%)
for all threshold values - we believe this may not be correct,
however, these particular results are not discussed by the
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FIGURE 12. Representation of flow size prediction approaches in [22].

TABLE 8. Parameters for flow size prediction experiments in [22].

authors. Nevertheless, the GPR technique seems to be the
most robust to class imbalances.

In routing experiments, authors propose a simple routing
policy that routes elephant flows identified by a previously
proposed ML based flow size predictor via the least
congested path, and mice flows identified by the same
predictor are routed by Equal Cost Multipath (ECMP) -
presented in Figure 13. ECMP is a routing strategy where
packet forwarding to a single destination can occur over
multiple best paths with equal routing priority. ECMP can
improve network performance by load-balancing traffic over
multiple paths, but it may also face some challenges such
as packet reordering, spectrum fragmentation, and physical
impairments. Unfortunately, those routing experiments were
not conducted with the NN used as a flow size predictor and
therefore we will not cover this part in depth.

These experiments show the superiority of ML based flow
size estimation mechanisms which take advantage of features
carried by a flow’s first few packets and can detect elephant
flows at its start. Based on that information, such a flow
can be almost effortlessly routed through a path selected by
any desired policy. We believe that methods used for flow
size forecasting shall be discussed more in-depth as that is
a crucial part of this paper. In our opinion, this work proves

FIGURE 13. Simple routing policy proposed by authors in [22].

that flow size predictors based on ML can be used in other
networks to reduce completion times and improve overall
traffic engineering.

4) TRAFFIC PREDICTION IN WIRELESS BACKBONE
NETWORK
In [23], the main goal is to predict the network traffic in a
wireless mesh backbone network. Many statistical and hybrid
methods were proposed to forecast the network traffic in
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traditional IP backbone networks. However, those methods
are not suitable for traffic prediction in wireless mesh back-
bone networks. The fast evolution of mobile communications
and IoT led to a strong increase in traffic demands. This fast
evolution challenges the capacity of wireless mesh networks.
To cope with this issue authors propose a traffic prediction
method for a wireless networkmesh backbone network called
Deep Belief Network and Gaussian models (DBNG) that
predicts two separate network traffic components obtained by
the Discrete Wavelet Transform (DWT) - which as stated by
the authors is the first paper to address the problem of traffic
prediction for wireless mesh backbone networks.

After a short background regarding DWT and DBN is
presented, the authors formulate the problem statement and
methodology. As mentioned earlier, the proposed solution is
partitioning network traffic into two separate components.
Using the provided DWT equation, network traffic is decom-
posed into long-range dependence and irregular fluctuation
behavior itself. Based on the independent prediction of those
two components a predictor of network traffic is obtained.
The long-range dependency (meaning that traffic at any time
depends upon multiple historical traffic data) component is
estimated by the DBN architecture while irregular, gusty
fluctuations are assumed to obey a Gaussian model. Those
components are described by the scaling and the discrete
wavelet transform coefficients respectively

Firstly, DBN training was performed. To achieve that, the
authors used a layer-wise greedy strategy and a specified
training set. Trained DBN can then describe the long-range
dependence of traffic flows expressed by the scaling coeffi-
cients and carry out its predictors. Secondly, network fluctua-
tions expressed by the discrete wavelet transform coefficients
are assumed to be obeying a Gaussian distribution. Using
Maximum Likelihood Estimation (MLE) expectation and
variance of the Gaussian model are calculated. Having both
of those values, authors generate a value in terms of this
distribution which is a predictor of the discrete wavelet
transform coefficient. Therefore, with scaling and discrete
wavelet transform predictors, authors forecast the network
traffic by the inverse discrete wavelet transform. It is worth
noting that this algorithm is presented in a block diagram and
a pseudo-code.

In simulations, the authors used a real network traffic
dataset containing 2016 time slots. The first 2000 time slots
were used as the training set for the DBN architecture and
Gaussian model construction.

Results are compared with three methods - Principal
Component Analysis (PCA), Tomogravity, and Sparsity
RegularizedMatrix Factorization (SRMF). Firstly, real traffic
versus its predictor is shown on plots and discussed by
the authors. These plots show that DBNG proposed by the
authors outperforms other methods in terms of prediction
accuracy. Next, two metrics are introduced: the spatial
relative error and the temporal relative error. DBNG is
designed to predict each traffic flow independently, and as a
result, the improvement in temporal relative error is higher

than that in spatial relative error. This observation is also
supported by the figures presented in the results and analysis.

We believe that simulations were not discussed compre-
hensively and a few things are missing for example network
topology and overall network parameters. We also believe
that several things raised our doubts in this paper. Firstly,
when discussing Figure 5(a) we believe that authors meant
SRMF and not SRSVD. Secondly, instead of Figure 7(a),
the authors meant Figure 6(a). We also think that network
traffic flow identities are sorted in ascending manner and not
descending (figure 6(a)), when referring to figure 6, authors
meant figure 7, instead of x1, x i should be present in line
number 4 of pseudo-code.

Nevertheless, this work is interesting in terms of the
problem statement, as authors decompose network traffic
and predict its components independently. Experiments show
that this method achieves satisfactory prediction error and
therefore may be used in wireless mesh backbone networks.

5) SUMMARY OF TRAFFIC PREDICTION
As one can see, ML can be used to solve various traffic
prediction problems in classical IP networks, optical net-
works, wireless networks, and SDN. In [20], LSTM RNN is
used to predict the traffic matrix in SDN network based on
real, historical data. In [21], two different ML (MCTS and
ANN) methods were selected and compared to predict traffic
and minimize the average request blocking percentage in the
backbone network utilizing EON technology. Authors of [22]
proposed threeML (NN, GPR, oBMM)methods for flow size
prediction and its classification based on information carried
by the initial network packets of each flow. In [23] authors
propose another approach for traffic prediction. Firstly, they
decompose network traffic into two separate components.
Based on the independent prediction of those two components
(first predicted by DBN and second assumed to obey the
Gaussian model) a predictor of network traffic in a wireless
mesh backbone network is obtained. ML methods described
in this section allow for solving traffic prediction problems in
various network types, and their further researchmay produce
better results.

Using NN-based algorithms it is possible to, for example,
predict traffic parameters, blocking probability or character-
istics of traffic flows (sizes and types). Predicted values can
be further used, as an input, for algorithms improving other
aspects of communications and networking considered in the
next sections.

B. TRAFFIC ENGINEERING
TE is a set of procedures comprising key problems in design
and control of the network. As a result, TE algorithms
provide both optimization of network resources’ utilization
and simultaneously required level of service guarantees,
expressed e.g., by QoS and Grade of Service (GoS) target
values. TE begins with well-designed network and in order to
match allocated resources and tuned control algorithms with
imposed input traffic and quality requirements.
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1) ML-POWERED LSP OPTIMIZATION IN MPLS
Multiprotocol Label Switching (MPLS) technology com-
bines two fundamental networking paradigms: connection-
less packet transfer with connection-oriented switching using
labels. Additionally, it is designed to support IP flows with
established MPLS ‘‘tunnels’’ and the process of constructing
virtual paths (Label Switched Path (LSP)s) is, in fact, the rout-
ing procedure, with possibly introduced constraints, in the
MPLS domain. The paper [30] describes the implementation
of NN inMPLS in order to facilitate the optimization process.
Describing directly implemented optimization process: NN
ML method is used to compete with traditional provisioning
of LSPs done typically by solving Mixed Integer Linear
Programming (MILP) an optimization problem. Thus, ML
method is used to compete with the strict, precise method.
We are underlining that this is an early implementation of
ML method in networking, but it should be considered as an
introduction of modern optimization tool at the end of MPLS
standardization process [30], thus, it is an illustration of a
practically important issue.

To figure out the meaning and advantage to introduce NN
method it is necessary to describe how the structure of LSPs
is defined in MPLS in a traditional way:

• for off-line LSP design the optimization problem is
solved by e.g., MILP method with defined any objective
function.

• for on-line LSP establishment the dedicated control
plane procedures are activated, such as ReSerVation
Protocol with Traffic Engineering (RSVP-TE) and
Constraint-Based Label Distribution Protocol (CR-
LDP), defining Forwarding Equivalence Class (FEC),
finding the path, and allocating labels in a distributed
way.

For off-line LSP design MILP optimization method can be
used, a linear program with integer constraints and the global
optimum selection of paths relative to the chosen objective
function. A two-stage solution is employed: the LP-relaxation
phase plus searching for a solution near the pure LP optimum.
In order to avoid limitations of two-stage approaches-
specific search algorithms are implemented using heuristics.
Generally, implementing a full formal framework is very
time-consuming, and thus it can be simplified using the NN
method. An alternative approach is to use heuristics, however
this can lead to difficult searching for a properly working
method and initial starting point in the input space.

The NN method is used to combine a strict MILP
method with an approximate heuristic method. NN is
trained using results from a formally correct and precise
MILP optimization procedure. The new optimization chain
proposed in [30] works as follows:

• NN is trained by MILP results from strict optimization
process: the key difficulty in this step is to use
sufficiently wide set of scenarios and that NN is trained
for specific network topology and traffic matrix;

• using NN with current input data set to find near
optimum solution;

• using the heuristic to carry further refinement of flows’
allocation - the heuristic starts from the solution closed
to the optimum. As a heuristic method, the marginal
increase heuristic marginal increase heuristic (MIH) is
implemented.

So, the reason to use the NN method is to obtain results
in shorter execution time and with reasonable high accuracy
compared to the case when formally correct and ‘‘classical’’
MILP optimization problem is used.

It comes from the above description that the fundamental
task in described approaches is to have a properly trained NN.
It is achieved by using a fixed topology consisting of N nodes
and bidirectional links but flexibly changing in wide range
the traffic demand matrix with N (N − 1) flows and using
also an overload ratio [0.1, 0.5445] for each ingress node (the
reason not to use the overload ratio from 0 to 1 is due to
tested workability of carried experiments); further reasonable
conditions for credible way of the demand matrix generation
are also defined in [30]). After generation of the training set,
the NN is trained to produce LSPs structure.

An Important issue is to tailor the complexity and accuracy
of such defined and implemented optimization components:
MILP, NN and MIH.

During the training period, NN uses the traffic demand
vector and correlates it (i.e., learns the optimum mapping)
with the structure of paths obtained as a result of MILP
optimal solution. The output from NN is then additionally
corrected by theMIH algorithm to check and possibly change
any broken constraints (this is a ‘‘live’’, suboptimal search).
When the OD pair has enough allocated capacity, there is no
need to subsequently activate the MIH optimizer.

The architecture of the NN-powered optimizer for the
working phase using as an input the network topology and
actual traffic demand matrix is shown in Fig. 14.

FIGURE 14. Illustration of using NN in MPLS proposed in [30].

It should be underlined that the key point of described
proposal is methodologically interested and original usage
of NN as an intermediate, additional tool for LSP structure
design optimization. The goal (target) of the optimization
process is defined by the MILP construction.
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Proposed tools are checked by comparing the results for
MILP optimization with a novel and complex combination of
MILP/NN/MIH and for US IP backbone network topology
(23 nodes and 43 links). Additionally, there are included
simulation results for IP/MPLS traffic transported using the
designed LSP structure. The criterion to compare both meth-
ods is to reach the difference in Balance objective function
below 1%, however in most cases obtained difference is much
lower.

The NN-powered optimization process gives the structure
of LSPs to be used for routing of IP packets and this
is a different approach from those classically used routes
provided by Open Shortest Path First (OSPF). OSPF is a
routing protocol that uses link-state technology to find the
best path between routers in a network. OSPF routers collect
information about the complete network topology (every
single link and its cost) and build a shortest-path tree for
each destination. Due to this observation further simulation
studies were carried out using the ns-2 simulator and reported
in [30] to show superiority of explicit routing in MPLS
with NN/MIH path searching when comparing with classical
IP/OSPF routing. Results are briefly provided in Table 9.

TABLE 9. Simulation studies for ML method in MPLS presented in [30].

It has to be underlined that presented results show not
only the correctness and efficiency of the usage of NN
method in optimization of LSP structure, but also thanks to
the achieved time-efficiency such NN method can be used
even for on-line dynamic flow admission control (see Fig. 3
in [30]). Such methodology needs very precise and lengthy
processing for provided topology and traffic demand matrix.
It should be mentioned that no detailed information about
the used MILP optimizer is disclosed which makes presented
efficiency comparison less credible. Also, there is only brief
information about network topology and traffic demand
matrix. The US core IP network used for studies and shown
in Fig. 4 of [30] is presented without the demand matrix,
however this network has undergone significant quantitative
changes concerning installed resources. When searching e.g.,
in SNDlib - http://sndlib.zib.de/home.action - it does not
provide network parameters for the presented case.

Complex description of the presented methodology of NN
introduction into route design process and shown practical
results either from optimization phase and simulation studies,
suggest that such TE approach is significant for network
operators. The main message from the presented results
is that such NN tool can be introduced with enormous
efforts in preliminary, training period. Then the operator gets

the efficient optimization and control tool with acceptable
accuracy of results with difference below 1% from the
optimum value and running time 40 times shorter (as reported
in [30]). So, the operator, thanks to additionally implemented
NN method can migrate from off-line LSPs design to on-line
LSPs admission control in MPLS.

In this section we present the MLmethod described in [30]
as an extra step for LSP optimization and set up in MPLS
and after training it simplifies LSP provisioning with the
acceptance of loosing of accuracy by approx. 1%.

Since TE mechanisms are widely used and can be based
on any available information, they are also tailored to
implemented classes of protocols, such as routing, traffic
classification and prediction, network topology design, active
control in nodes, etc., so ML would help in incorporating
a full knowledge database and producing close to optimal
solutions.

As we can see, TE mechanisms improved by NN-
based solutions can optimize transmission in a network.
Usually, these mechanisms operate based on known metrics,
parameters, or measurements. However, it is also possible to
use results from prediction NN models, like those analyzed
in Section IV-A. Such combined solutions are expected to
bring even more effective solutions. Furthermore, prediction
models as well as TE algorithms can be a part of the advanced
quality of service and quality of experience solutions,
as shown in Section IV-C.

C. QUALITY OF SERVICE/EXPERIENCE
QoS is a measure of how well a network can deliver its
services to meet the expectations of its users. It may involve
various aspects of network performance, such as bandwidth,
latency, error rate and uptime, while, QoE is a measure of the
delight or annoyance of the user of an application or service.
QoE focuses on the entire service experience; it is a holistic
concept, similar to the field of user experience, but with its
roots in telecommunication.

In this section, solutions utilizing NN to provide QoE
requirements are analyzed. Particularly, the QoE anlysis in
SDN was presented in [14]. We selected this paper because
SDN is still promising architecture. Then, we presented the
solution [31] to predict QoE metrics in an environment based
on DNN. Finally, the presented works are summarized.

1) QOE PROVISION IN IOT APPLICATIONS
In [14], the first proposal to predict QoE of video transmission
based on information directly extracted from the network
packets using a deep learning model is described. The
authors assume that a transmission can be organized in
three layers. The first layer is responsible for maintenance
of cloud/central services. The middle layer ensures edge
processing of network services traffic. The last layer is
responsible for traffic service of end-user devices. Themiddle
layer allows for better transmission of e.g., real-time services
traffic. For more accurate operation of this layer the authors
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propose a classifier which can detect anomalies at the time
instant and predict them at the next immediate instant. The
QoE classifier is a part of QoE predictor which should be
intended to be deployed as a quality monitoring service at
the edge processing layer.

In current video transmission, usually used QoE detector
can predict QoE directly from transmitted videos, the network
packets, or end-user saved on-line meetings (e.g., related
network activity). The QoE detector presented in [14] also
considers the sourcesmentioned above. However, it uses deep
learning models. For proper operation of this detector, it is
necessary to build a training dataset. While data is acquired
from end users, it is difficult to collect valuable samples.
Such data can be deceitful since people may not be interested
in giving appropriate answers. As the authors explain in
details, the proposed QoE detector is based on a deep learning
classifier. On the other hand, this classifier is based on the
combination of a CNN and a RNN with a final Gaussian
Process (GP) classifier. A binary classification (good or bad
quality) for seven common classes of video anomalies (blur,
ghost, columns, chrominance, blockness, color bleeding, and
black pixel) that can occur when watching the videos is
implemented in the classifier.

Three prediction models had been analyzed by the authors
of [14]. In the first one, classical ML models (RF, logistic
regression, etc.) were used. This approach resulted in the
worst results. The second model was based on deep learning
models (CNN and RNN) and the third one was a combination
of deep learning models and a GP classifier. The last two
out of three models gave similar results, but the last one was
assessed by the authors as the best one. Themodels used in the
first approach were: linear Support Vector Classifier (SVC),
SVC with an RBF kernel, logistic regression, MultiLayer
Perceptron (MLP), RF, Gradient Boosting Method (GBM),
and Adaboost. For GBM and Adaboost decision trees as
elementary classifiers were used.

In the second group several deep learning architectures
were analyzed. The authors explained that the implementa-
tion of the RNN network was based on an LSTM, which
is a special type of RNN. A CNN was implemented as a
neural network which applied several convolutional filters
to image-formatted data. Stochastic Gradient Descent (SGD)
was used to learn the filter’s weights. An RNN was also
implemented as a neural network, intended to treat time series
data by using sequential input data and an additional internal
state.

Finally, as a result of analysis, three canonical models for
the second and third groups were selected:

• Model 1, which used only RNN layers,
• Model 2, which applied a sequence of CNN and RNN
layers,

• Model 3, which added a GP classifier to a sequence of
CNN and RNN layers.

They are briefly summarized in Tab. 10.

TABLE 10. Summary of used models.

The GP classifier was based on the so-called Laplace
approximation defined in [32]. Finally, for all architectures,
the training was conducted with 200 epochs. An epoch was a
single pass of all the samples in the training dataset.

The results were obtained using the following performance
metrics:

• accuracy,
• precision,
• recall,
• F1-score,
• area under the ROC curve (AUC).

The last two metrics are suitable considering the highly
unbalanced distribution of QoE errors.

The results were analyzed in two aspects: one-by-one
label or aggregated labels for several models, including
MLP, Linear SVC, SVC-RBF kernel, Logistic regression,
GBM, Adaboost, Random forest and three models proposed
in the paper. They are summarized in Table 11. The best
accuracy was observed for model 2 and the best F1-score
was noticed for model 3. On the other hand, the worst results
were observed for model 1, which was formed exclusively
by an RNN network and did not include a CNN in its
architecture. The one-by-one metrics were presented based
on model 2. The authors noticed excellent results for some
labels (chrominance and color bleeding), acceptable for
others (columns and ghost) and terrible for the rest (blur,
blockness, and black pixel). It is also important to note that
the performance metrics get worse at the next time step
in comparison to the current time step. It was expected
by the authors, but the small reduction in performance is
good news. This confirms that the prediction of QoE was
possible.

The conclusion of the paper is that the classifier allows
achieving excellent prediction results for the non-extremely
unbalanced labels. The best among proposed models is that
one, which includes a combination of CNN and RNN, with
the CNN network being the most critical piece.

TABLE 11. Summary of obtained results.
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FIGURE 15. DNN architecture.

2) PREDICTION OF USERS QOE SCORES FOR VIDEO
TRANSMISSION
In [31], a deep learning-based QoE prediction approach with
a large-scale QoE dataset for mobile video transmission is
proposed. The authors developed a DNN to learn and assess
the relationships between network parameters and the users
QoE scores. This solution can also be used to predict users
QoE scores for mobile video transmission. The relationships
between parameters of mobile video transmission and the
subjective scores given by users are complex. It is not easy to
assess this relationship correctly. Adaptive learning methods
look to be a good solution to parameterize this relationship.
The application developed by the authors implements the
proposed approach to analyze mobile video transmission.
A dataset including the QoE data of eighty thousand samples
has been constructed based on collected data. Four metrics:

• visual quality,
• loading,
• stalling,
• overall quality

used in this application allow to collect QoE data for each
user. Along with this data 89 network parameters have
been recorded. Using the feature selection method and the
boxplot method the redundancy of the network parameters for
QoE assessment has been reduced and raw data are cleaned
by removing outliers. At the end, DNN is used to learn
the relationships between the network parameters and the
subjective QoE users scores.

A difficulty in machine learning-based process for QoE
analysis is usually the lack of sufficient training data. The
authors of paper [31] established their own large-scale QoE
database. Data was collected by using mobile application.
Each user rated four factors listed above, i.e., visual quality,

loading, stalling, and overall quality. At the same time,
89 feature parameters of a video file were observed. The
authors received eighty thousand QoE sets of data from users.
As a result, the total received score set by the authors is
4 ∗ N , where N is the total data number. The goal was to
find the relationships between the feature set and the score
set. Using the Feature Subset Selection (FSS) method, which
selects a subset of features, allowed to realize that 16 network
parameters are critical to QoE prediction. Unnecessary data
(the outliers of the data) has been cleaned by using the box-
plot, which is sometimes known as the box-whisker plot.

The network model was constructed based on Deep Neural
Network architecture. Seven layers have been identified.
Their relations are presented on Figure 15.

Relation between the first layer and the second layer is
an FSS process. Progressing from the second layer to the
third layer is the data cleaning process. The fourth, fifth,
and sixth layers are hidden layers with nodes 12, 48, and
48, respectively. The seventh layer is the output layer with
four nodes representing the four metrics. All the interactions
between feature parameters had been learned as a result of
full-connections of the hidden layers, for generating the final
QoE scores. The network was implemented in the Tensor-
Flow framework. The model was trained with the Adam
optimizer, with a rate set to 0.0001. The iteration number was
set at 30 000, and the batch size was set to 128.

The experimentation process was conducted by the authors
using the collected dataset. The proposed method was
compared to some related QoE predicting approaches:

• Support Vector Model (SVMo),
• Adaptive Neuro Fuzzy Inference System (ANFIS)
model,

• decision tree and DeepQoE model.
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The obtained results have been discussed separately in three
parts:

1) Results of Feature Selection

Using themethod based on Spearman’s correlation coef-
ficient, the authors found that 16 parameters from the
89 recorded feature parameters are strongly correlated
with the user’s subjective scoring. These parameters are:
user buffer time, buffer delay, bitrate, video size, video
average rate, video play total time, screen resolution
long, video peak rate, video all peak rate, light intensity,
phone screen brightness, ping average rate, signal
strength, video stalling number, video stalling total time,
and video stalling duration proportion. The analysis of
results can be presented by some examples:
• strong positive correlation between the overall quality
score and the bit rate, video size and video average
rate is observed,

• strong negative correlation of the loading quality and
the stalling quality with quality score is noticed,

• with the higher the clarity, the larger the video, and
the larger the amount of data that needs to be buffered
are observed,

• for constant rate the longer buffer time is observed,
• for longer play time, the longer the buffer time
and the longer the video start time are observed
and lower two scores (loading and stalling) are
obtained.

2) Results of Data Cleaning

The results show the correlation between the selected
16 features and the subjective scores through the feature
selection. Among them four feature parameters and the
corresponding score are bigger than in the case for the
rest 12 feature parameters. Table 12 shows the feature
parameters for selected score metrics.

TABLE 12. Relation between feature parameters and scores.

Using parameters listed in Tab. 12, the authors were able
to remove the outliers in the selected database after FSS.
To clean the user data the box-plot method was used.

3) Results of QoE Prediction

The first conclusion is that the number of nodes in
the hidden layers should be four times the first level.
In such a case, the QoE model shows the best results.
The Root-MeanSquare Error (RMSE), which represents
the square root of the second sample moment of the
differences between predicted values and true values
or the quadratic mean of these differences was used
to analyze the differences between the predicted QoE
values and the true values. The second metric was the
Mean Absolute Error (MAE), which is a measure of the
difference between two continuous variables.
It was assumed that in the environment for tests the
percentage of each fraction was 20%. In this case, the
result of the model prediction is the best. The ANFIS,
SVMo, Decision Tree (DT) and DeepQoE were selected
as the compared methods to the proposed one by the
authors. The analysis of obtained results shows that the
RMSE of the new proposed method is the smallest in
the dataset. Moreover, the value of MAE is close to the
method of Decision tree and DeepQoE. It shows that
the proposed method works correctly. It also confirms
that DNN has an ability in presenting the complex
relationship between the network feature parameters and
the user scores.

The summarization of the results is presented in Table 13.

TABLE 13. Summary of obtained results.

The QoE aspects, analyzed in this section, strictly correlate
with prediction and TE considered earlier. For example, the
prediction models are engaged to improve QoE in [14]. The
prediction approachwith a large-scale QoE dataset for mobile
video transmission is analyzed in [31]. Correlations between
overall quality and TE indicators (bit rate, amount of data)
have been observed, suggesting that the combination of the
analyzed aspects can result in an effective advanced solution.
The NN-based solutions are expected to reflect the subjective
manner of QoE aspects, while TE mechanisms should
improve objective network conditions and transmission
parameters.

D. RELIABILITY AND ROBUSTNESS
In this section, the reliability aspect in networks is considered.
ML techniques are widely used to improve it in different
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ways, e.g., detect failures, predict upcoming deterioration,
find an origin of the problem, decrease time needed to repair,
or efficiently provision redundant resources. Detection of
seamless deterioration of optical network performance is an
example of application of NN method considered in this
section.

Fault management issues in optical networks are addressed
in [33] with special interest to the failures that may seamlessly
deteriorate network performance. As there is no immediate
and complete service disruption, it is critical to effectively
detect and identify anomalies. The most common approach
to this problem in the context of ML is to, firstly, prepare a
training data set then train a supervised learning model and,
finally, apply it - detect and identify anomalies. However,
even comprehensive access to the network monitoring results
does not ensure sufficient amounts of data to effectively train
a supervised model. The problem is even more challeng-
ing, as different types of failures usually follow different
patterns.

To overcome these shortcomings and propose an efficient
and practically justified solution for anomaly detection and
identification in optical networks in [33] a hybrid approach
was proposed. Namely, monitoring results are clustered
with the use of an unsupervised algorithm. Then, learned
patterns are automatically transferred to the second module,
applying a supervised algorithm to perform data regression
and classification. It is critical to note that such an approach
enables efficient and accurate detection and identification.
Modules are denoted as Data Clustering Module (DCM)
and Data Regression and Classification Module (DRCM),
respectively.

The workflow of the proposed framework comprising
both novel models integrated with the network infrastructure
is intuitive. The solution requires a monitoring system to
collect data plane measurements like spectrum utilization,
signal power, or noise level. As network monitoring is a
continuous process, results are stored in the database and
periodically retrieved to be preprocessed and further passed
to the DCM. The DCM is designed using a density-based
clustering algorithm which organizes input data into clusters
and outliers.

In the paper [33] pseudocode was provided to explain
DCM, but it may be reasonable to explain it in a less formal
way. The rationale is to recursively analyze all samples in
terms of distance (in the Euclidean sense) between samples.
Based on that, new clusters are created (when a group
of similar results if distant enough from other clusters)
or existing clusters are expanded (the sample or group of
samples are close to the existing cluster). The distance
threshold was determined empirically. A second important
assumption regards to the number of samples that should
be considered as a group. A relatively small value should
be assigned to that parameter when compared to the sample
set. The rationale fully reflects the fact that anomalies are
occasional so DCM learns normal behavior and outliers are
considered as potential faults. It is important to note that any

FIGURE 16. Flow chart of the algorithm proposed in [33].

prior knowledge or assumptions regarding the anomalies are
needed for DCM.

The output of DCM is further used for training purposes
by DRCM which is designed as a DNN. For this purpose,
it is properly encoded by adding a cluster ID to each sample.
Based on that, DRCM is able to acquire knowledge about
sizes, shapes and locations of clusters based on analysis
performed by DCM. It is especially important as DCM,
even if computationally complex and time-consuming, is run
only once while DRCM analyzing every new sample can be
significantly simplified. Due to the fact that anomalies are
rare events, it will not be efficient to simply predict cluster
identifier for incoming samples. To address this issue authors
proposed an interesting approach based on the observation
that in each cluster samples closer to the border are less dense.
The algorithm measures density after both possible decisions
regarding adding the sample to the existing cluster or not (this
stage is denoted as regressor). If a big change in terms of the
cluster’s density is observed then the analyzed sample should
not be added to that cluster, and further, if it is not added to any
cluster, it should be considered as an anomaly (stage denoted
as classifier). Both regressor and classifier were implemented
as blocks of neurons in the same DNN. A brief visualization
of the complete solution proposed in [33] is presented in
Figure 16.
Finally, the solution may try to localize the source of

the problem in the optical network. The very last step is to
provide feedback about identified disruptions to the network
control so that it will be able to counteract. By combining
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TABLE 14. Summary of pros and cons of supervise and unsupervised
components of solution proposed in [33].

both unsupervised and supervised learning, authors aimed at
taking advantage of both solutions and mitigating drawbacks
as summarized in Table 14.

Authors provided comprehensive and realistic validation
of the proposed approach. First to note is that a proper
testbed was built to collect input data for experiments.
Optical spectrum analyzers gathered samples while abnormal
situations were simulated by increasing attenuation intro-
duced by wavelength selective switches. Experiments were
performed in two use cases comprising several research
scenarios. To conclude considerations in the paper, we briefly
summarize results and conclusions in Table 15. Use case
I regards the detection of failures in the scope of a single
link and comprises separate experiments in regard to the
DCM and DRCM modules. In the use case II anomalies
are investigated in the scope of end-to-end lightpaths and
only DCM was investigated. Figure 17 summarizes several
potential improvements that we identified.

FIGURE 17. Summary of potential improvements to further enhance
research presented in [33].

Papers presented in this section analyze failures and NN-
based methods to prevent them. These solutions can be

successfully enhanced by, for example, traffic prediction
models (e.g., to estimate expected behavior and use as
a baseline), traffic engineering techniques (to counteract
reliability issues), determined impact on quality experienced
by the user (to reflect the subjective manner of the problem).
As shown in Sections IV-A, IV-B and IV-C, NN can also be
successfully applied to these aspects.

E. SECURITY
This section discusses the potential of machine learning
(ML) in the field of security. The research on designing
and implementing ML algorithms and systems for security
has expanded rapidly and encompasses various domains.
These domains include detecting spam and phishing, intru-
sion detection systems (IDS), identifying and classifying
malware, managing security policies (SPM), and checking
for information leaks. While machine learning cannot fully
automate a cyber-security system, it is more effective than
other software-based methods in identifying security threats.
As a result, it reduces the workload of security analysts.

In this tutorial paper, we decided to limit the broad scope
of ML applications to the network security area, presenting
two representative papers [34] and [35] to show relevant
NN applications and their potential for network security.
One must note that intrusion detection systems are one of
the most essential applications of NN in the domain of
communications and networking. It results from the fact
that IDS most rely on classification, for which NN are
very accurate. Numerous works have been published in this
research area, but our aim is to provide an example-based
tutorial and ensure deep and practical understanding on
leveraging NN.

The section starts with paper [34] focusing on deep
learning (DL) technique for intrusion detection. The authors
propose a non-symmetric deep autoencoder (NDAE) for
unsupervised feature learning, along with a deep learning
classification model constructed using stacked NDAEs. Next,
we select work [35] focusing on detection of wireless network
intrusion. The proposed model uses Deep Belief Network
(DBN) as the feature extraction layer and Support Vector
Machine (SVM) as the classification layer.

1) A DEEP LEARNING APPROACH TO NETWORK INTRUSION
DETECTION
In recent years, research on Network Intrusion Detection
System (NIDS) has emphasized the use of machine learning
and shallow learning techniques, such as Naive Bayes,
Decision Trees, and Support Vector Machines (SVM), for
detecting malicious actors. However, these techniques have
limitations that can make their application challenging
in a heterogeneous and dynamic environment. One such
limitation is the need for expertise to identify useful data and
patterns, and another is the requirement for a vast amount of
training data.
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TABLE 15. Experiments conducted in [33].

TABLE 16. NIDS challenges listed in [36].

To overcome the aforementioned limitations, the research
community has turned to deep learning, an advanced subset
of machine learning that has gained significant interest in
various domains. One of the papers focusing on deep learning
technique for intrusion detection is [34]. The authors propose
non-symmetric deep autoencoder (NDAE) for unsupervised
feature learning, along with a deep learning classification
model constructed using stacked NDAEs. This solution
combines the strengths of two learning techniques: the power
of stacking the proposed NDAE for deep learning and the

accuracy and speed of Random Forest (RF) for shallow
learning. As a result, the proposed approach significantly
reduces training time and improves classification results,
outperforming leading methods like Deep Belief Networks
(DBNs).

The paper initially outlines a set of challenges related to
Network Intrusion Detection System (NIDS). The authors
identify various issues, including volume, accuracy, diversity,
dynamics, low-frequency attacks, and adaptability, as some
of the most significant challenges in this area. We summarize
these NIDS related challenges and provide their description
in Table 16. To provide a concise summary of these NIDS-
related challenges, we have compiled a table (Table 16) that
includes a brief description of each challenge.

The authors provided also background information on deep
learning necessary to understand the concepts behind the
model proposed in the paper. They focused on two popular
techniques used within deep learning research, i.e, auto-
encoders, applied by the proposed solution, and stacked auto-
encoders.

FIGURE 18. Auto-encoder components.

An auto-encoder is an unsupervised neural network-based
feature extraction algorithm, which can automatically learn
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effective and robust features from a large amount of unlabeled
data. Auto-encoders consist of 4 main parts (see Fig 18):

• Encoder: the model learns how to reduce the input
dimensions and compress the input data into an encoded
representation.

• Bottleneck: the layer that contains the compressed
representation of the input data.

• Decoder: the model learns how to reconstruct the data
from the encoded representation to be as close to the
original input as possible. In other words, it is trying to
learn an approximation to the identity function.

• Reconstruction loss: the method that measures measure
how well the decoder is performing and how close the
output is to the original input.

In the case of stacked auto-encoders, the model includes
multiple encoding or decoding layers in the middle (see
Fig. 19), unlike the basic auto-encoder framework that only
has a single hidden layer. The output from each hidden layer
is used as the input for a progressively higher level. Therefore,
the first layer of a stacked auto-encoder usually learns first-
order features in raw input, while the second layer learns
second-order features relating to patterns in the appearance of
the first-order features. Subsequent higher layers learn even
higher-order features.

FIGURE 19. Stacked auto-encoder model diagram.

The primary contribution of the paper is the development
of a novel deep learning classification model that uses a
stacked NDAE, described above. By stacking the proposed
NDAEs it is possible to create a deep learning hierarchy, that
can learn the complex relationships between different fea-
tures. This approach, which combines the proposed stacked
NDAEswith a RandomForest as a shallow learning classifier,
creates a powerful solution that outperforms discriminative
models like RF, KNN, and SVM. In the paper, the RF
classifier was trained using the encoded representations
learned by the stacked NDAEs to classify network traffic into
normal data and known attacks. According to the authors, the
final structure of the proposed model was determined through
experimentation with numerous structural compositions to
achieve the best results. The model’s definitive structure is
illustrated in Fig. 20. It uses two NDAEs arranged in a stack
and is combined with the RF algorithm. Each NDAE has
three hidden layers, with each hidden layer using the same

number of neurons as the number of features (as indicated by
the numbering in the diagram).

FIGURE 20. Stacked NDAE classification model proposed in [34].

An essential aspect of the paper is the section that provides
an overview of the existing research on the applicability
of deep learning within the domain of NIDS. The authors
selected and briefly discussed several important articles
including both surveys and research papers that focus
on DL methods specifically for NIDS. For instance, the
paper mentions the use of RBM with one hidden layer to
perform unsupervised feature reduction, the method referred
to as self-taught learning (STL), which combines a sparse
auto-encoder with softmax regression, and the proposal of
an automatic security auditing tool for short messages (SMS)
based on the RNN model, to name a few examples.

The paper [34] also includes a section that provides a
comprehensive description of the experiments conducted
and the results achieved. The proposed classification model
was implemented using TensorFlow, and two benchmarks
datasets within NIDS research, KDD Cup ’99 and NSL-
KDD, were used for evaluations. The paper provides a
detailed description of these datasets. The first dataset, the
KDD Cup ’99, used in DARPA’s IDS evaluation program,
consists of 4 gigabytes-worth of compressed tcpdump data
resulting from 7 weeks of network traffic, and 4 900
000 single connection vectors each of which contains
41 features. Each vector is labelled as either normal or as
an attack (specifying 22 specific attack types). The second
newer dataset, namely NSL-KDD, is used by most current
NIDS research and has the same structure as the KDD Cup
’99 dataset.

The authors utilized a set of standard metrics, as presented
in Table 17, to evaluate the performance of the proposed
solution. These metrics include accuracy, precision, recall,
false alarms, and F-score measures.

The authors concluded, based on the conducted exper-
iments, that the proposed stacked NDAE model is highly
promising, particularly considering the achieved average
accuracy of 97.85%. However, the model requires a greater
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TABLE 17. Measures used in [34].

amount of data to learn from when compared to other deep
learning-based models, making the results less stable for
smaller datasets. Nevertheless, for larger classes the model
offers improved precision, recall, and F-score values. It is
essential to note that these comparable results were achieved
with a significant reduction in training time by an average of
97.72%.

To briefly summarized drawn conclusions as well as future
research directions we prepared the Table 18.

TABLE 18. Summary of conclusions and research directions presented
in [34].

2) COMBINED WIRELESS NETWORK INTRUSION DETECTION
MODEL BASED ON DEEP LEARNING
The advancement of wireless network and computer tech-
nology has led to an increase in wireless network intrusion.
Traditional intrusion detection methods have limitations in
detecting cyberattacks due to their high concealment, large
scale, and easy spread characteristics, resulting in lower
detection accuracy rate and precision rate.

The research mentioned above identified the insufficient
efficiency and accuracy of wireless network intrusion
detection and proposed a combined model based on deep

learning in [35]. The authors used the Deep Belief Network
(DBN) as the feature extraction layer and Support Vector
Machine (SVM) as the classification layer. The DBN layer
employed the contrast divergence algorithm and the error
back propagation algorithm to reduce data dimensions and
extract features. It helped SVM to improve the ability to
classify high-dimensional data.

The authors provided a detailed description of the proposed
combined detection method. The framework consists of
a multi-layer RBM, a BP network layer, and an SVM
classification layer. The DBN architecture consists of a
multi-layered RBM and a BP network layer. Each RBM has
the characteristics of no connection within the layer and a
thorough connection between layers. The hidden layer data
of the previous layer is transferred to the visible layer of
the next layer. After learning, the hidden layer variables are
treated as low-dimensional features of the high-dimensional
data of the visible layer. The BP network layer serves
as an auxiliary layer to fine-tune the weight and improve
the SVM classification capability. The adjusted RBM is
then connected to the SVM layer. The specific network
structure is presented in Fig. 21. It includes the following
layers:

1) Multi-layer RBM structure: The feature extraction layer
is constructed with a plurality of stacked unsupervised
RBM shallow networks.

2) BP network layer: The BP network layer is connected
to the end of the RBM structure, as an auxiliary layer to
fine-tuning the weight of the network parameters.

3) SVM classification layer: After fine-tuning the weight,
the output of the last-layer RBM is the dimensionality
reduction feature, and access it to the SVMclassification
layer. The sequence minimum optimization algorithm is
used for supervised learning and classifying

FIGURE 21. Combined deep belief network structure proposed in [35].
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The process of the combined detection method was mainly
divided into the following four stages (Fig. 22):

1) Pretreatment stage: First, feature mapping maps the
training data set to the corresponding feature field. Then,
the characteristic features are converted to numerical
features by One-Hot Encoding. Finally, unify the
dimensions and magnitudes between different features.

2) DBN training stage: First, RBM was pre-trained layer
by layer through the contrastive divergence algorithm
in an unsupervised way. The weight of the RBM is
fine-tuned with the tag of the training data set and the
back-propagation algorithm.

3) SVM training stage: First, the SVM parameters were
configured. Then, SVM was trained through the
sequence minimum optimization algorithm.

4) Testing stage: First, the detection method was subjected
to the test data set. Then, performance evaluation
indicators were calculated: accuracy rate, precision rate,
recall rate, and F1. When the indicator reaches the
expected level, the learning process would be ended, if it
is not reached, it returns to the stage 2) to restart the
training.

The description of components involved in processing flow
of the intrusion detection model is given in the Table 19.
The paper brings a comprehensive evaluation of the

proposed approach. Experiments were performed with usage
of NSL-KDD as the detection data set in the experiment.
A set of research scenarios have been tested including
the analysis of the impact of network depth on DBN,
the influence of the kernel function with the DBN-SVM
combined detection method proposed in the 4-layer DBN
condition, and verification and analysis of the training time,
test time and detection performance of the detection method
under different training data volume. The DBN detection
performance of different network depths indicates that
together with the network depth increase, the classification
capability generally shows a growing trend.

According to the experimental results, the proposed
detection model has good intrusion detection performance.
After parameter optimization, the detectionmethod described
in the paper achieves accuracy rate, recall rate, precision
rate and F1 over 0.98, what indicates that the combined
detection method performs well in detecting and classifying
cyberattacks.

The authors conducted a comparison between the proposed
detection method and other approaches such as SVM, DBN,
and PCA-SVM. After comprehensive analysis, the authors
concluded that the proposed method outperforms the other
three methods in terms of accuracy rate, recall rate, precision
rate and F1.

In summary, the main advantages of the work presented
in [35] are related to the proposition of a combined wireless
network intrusion detection model based on deep learning.
The authors conducted a comprehensive analysis of the
achieved results, which included model performance and

TABLE 19. Description of components involved in processing flow of IDS
model [35].

comparison with other available models. Furthermore, the
authors acknowledge the main limitations of their work and
indicated potential future research directions that should
focus on improving the detection accuracy of the proposed
detection model.

Traffic classification and prediction are inevitable parts of
the security aspects, also those that are based on the NN. Fur-
thermore, analogously to the reliability algorithms, security
solutions can also be enhanced by prediction, TE and QoE
verification. All of these can boost malicious traffic detection
and other components of IDS, such as: data analysis, data
acquisition, and training of data. For example, TE facilitates
flow classification and discovering malicious users.

V. EMERGING APPLICATIONS OF NEURAL NETWORKS IN
COMMUNICATIONS AND NETWORKING
This section, differently to the previous sections, is not
focused on using ML to solve issues in a particular
networking aspects. Instead, V-A we analyze papers that
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FIGURE 22. The flow chart of the combined detection method proposed
in [35].

propose applying ML techniques to boost the deployment of
emerging applications that utilize network infrastructure.

A. APPLICATION ORIENTED APPROACHES
Reduction of upstream delay in heterogeneous optical-
wireless networks for Tactile Internet is an example of
emerging application that can be supported by NN. Tactile
Internet paradigm is expected to facilitate our everyday life
in several and critical domains. Healthcare, and especially,
remote surgery application is usually mentioned as a flagship
example, while other popular services are industry, automa-
tion, transport, and robotic systems including autonomous
driving, education, gaming, and any other applications
based on visual and tactile experiences. One of the key
characteristics of Tactile Internet is the extremely low and
stable end-to-end latency at the level ofmilliseconds. A recent
paper [37] presented during INCFOCOMM Poster session
addresses this issue with the use of ML.

The paper is aimed at reducing the upstream delay in
heterogeneous optical-wireless networks. ANN is deployed
in the centralized controller to allocate bandwidth at the
optical network unit where the aggregated upstream traffic
is competing for optical resources. A predictive algorithm is
proposed to classify the status of optical network segments
and flexibly assign resources, and as a result, meet the
requirements of emerging tactile applications. The bursty
nature and changing packet length are the main impediments
to apply any well-known approaches like constant credit,
linear credit, Bayesian estimation, and even selected machine
learning-based solutions, e.g. k-nearest neighbourhood algo-
rithm (k-NN). Contrary, the proposed algorithm can effec-
tively identify ON/OFF periods characterizing bursty traffic.

Comprehensive experiments were conducted and reported to
present advantages of the proposed solution comparing to the
k-NN and the reference algorithm. The achieved advantages
come from the fact that the utilizedANN is efficient in finding
non-linear relationships between input and output features.

The only output feature of the model regards to the
predicted ON/OFF period, while the input features have more
sophisticated structure. It is assumed that traffic features
are known by the centralized control entity based on the
REPORT messages generated in consecutive polling cycles
by the optical network unit integrated with wireless access
point (ONU-AP). Reported values regard to the number
of received packets and bytes, as well as incoming bytes,
ONU-AP buffer’s length, and polling cycle time boundaries.
A single hidden layer is expected to predict if ON or OFF
periods will be experienced by a particular ONU-AP in the
upcoming polling cycle. Such a binary value is assigned to
the mentioned output feature. This prediction is further used
to estimate the predicted ONU-AP buffer’s length based on
the wireless traffic data rate known thanks to the assumed
integration between optical and wireless domains.

TABLE 20. Assignment of ONU-AP to the classes based on the period
type indicated by the ANN and expected congestion of the ONU-AP.

Then the proposed solution allocates bandwidth for each
ONU-AP and the upcoming polling cycle. For this purpose,
ONU-APs are classified to one of three classes based on
the following inputs: the predicted ONU-AP’s period (ON
or OFF, output of the ANN), ONU-AP’s current buffer
length, estimated ONU-AP’s buffer length, and the maximum
bandwidth that can be potentially assigned to the ONU-AP.

The rationale is to flexibly assign resources to the ONU-
AP depending on the predictions for a particular ONU-AP the
next cycle will be ON or OFF as well as the estimation about
the buffer’s congestion. The ONU-AP will be potentially
congested if the sum of ONU-AP’s current and estimated
buffer lengths is greater than the maximum bandwidth that
can be potentially assigned to the ONU-AP. The assignment
is summarized in Table 20. Then, the central controller, for
ONU-APs in classes A and B resources are assigned to handle
the overall buffer length (the only difference between A and
B classes regards to the needed signalling), while for ONU-
APs in class C an additional time slot for transmission is
granted by an additional GATE message. The rationale is
fully intuitive to immediately react and assign resources to
the ONU-APs that are currently congested due to the bursty
nature of Tactile Internet traffic. The full workflow of the
proposed algorithm is briefly presented in Figure 23.
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The effectiveness of the proposed solution is verified based
on event-driven packet-level simulations assuming realistic
network architecture and system load. The prediction accu-
racy was compared with the k-NN-based solution configured
with three different k values. ANN provides stable accuracy
at the level above 90% proving it can effectively identify
ON/OFF periods, while k-NN accuracy never exceeds 80%
and drops down even below 50% for traffic load with frequent
changes between ON and OFF periods. The second set of
experiments regards to theQoS parameters: average upstream
delay and packet drop ratio. The results achieved by the
proposed solution are compared to the classical limited-
service Dynamic Bandwidth Algorithm (DBA) algorithm.
In this case, both indicators are significantly improved,
especially for heavy traffic, when elasticity in terms of
resource allocation may bring additional advantages.

FIGURE 23. Workflow of the algorithm proposed in [37].

To sum up, the work [37] addresses an actual issue
enabling the deployment of the emerging Tactile Internet in
a heterogeneous optical-wireless networks with the use of
ANN. Namely, the upstream delay of ONU-AP is reduced
by the algorithm aimed at identifying ON/OFF periods of
bursty traffic typical for tactile applications. Due to the short
paper format (two pages presented during the poster session),
the authors could not explain all the matters useful to fully
understand the paper. Thus, we believe that the supplement
provided below will facilitate perception of the paper for
further readers.

One of the fundamentals that should be explained to
readers not being experts in passive optical networks regards
to the DBA problem and the corresponding algorithms. DBA
is a process of assigning time-slots to Optical Line Terminal
(OLT) to enable the access of multiple OLTs to a single

Optical Network Unit (ONU) [38], where ONU is a device
that connects the end users to the optical fiber network.
It converts optical signals to electrical signals and provides
the end user services, such as video, voice, and broadband.
Moreover, the limited-service DBA algorithm considered as a
reference is a well-known approach which assumes that ONU
grants transmission time to OLT to satisfy it’s demand until
the defined maximum value is not exceeded. The REPORT
and GATE messages are both Ethernet messages that are part
of the Multipoint Control Protocol (MPCP) developed by the
IEEE 802.3ah task force [39]. MPCP is used as a supporting
protocol for bandwidth allocation schema between ONU
and OLT in gigabit passive optical networks. Another issue
that may rise reader’s concerns regards to the maximum
bandwidth that can be granted to the particular ONU-AP.
This value results directly from the size of the transmission
window assigned to the ONU-AP. The authors also had not
the chance to explain the issue of optical-wireless integration
in terms of ONU-AP node architecture [40].

In terms of results analysis, it may be concerned that
the proposed solution is simultaneously compared with k-
NN and the limited-service DBA algorithm using different
performance indicators. It results from the fact that k-
NN can be used solely to predict ON/OFF periods, and
thus, it is reasonable to analyze the prediction accuracy.
Simultaneously, the limited-service DBA algorithm is a
complete solution aimed at dynamic resource assignment,
so end-to-end transmission indicators are suitable to validate
the performance of the solution proposed in [37]. One should
also note that the limited-service DBA algorithms does not
use k-NN. The dependencies between k-NN, DBA algorithm
and the proposed solution in terms of the aims of each
solution are presented in Table 21. Furthermore, Table 21
indicates performance metrics suitable to assess a particular
solution.

Furthermore, thanks to the [37] we are able to identify the
following research avenues that may contribute to the future
development of ML supporting Tactile Internet applications.
It will be interesting to verify why k-NN algorithm prediction
accuracy of ON/OFF period is approximately constant in
function of k. Analogously, the authors assumed a basic
model of ANN with only a single hidden layer and binary
output. Thus, it remains an open question if other ANN
can achieve better accuracy in terms of ON/OFF period
prediction. Finally, the evaluation performed in the [37] is
based on the event-driven packet-level simulations. Some
valuable insights regarding the real life deployments may
be formulated by extending experiments to the testbed
environment. For example, some additional delays while
exchanging MPCP messages may have impact on the
performance indicators measured in the experiments.

VI. COMPARATIVE ANALYSIS, INSIGHTS, LESSONS
LEARNED AND RESEARCH OPPORTUNITIES
The class of NN methods comprises a wide variety of
approaches and solutions. Thus, NN are applicable to

132882 VOLUME 12, 2024



P. Borylo et al.: Neural Networks in Selected Aspects of Communications and Networking

TABLE 21. Summarizing comparison of k-NN, DBA algorithm and proposed solution comprising indicators suitable for performance assessment.

numerous problems in communications. In Tables 22, 23
and 24 we summarize the works analyzed in this tutorial.
The main aim is to provide a comparative analysis and some
general conclusions. The tables group solutions based on the
NN algorithm being used. We focus on the implementation
of NN and properties of the proposed algorithm. These are
the main themes common to all the analyses presented in our
work. Different solutions have been used by the authors of the
analyzed papers. Table 22 summarizes papers using basic NN
methods, Table 23 regards to theworks that useDNN subclass
of NN. Finally, solutions based on the advance NN methods,
such as DBN, RNN or CNN, are summarized in Table 24.
The comparative tables are divided into sections using

horizontal lines. In the first section of each table, the
comparison focuses on the general properties, taxonomy, and
quality of the articles and writing. Then, the second section of
each table compares the general properties of the NN method
being used. Finally, in the last section, some more detailed
properties of NN are the subject of comparative analysis.

The typical aims of using NN methods are prediction
and detection. It is a consequence of the nature and
typical applications of the supervised learning class, which
comprises NN methods. However, NN-based solutions can
also improve transmission characteristics as well as the
efficiency of security and reliability mechanisms.

Regarding the strong aspects of various works, it is
common to conduct valuable and interesting experiments that
regard emerging topics. Papers are also often well-written
and organized, while the content is supplemented with
meaningful figures. Results are usually deeply analyzed. It is
also worth noting, that NN methods are often combined
with other techniques to provide a complete solution of the
problem.

However, some typical drawbacks are also present in
numerous works addressing NN in networking. The algo-
rithms proposed in the papers are often described too briefly
to be understandable by engineers who are not ML experts
but are interested in applying the proposed solution. Simulta-
neously, authors are often focused on the issues related to the
NN method that they neglect providing critical information
about the problem and networking aspects. For example, the

network topology and fundamental parameters are missing.
Furthermore, performance parameters and anomaly patterns
are sometimes not explained in a clear and unambiguous way.

Proposed NN methods are usually accurate, precise,
and efficient when solving problems in different aspects
of communications and networking. However, it should
be noted that introducing NN method usually brings also
additional computation and latency overhead. Additional
computing resources are needed to train algorithms and make
them operate. An additional threat regards also to potential
failures, especially, as ML methods further depend on the
input data thatmay be corrupted or evenmalicious. A separate
issue regards the fact that all supervised learning solutions
comprise a type of learning stage. Thus, it is critical to ensure
proper training data as input for the designed solution.

A. LESSONS LEARNED FOR THE AUTHORS OF FUTURE
PAPERS
Based on the comparative analysis, it seems that engaging
a network specialist without the NN background in the
process of writing the paper may be advantageous. Firstly,
the specialist may verify if the text is easy to follow for
readers and if the solution can be easily applied. Secondly,
a person with a strong networking background will help with
formulating practical validation scenarios and describing
them in detail. Finally, the authors should carefully explain
the results achieved by the proposed algorithms using metrics
and criteria typical for telecommunications. Furthermore,
some intuition on how these advantages have been achieved
is also a valuable part of the work.

In writing this tutorial, we aimed to provide supplementary
materials for existing papers to fill some gaps (e.g., proper
explanation of models or handy summary of results) and
give examples for the authors of future papers. Furthermore,
based on the performed studies, we formulated the following
theoretical and hypothetical recommendations for technolo-
gies that can advance the state-of-the-art. The former type
of recommendation includes: developing new structures on
NN to reflect the complexity of networking aspects, estab-
lishing theoretical frameworks to integrate NN principles
with communication network theories, standardization
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of metrics to effectively reflect the applicability of NN in
communication aspect, and finally, improving interpretability
and explainability of NN-based algorithms.

On the other hand, hypothetical recommendations can be
summarized as follows: utilize proper simulation and mod-
eling techniques to explore NN performance in hypothetical
networking scenarios, conduct experiments in environments
reflecting real-world network infrastructures, develop tech-
niques enabling generation and augmentation of commu-
nication network datasets for NN training and validation
purposes, and finally, investigate adaptive learning methods
to improve NN performance in the dynamic environment of
communication networks.

B. RESEARCH OPPORTUNITIES
The NN-based solutions should now be developed towards
practical applications. Thus, insights and considerations
explaining how to deploy the proposed mechanism are
expected. Furthermore, the performance and complexity
overhead should be carefully studied as well as the technical
requirements of the solution.

It is also practically justified to conduct research towards
building a NN-based comprehensive system that will be able
to address several aspects of communications and networking
in an integrated manner. Such a system should comprise a
prediction module providing an input for TE mechanisms
that will utilize NN to effectively route the network traffic.
On the other hand, NN-based mechanisms aimed at ensuring
QoE should also introduce application-level input for traffic
management. Accurate predictions should also facilitate the
process of securing the network and making it more reliable.
It can be achieved, as predictions of expected network
conditions, can be used as a reference while detecting any
security or reliability issues. More precisely, finding the
difference between the current and expected network state
can improve the accuracy of NN-based classification while
detecting intrusions or anomalies detection. Finally, decisions
and countermeasures provided by security and reliability
modules will be introduced into the network with the use of
TE the module. To sum up, it should be considered as an
attractive and challenging research avenue to ensure effective
integration between numerous NN-based solutions working
in different modules of such a complex system.

Knowledge about confidence and uncertainty of a par-
ticular NN-based algorithm is another factor important
from the business point of view. This information may
be an input to the process related to risk management.
Simultaneously, the susceptibility to corrupted and malicious
training data should be carefully considered. From that
perspective, explainable NN-based solutions should be one
of the research directions. It will be valuable to propose
a framework ensuring transparency of decisions suggested
by the NN algorithms. With the use of such a framework,
organizations should be able to build the trust required to
adopt NN-powered solutions. The ideal framework should

also be mature enough to ensure model accountability and
mitigate compliance, legal and reputational risks.

Another research avenue that may facilitate practical
applications of NN algorithms is to develop versatile
solutions that ensure sufficient accuracy and performance in
numerous network topologies and technologies. One of the
examples from the communications field is to use Graph
Neural Netowrks (GNN) to optimize computer network
parameters independently of their topology. A more general
example of efforts is to combine NN techniques with
other ML algorithms. The first step aims to identify a
particular problem and infrastructure and properly prepare
the second stage, in which the actual problem is solved.
Development of sophisticated ML models will be facilitated
by compilers optimized for ML purposes. It also opens other
interesting research directions. Firstly, to investigate, assess
and compare such compilers. Secondly, to prepare precise and
comprehensively justified guidelines for the usage of these
compilers.

Finally, for NN-based solutions that belong to the class of
supervised learning, the quality of training data is critical.
The most reliable approach is to use real-life data collected
in the existing networks. However, it requires cooperation
between data owners, network operators, industry researchers
and scientists. In some cases, involved parties may even
have opposite requirements. The most attractive and valuable
information is, usually, simultaneously critical for the busi-
ness owner and may comprise personal data. Thus, it is an
open issue to find cooperation schemas that will be beneficial
for everyone.

VII. CONCLUSION
Conventional programming instructs a computer program
how to act. In contrast, ML-based solutions inform how to
learn about the system. In supervised learning approaches,
including also NN, the learning phase must be directly
addressed. This process is critical for accuracy and often
demanding. Training data must ensure sufficient volume,
variety, and quality. Furthermore, a proper preprocessing
phase is typically required. Usually, supervised learning
approaches are dedicated to the prediction and detection
processes.

Despite those obstacles and limitations, NN-based solu-
tions are simultaneously popular and effective in a wide range
of aspects of communications and networking. Valuable
predictions and detections are performed solely by NN
algorithms in terms of, for example, security or QoE. Thus,
comprehensive and complete solutions can be composed
with the use of NN to address issues in different aspects
of communication and networking. For example, NN-based
predictions can be used by TE algorithms to, on the one
hand, improve the performance and meet QoE requirements,
while on the other hand, to ensure proper tools to improve
reliability and security of the network. Moreover, predic-
tions can also improve the efficiency and accuracy of the
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NN-based reliability- and security-oriented solutions by
providing baselines and references.

Furthermore, NN are often combined with other
approaches to design complex solutions. Available IT
infrastructure as well as modern network architectures create
favorable conditions to deploy the proposed solutions and
take full advantage of them. Virtualized cloud environments
offer powerful computing platforms comprising specialized
Graphical and Tensor Processing Units to enable parallel
operations and facilitate the training process. Software
Defined Networking and Network Function Virtualization
paradigms provide global control over the network infrastruc-
ture, which facilitates the implementation process.

In this paper, we supplement the theoretical tutorial with a
practical analysis of selected works applying NN in various
aspects of networking, network types and technologies. The
main aim is to provide an example-based tutorial of works
that applyNN in the field of communications and networking.
We provide original content and in-depth analysis in the form
of additional figures, block diagrams and summarizing tables.
At the end of each section that regards a particular networking
aspect, we provide some insight into how these areas can
interact with each other in the context of NN. We also ensure
comparative analysis of papers among all the communication
and networking aspects. Comparative tables and conclusions
along with provided studies may be helpful in future research
on NN-based solutions for communications.
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