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ABSTRACT This paper deploys and explores variants of TinyissimoYOLO, a highly flexible and fully
quantized ultra-lightweight object detection network designed for edge systems with a power envelope of
a few milliwatts. With experimental measurements, we present a comprehensive characterization of the
network’s detection performance, exploring the impact of various parameters, including input resolution,
number of object classes, and hidden layer adjustments. We deploy variants of TinyissimoYOLO on state-
of-the-art ultra-low-power extreme edge platforms, presenting a detailed comparison on latency, energy
efficiency, and their ability to efficiently parallelize the workload. In particular, the paper presents a
comparison between a RISC-V-based parallel processor (GAP9 from GreenWaves Technologies) with
and without use of its on-chip hardware accelerator, an ARM Cortex-M7 core (STM32H7 from ST
Microelectronics), two ARM Cortex-M4 cores (STM32L4 from ST Microelectronics and Apollo4b from
Ambiq), and a multi-core platform aimed at edge AI applications with a CNN hardware accelerator
(MAX78000 from Analog Devices). Experimental results show that the GAP9’s hardware accelerator
achieves the lowest inference latency and energy at 2.12ms and 150µJ respectively, which is around
2x faster and 20% more energy efficient than the next best platform, the MAX78000. The hardware
accelerator of GAP9 can even run an increased resolution version of TinyissimoYOLOwith 112× 112 pixels
and 10 detection classes within 3.2ms, consuming 245µJ. We also deployed and profiled a multi-core
implementation on GAP9 at different core voltages and frequencies, achieving 11.3ms with the
lowest-latency and 490µJ with the most energy-efficient configuration. With this paper, we demonstrate
the flexibility of TinyissimoYOLO and prove its detection accuracy on a widely used detection dataset.
Furthermore, we demonstrate its suitability for real-time ultra-low-power edge inference.

INDEX TERMS YOLO, ML, computer vision, object detection, hardware accelerator, microcontroller,
quantization, quantization-aware training, network deployment, network deployment evaluation.

The associate editor coordinating the review of this manuscript and

approving it for publication was Md. Arafatur Rahman .

I. INTRODUCTION
With the widespread adoption of edge devices, particularly
microcontroller unit (MCU) based nodes, the Internet of
Things (IoT) is revolutionizing various domains including
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FIGURE 1. TinyissimoYOLO as deployed on GAP9 (both the 9-core cluster and the hardware accelerator) by this paper.

healthmonitoring [1], [2], smart manufacturing [3], and home
automation [4]. These low-power devices enable increased
automation, cost reduction, bandwidth optimization, and
enhanced privacy by processing collected data on the edge,
i.e., directly on the sensor node. However, the limited
memory and computing resources ofMCUs pose a significant
challenge when it comes to deploying advanced machine
learning models. Overcoming this challenge and enabling
efficient machine learning on resource-constrained devices
is a crucial area of research in embedded wireless sensor
systems, as illustrated by [5].

A foundational element of many IoT applications is the
extraction of semantic information about the environment
with image sensors. Specifically, object detection [6], [7], [8],
the vital task of identifying and precisely localizing objects
within a given image, plays a pivotal role in a wide range
of systems. For instance, in the realm of autonomous mobile
agents, object detection enables obstacle avoidance and track-
ing, path planning, and scene understanding, contributing
to safe and efficient navigation. Similarly, in augmented
and virtual reality devices, such as head-mounted displays,
lightweight and energy-efficient object detection algorithms
are crucial to enable real-time visual recognition without
exceeding the limited power resources of thewearable device.
A majority of recent research on object detection focuses
on perfecting detection accuracy. State-of-the-art models
have on the order of 108 or more parameters, requiring
power-hungry hardware such as GPUs [9], [10] for inference.
Therefore, state-of-the-art models like the ‘‘You Only Look
Once’’ (YOLO) series of networks [11], [12], [13], [14], [15],
[16], [17], [18] cannot be directly ported to low power edge
processors due to the memory and compute constraints of
MCUs. Consequently, there is a growing demand to enable
semantic image understanding on the edge using ultra-low
power and constrained hardware. This shift has led to a surge
of interest in various research areas, including architecture
search, quantization techniques, and advanced inference
engines tailored for resource-constrained devices [19], [20],
[21], [22]. MCUs are now being equipped with novel
open-source energy-efficient cores, such as RISC-V cores,

parallel processing engines, dedicated hardware accelerators,
and specialized co-processors aimed at enabling efficient
execution of complex machine learning tasks [23], [24].
By combining these advancements in parallel processing,

hardware accelerators, and quantization techniques, MCUs
are now executing quite sophisticated machine learning (ML)
models. However, deploying machine learning on MCUs is
still far from trivial and mapping networks like YOLO for
advanced visual tasks, beyond simple classification, is still at
the boundary of feasibility.

This work presents an improved and cutting-edge Tinyis-
simoYOLO network designed to push the boundaries
and to achieve accurate and real-time object detection
on MCUs at sub-millijoule inference energy consump-
tion. By leveraging novel low-power processors, we move
from TinyissimoYOLO [22]—initially capable of detecting
3 object classes within a very restricted dataset—and present
an improved, highly flexible network architecture, flexible
TinyissimoYOLO, shown in Fig. 1. Our changes to the
TinyissimoYOLO network allow the use of higher-resolution
images while further increasing the number of object classes
to detect. Additionally, we extensively evaluate the new
flexible TinyissimoYOLO on multiple resolutions and on
different numbers of objects to detect. Furthermore, the
network in our first study was designed specifically for
the MAX78000 MCU. In this paper, we provide a more
detailed evaluation of the proposed network for low-power
microcontrollers and further assess its performance on a
novel multi-core architecture. This difference can aid future
research by providing insights into adapting the proposed
network across various platforms. Additionally, the network
capitalizes on the unique capabilities of the latest gener-
ation of MCU platforms, harnessing their computational
capabilities to set a new state-of-the-art in energy-efficient
object detection, with a memory footprint of below 1MB.
Through extensive evaluation and performance analysis,
we demonstrate the potential of our network in enabling
energy-efficient computer vision applications.

This research contributes to the advancement of
energy-efficient processing on resource-constrained devices,
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opening up new possibilities for a wide range of real-
world applications. To support our contribution, we evaluate
a complete pipeline for deploying accurate, lightweight
quantized object detection on several novel MCUs, bridging
the gap between state-of-the-art models and on-edge
execution. We provide a detailed description for each part
of our pipeline, relying as much as possible on open-source
tools, with the hope of enabling others to successfully deploy
object detection models on ultra-low-power edge systems.

To quantify the benefits of the proposed approach,
we evaluate the performance and energy efficiency of
our object detection pipeline on several MCUs, executing
different TinyissimoYOLO networks on one or multiple
general-purpose cores as well as specialized convolu-
tional neural network (CNN) accelerators. We investigate
and expand the TinyissimoYOLO network proposed by
Moosmann et al. [22], a lightweight general multi-object
detection network optimized for a single processor,
by extending its flexibility. Depending on the target
platform’s capabilities, TinyissimoYOLO can be scaled
to make the best use of the target hardware and offer
optimal performance. We deploy TinyissimoYOLO on
multiple microcontroller architectures: the GAP9 multi-core
RISC-V MCU (GreenWaves Technologies), which features
a hardware accelerator for CNNs, MAX78000 (Analog
Devices), a multi-core platformwith an energy efficient CNN
accelerator, Apollo4b (Ambiq), the most power-efficient
ARM Cortex-M4 core currently available, as well as the
STM32L4R9 and STM32H7A3 from STMicroelectronics to
establish a baseline with the most popular ARM Cortex-M4F
and Cortex-M7 cores.

Furthermore, for GAP9, wemap a Pareto front of operating
points (core voltage and operating frequency) to evaluate the
trade-off between latency and inference energy. In addition,
we evaluate the per-layer inference power consumption
and quantify the efficiency enhancements enabled by the
integrated NE16 CNN accelerator.

Additionally, we explore several variations of Tinyissi-
moYOLO, spanning the trade-off between prediction accu-
racy and resource consumption. We evaluate the detection
performance for a range of image resolutions and different
kernel sizes applied in the first layer. We report the size of
the network for each modification and the detection accuracy.
Our investigation demonstrates that, as expected, increased
input resolution contributes to higher detection accuracy, but
also emphasizes the increasing memory consumption.

The rest of this paper is organized as follows: Section II
provides an overview of the works focusing on CNN
optimization and deployment on microcontrollers. Section III
details our deployment pipeline, from choosing the architec-
ture and training, to quantization and porting to target hard-
ware. Section IV specifies the experimental setup and reports
the results, presenting an in-depth analysis of the trade-off
between performance and energy efficiency. Furthermore,
we compare our GAP9-deployed model against state-of-the-
art deployments on different MCUs, focusing on latency,

energy efficiency and inference efficiency (MACs/cycle).
Lastly, Section V concludes our work.

II. RELATED WORK
In the past decade, deep learning approaches have revolution-
ized the field of image-based scene understanding, through
object detection [6], [7] and semantic segmentation [25],
[26]. Semantic understanding of objects in the environment
is an essential capability for autonomous agents, for tasks
such as localization [27], mapping [28], [29], [30], and
navigation [31], [32]. You Only Look Once or commonly
abbreviated as YOLO is one of the most popular and
optimized deep learning algorithms used to perform real-
time detection [33]. To effectively detect and track objects,
YOLO uses a repurposed classifier or localization which is a
model applied to an image at several locations and scales [33].
However, the majority of works require power-hungry
hardware such as GPUs and are not suitable for deployment
on low-power edge devices. Even some of the more
resource-conscious approaches ( [33], [34]) still require pow-
erful hardware consuming multiple watts and requires several
tens ofmegabytes to run inference at sensor-rate. Based on the
recent literature, we observed that existing YOLO approaches
tend to have high memory requirements, limiting their
applicability on resource-constrained devices. To address this
limitation, in this paper, we evaluate and optimize a novel
and flexible lightweight algorithm inspired by YOLOv1.
The TinyissimoYOLO [22] algorithm has been specifically
designed to achieve optimal performance in terms of accuracy
while keeping the memory requirements below 500 kB.
However, the proposed algorithm was only trained using a
restricted dataset with a limited number of objects per image.
In this paper, we trained and evaluated the algorithm with all
the images of the PascalVOC dataset [35]—considering no
object limitations—while investigating different input image
resolutions to achieve higher detection accuracy, a small
network layer adjustment for efficient feature extraction, and
different number of object classes to detect in the dataset
for testing the generalization capability of the network. This
investigation leverages the full potential of the small-sized
network’s ability to generalize for multiple detection classes
while further presenting benchmarking results in terms of
memory consumption and compute requirement of the latest
commercial microcontroller hardware.

The deployment of image classification and object detec-
tion models on MCUs has garnered significant attention in
recent years. Canepa et al. [36] propose a method for detect-
ing specific objects in surveillance video frames using deep
neural networks on an STM32MCUs. Although they achieve
high prediction accuracy, their slow inference rate (0.03Hz)
limits its suitability for real-time applications, and their
power consumption of approximately 400mW is relatively
high. To enable semantic understanding on edge devices and
small autonomous agents, the models must be small and
efficient enough to be executed on low-memory (<1MB) and
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ultra-low-power platforms (<100mW) at significantly higher
inference rates.

This task requires a specialized workflow [2], com-
posed of three main strategies. Firstly, exploiting the
benefits of resource-aware neural architectures and possibly
automatically search for such neural architectures [37],
[38], [39], [40]. Secondly, pruning and quantization strate-
gies [41], [42], as offered by commonly used deep
learning frameworks such as PyTorch. Notable quan-
tization frameworks targeting ultra-low-power hardware
include TensorFlow Lite [20] and Microsoft NNI [21],
and other academic platforms. And lastly, deployment on
lightweight hardware using inference engines, which aim
to improve data locality, memory usage, and spatiotemporal
execution.

TinyML software suites [19], including the open-sourced
TensorFlow Lite Micro [43], EdgeML [44] and CMSIS-NN
[45], allow for deploying neural networks on MCUs and
are mainly designed for ARM Cortex-M and as such
less attractive for RISC-V based processors. Similarly,
Wulfert et al. [46] present an object detection method for
resource-limited systems, performing camera-based human
detection directly on a small ESP32 MCUs. While they
achieve a high inference rate of 12Hz, their approach is
limited to detecting a single class. Likewise, Palossi et al.
[23] demonstrate real-time human tracking on a nano drone,
mounted with GAP8, a RISC-V parallel platform from
GreenWaves Technologies, but are constrained to a single
class. Lamberti et al. [24] propose a specialized low-power
Automatic License Plate Recognition system executed on
GAP8 at an approximate frequency of 1Hz.

In contrast with these prior works, our paper makes
several novel contributions targeting a variety of promis-
ing platforms. Firstly, our proposed flexible lightweight
algorithm ensures competitive accuracy while keeping the
memory requirements low enough for deployment on MCUs.
Secondly, we target specifically different low-power MCUs,
which serve as the processing units for a wide range of edge
devices. This diverse platform evaluation further highlights
the versatility and robustness of our approach. Overall,
this work addresses the limitations of existing methods
and introduces a memory-efficient algorithm suitable for
resource-constrained devices, opening up new possibilities
for efficient and accurate object detection in real-world
applications. Additionally, the evaluation of our proposed
algorithm on different platforms, including ARM, RISC-V
cores and hardware accelerators, provides valuable insights
into the benefits and trade-offs associated with each hard-
ware architecture. This comparative analysis allows us to
identify the strengths and weaknesses of each platform,
enabling us to make informed decisions based on the
specific requirements of the application at hand. This
analysis provides a comprehensive view of the various
approaches, highlighting the benefits of parallel processing
in the multi-core RISC-V processor and the efficiency
gains achieved through hardware accelerators. Furthermore,

it offers a valuable perspective on power consumption,
latency, and scalability, that influence the choice of hard-
ware for object detection tasks on resource-constrained
devices.

Giordano et al. [47] benchmark a single architecture
for image classification on several different platforms.
Moss et al. [48] evaluate different image classification archi-
tectures on a single platform, MAX78000. Unlike these
works, we describe the full deployment pipeline in the
context of object detection, from architecture exploration to
quantization and hardware-optimized implementation.

In the realm of efficient neural architecture design
for MCUs, MCUNet [49] presents a framework that
combines the lightweight inference engine (TinyEngine)
with the efficient neural architecture (TinyNAS), enabling
ImageNet-scale inference on MCUs. Building upon this,
MCUNetV2 [50] introduces memory-efficient patch-based
inference, further enhancing memory performance for image
classification and object detection. However, while these
works report peak memory consumption and multiply-
accumulate (MAC) operations, they lack comprehensive
power consumption measures or run-time evaluations.
By exploring various variations of the TinyissimoYOLO [22]
network and optimizing it to be deployable in different
platforms, we provide a detailed analysis of the trade-offs
between prediction accuracy, run-time, and power con-
sumption across multiple deployment platforms. Notably,
we demonstrate the feasibility of reducing the MAC opera-
tions to approximately 3 million, representing a 10-50 times
reduction compared to MCUNetV2. In contrast to the pre-
viously published TinyissimoYOLO paper, which evaluated
the network’s performance on a restricted subset of the
PascalVOC [35] dataset and only on single-core processors,
this work investigates the network’s performance without any
restrictions on the dataset and explore and benchmark the
flexibility and the hardware overall energy efficiency. This
allows us to evaluate the performance of our flexible Tinyis-
simoYOLOversion across the entire PascalVOCdataset, con-
sidering all classes and unrestricted object counts within each
image. By combining advancements in architecture design,
memory-efficient inference, quantization-aware training, and
a comprehensive evaluation across various deployment plat-
forms, our work makes significant contributions to the field.
We showcase the remarkable reduction in MAC operations
achieved by our proposed approach, surpassing the state-of-
the-art MCUNetV2. Furthermore, our thorough evaluation on
the complete PascalVOC dataset demonstrates the robustness
and scalability of our flexible TinyissimoYOLO network.
Overall, our work pushes the boundaries of energy-efficient
object detection on MCUs, providing valuable insights
and paving the way for further advancements in the
field.

III. BACKGROUND AND IMPLEMENTATION
In this section, we describe TinyissimoYOLO, which we used
as the basis for our explorations, training, and dataset, the

75096 VOLUME 12, 2024



J. Moosmann et al.: Flexible and Fully Quantized Lightweight TinyissimoYOLO for Ultra-Low-Power Edge Systems

MCU platforms we compare to and deploy on, and the
deployment tools.

A. TINYISSIMOYOLO
TinyissimoYOLO is a general multi-object detection net-
work, designed to enable fast and accurate detection on
microcontroller platforms. Its architecture is shown in Fig. 1.
The original network, as proposed by Moosmann et al. [22],
uses an input resolution of 88 × 88 pixels and produces
an output vector of dimension (S × S (B ∗ 5 + C)), where
S × S is the grid of prediction cells, B is the number of
boxes predicted per cell and C is the number of classes. This
work explores the flexibility of this network by: increasing
the input resolution to trades improved detection performance
for increased computational load and a proportional increase
in the number of parameters of the last layer. The number
of detected classes C can also be varied, affecting only the
parameter count and computational volume in the last layer.
The CNN backbone used for feature extraction is small
in comparison to state-of-the-art object detection networks.
The original YOLOv1 network has 20GMAC and 45M
parameters, while the more recent YOLOv7 scales from
1.75GMACs to 420GMACs and 6.2M to 151M parameters.
In comparison, the deployed TinyissimoYOLO can be scaled
from 32MMACs to 57MMACs and from 441K to 887K
parameters. Using 8-bit quantization further reduces the
model size and memory footprint by a factor of 4 when
compared to equivalent 32-bit floating-point models, making
TinyissimoYOLO ideally suited for real-time inference on
resource-constrained MCU platforms.

In this work, we investigate the influence of network
parametrization on detection performance. In contrast to
the initially proposed TinyissimoYOLO [22], we train
TinyissimoYOLO with different input resolutions (88 × 88,
112×112 and 224×224 pixels), different numbers of output
classes C (3, 10 and 20) and different kernel sizes in the
first layer (3 × 3 and 7 × 7). Further, no dataset limitations
are posed, and no limitations to the number of objects per
image are set, which is in contrast to the initially proposed
TinyissimoYOLO network.

B. DATASET
Since the number of network parameters in the output layer
increases linearly with the number of object classes in the
dataset—Fig. 1 shows the output layer is defined by S ×

S (B ∗ 5 + C)—we chose the PascalVOC [35] dataset for
investigating the networks’ detection accuracy. Choosing
another dataset with more diverse classes would lead to even
bigger TinyissimoYOLO networks as can be seen in Table 2
when comparing the networks’ number of parameters with
the number of classes. 90%of the PascalVOC training dataset
was used to train the network, with the remaining 10%
serving as the validation set. The training data was augmented
with geometric operations such as cropping, scaling, and
shifting, as well as photometric operations including blurring,
and modifying the brightness, contrast, saturation, and hue.

C. NETWORK TRAINING AND QUANTIZATION
The hardware platforms we target offer the best performance
and full toolchain support for networks quantized to 8-bit
weight and activation precision. While smaller bitwidths can
offer further memory and storage savings [52], the lack of
native hardware support for sub-byte arithmetic would lead
to significant implementation and runtime overheads with
such aggressively quantized networks [53]. Furthermore,
quantization to sub-byte precision often incurs substantial
accuracy degradation. For these reasons, we evaluate only
8-bit quantized networks [54]. We used QuantLab1 [55]
to train and quantize the evaluated networks. QuantLab is
a modular, open-source framework for quantization-aware
training (QAT) based on PyTorch, offering experiment
management facilities, support for various quantization
algorithms, and automated model conversion functional-
ity from full-precision to trainable (fake-quantized) and
deployable integer-only quantized models. We train the 8-
bit TinyissimoYOLO networks in two phases, which process
is performed using Nvidia RTX4090 GPUs: First, a full-
precision network is trained to convergence. In the second
step, we perform QAT using the TQT [56] algorithm.
QuantLab converts the original architecture to a fake-
quantized version,2 where each convolution, fully con-
nected and activation layer is replaced with its quantized
equivalent. We initialize the fake-quantized networks from
the corresponding full-precision checkpoint, training with
weight-only quantization for some epochs before enabling
full-model quantization of weights and activations. The
full hyperparameters for both training phases are listed in
Table 3. After QAT has converged, the trained fake-quantized
model can be automatically converted to an integer-only
model. In the integerized model, normalization, rescaling
and activation layers are merged into requantization layers.
A requantization layer consists of channel-wise integer
multiplication, channel-wise addition, logical right shift and
clipping, effectively executing an affine transformation and
clipping in fixed-point arithmetic. This approach has been
described multiple times in literature and has been variously
termed ‘‘integer channel normalization’’ [52] or ‘‘dyadic
quantization’’ [58]. Finally, the integerized model is exported
as a backend- and hardware-agnostic ONNX model, where
the exported ONNX operators are annotated with precision
information, allowing the deployment backend to select the
correct kernels. Both the fake-quantized TinyissimoYOLO
models trained in QuantLab and the deployable integer-only
models generated from them exhibited no accuracy drop
compared to their full-precision counterparts. The integer
models generated this way are used for our accuracy
evaluations in Table 2. Only the GAP9 cluster deployment
pipeline supports processing the produced ONNX files.

1https://github.com/pulp-platform/quantlab
2A fake-quantized network takes values in a discrete subset of R. After

converting it to its fully integerized (or true-quantized) counterpart, it can be
executed using integer arithmetic [57].
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TABLE 1. TinyissimoYOLO network trained and evaluated on PascalVOC with different network configurations. This table shows the network performance
for the different network configurations. The naming convention of the different network configurations is: TY(TinyissimoYOLO):classes-1st layer’s
kernel-input resolution, for more details, see: Table 2.

TABLE 2. TinyissimoYOLO network trained and evaluated on PascalVOC.
This table shows the different network configurations which are
evaluated. Additionally, the number of network parameters and the
corresponding network model sizes are shown.

As the aim of this paper is a separate evaluation of platform
efficiency and model performance, we only deploy the
fully trained and quantized models on GAP9’s cluster. For
all other targets, we use the platform-specific quantization
and deployment flows on untrained networks and without
evaluating the resulting models’ accuracy. However, it is
important to note that all of the evaluated platforms support
the execution of this or an equivalent class of integerized
models, meaning that our results are representative for all
platforms.

TABLE 3. Training hyperparameters for full-precision training and
quantization-aware training (QAT) of our networks. We performed QAT
using the trained quantization thresholds (TQT) algorithm.

D. MCU PLATFORMS
We compare deployments on different MCU platforms,
which we introduce here.

1) ARM CORTEX-M4 AND CORTEX-M7
The used MCUs from STMicroelectronics (STM32H7A3
and STM32L4R9) each feature an ARM Cortex-M single-
core processor. The H7A3 and L4R9MCUs use a Cortex-M7
and a Cortex-M4 operating at up to 280MHz and 120MHz
respectively, with core voltages of up to 1.3V.

Apollo4b also uses an ARM Cortex-M4 processor
running up to 192MHz with a nominal core voltage
of 0.65V. Apollo4b’s main distinguishing characteristic
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is its utilization of Ambiq’s proprietary subthreshold
power-optimized technology platform, designed to offer
maximum power efficiency for edge applications.

MAX78000 features an ARM Cortex-M4, a built-in CNN
accelerator which has 64 specialized processors with built-in
convolutional engine, pooling unit and dedicated 442 kB
weight memory. In addition, a 32-bit RISC-V coprocessor
supports ultra-low-power signal processing.

2) GAP9
GAP9 features 10 RISC-V cores. One core acts as a fabric
controller, orchestrating system operation, while a parallel
ultra-low-power (PULP) cluster of 9 cores implementing
custom instruction set extensions is available for efficient,
high-performance execution of compute-intensive tasks.
Additionally, it includes NE16, a dedicated on-chip hardware
accelerator for CNN inference. The GAP9 architecture is
based on the open-source system on chip (SoC) Vega [59].
The cores’ maximum operating frequency is 370MHz
for both the 9-core cluster and the fabric controller. For
additional flexibility, GAP9 is provisioned for dynamic
voltage and frequency scaling, allowing users to trade-off
between latency and energy efficiency. The compute cluster,
consisting of 9 cores, one for orchestration and 8 workers,
offers general-purpose compute power at extreme energy
efficiency while the CNN hardware accelerator NE16 (based
on RBE [60]) is specialized for highly efficient MAC
operations. NE16 features 9×9x16 8×1bitMACunits, which
are optimally used in 3 × 3 convolutions, but it also offers
support for 1×1 and 3×3 depth-wise convolutions and fully
connected layers. GAP9 has a hierarchical memory layout,
with 128KiB of high-bandwidth, single-cycle-accessible L1
scratchpad memory in the cluster, 1.5MiB of interleaved
L2 memory for data and code as well as 2MiB of on-chip
flash memory. GAP9 also offers a rich set of peripherals
for connecting to external memory, sensors, and standard
interfaces such as UART, I2C, CSI, and others.

E. MCU DEPLOYMENT
Different MCU platforms require different deployment tools,
which we introduce in this section. Note that we deploy
networks to two compute domains on GAP9 (the RISC-V
cluster and the NE16 CNN accelerator) using two different
flows as described below and depicted in Fig. 2.

1) GENERAL-PURPOSE PROCESSOR DEPLOYMENT
For deployment to GAP9’s cluster, we use the DORY
framework [61] to map the precision-annotated ONNX files
generated by QuantLab. DORY is an automated deployment
utility for ultra-low-power edge platforms with hierarchical
memory layouts. It takes a precision-annotated ONNX file as
the input and generates ANSI C code which implements the
specified network on the target platform. Tiling between up
to three hierarchical memory levels (L1 scratchpad memory,
L2 main on-chip memory and L3 off-chip memory) is

FIGURE 2. Visualizes the training and the deployment workflow with the
corresponding tools used for each device.

automatically performed with an integer linear programming
(ILP)-based tiling algorithm which takes into account the
hardware-specific constraints (i.e., the memory size of each
hierarchical level) and various heuristics.

For deployment on the ARM Cortex-M4/M7 platforms,
we use TensorFlow-LiteMicro [43]. As such, the deployment
on the single-core ARM Cortex-M4 and M7 is performed by
quantizing the network weights to 8-bits, generating the C++
code using TensorFlow-Lite Micro, and compiling the code
for the corresponding microcontroller.

2) CNN ACCELERATOR DEPLOYMENTS
The deployment on MAX78000’s CNN accelerator was per-
formed by using Analog Devices’ ai8x-synthesis framework
to quantize the network weights, activations, and input using
a forked version of the Neural Network Distiller by Intel AI
Lab.3 Finally, the C code used to deploy the network on the
MAX78000’s CNN accelerator is generated by the ‘‘izer’’
tool, which converts the quantized trained model into C code.
The complete network fits the accelerator and all the weights
can be stored inside the weight memory of the accelerator.

Deployment of the network on GAP9’s NE16 neural
engine was done in collaboration with GreenWaves Tech-
nologies. To deploy networks on the GAP9 microcontroller,
GreenWaves Technologies distributes a deployment frame-
work called NNTool as part of the GAP SDK.4 NNTool is
used for 1) post-training network quantization 2) network
evaluation for activation and parameter sizing and 3) code
generation for deployment. Analogous to DORY, it calculates
a tiling of the model’s individual layers such that the data for
each tile fits into the L1 scratchpad.

3) END-TO-END EVALUATION
To perform an accurate measurement including the image
acquisition, we implemented the complete sensing pipeline
consisting of the microcontroller platforms running Tinyissi-
moYOLO and attached RGB cameras. In this way, the edge
inference can be performed with real-world data, without
relying on synthetic data from the dataset. We attached
an OV5647 RGB CMOS camera from Omnivision to the
GAP9 and attached the OVM7692 CameraCubeChip to

3https://nervanasystems.github.io/distiller
4https://github.com/GreenWaves-Technologies/gap_sdk
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the MAX78000. As such we are able to demonstrate the
functionality of the trained networks on two different devices.
We performed our measurements on the GAP9 evaluation Kit
and on a custom-designed PCB for the MAX78000, shown in
Fig. 3.

FIGURE 3. Left: GAP9 evaluation board with the OV5647 camera
attached. Right: custom-developed PCB featuring the MAX78000 with the
OVM7692 camera attached.

Further, Fig. 4 shows some examples of images captured on
GAP9 after processing with the TinyissimoYOLO network,
while Fig. 5 shows some other example images of a demo
running image capturing and inference on the MAX78000,
while streaming the image (after adding the detected boxes
on the MAX78000 itself) live, via UART, to an attached PC.

FIGURE 4. Example recordings of images with GAP9 and running an
inference of TinyissimoYOLO on the recorded images.

IV. EXPERIMENTAL RESULTS
To evaluate the trade-off between detection performance
and energy efficiency, we trained eighteen different network
variants on the PascalVOC dataset and report the mean
average precision (mAP) for each class in Table 1. All
network versions shown—with up to 20 detection classes
and input image resolutions of 112 × 112—can be deployed
on general-purpose MCUs such as GAP9. To compare the
performance of GAP9 with the reported performance on
the paper [22], we deployed TinyissimoYOLO (TY:3-3-
88) on GAP9. First, we deployed it on single-core MCUs
only5 to fairly compare to other single-core implementa-
tions such as STM32H7A3 featuring an ARM Cortex-M7,

5Despite GAP9 being multi-core, the network deployment was done such
that the inference runs only on one of the nine cluster cores.

FIGURE 5. Example recordings of images with MAX78000 running an
inference of TinyissimoYOLO on the recorded images.

STM32L4R9with an ARMCortex-M4 and the sub-threshold
computing microcontroller Apollo4b from Ambiq, also with
a single-core ARM Cortex-M4. Then we also deployed a
parallelized implementation, for the best possible perfor-
mance on the eight-core RISC-V cluster of GAP9 without
making use of the built-in neural engine hardware accelerator,
showing the advantages of a parallel platform. Using GAP9’s
capability to set the core voltage and frequency, we provide an
analysis of different operating points, mapping a Pareto front
of the latency-efficiency trade-off. As a last step, the network
is deployed on the NE16 neural engine of GAP9.

TinyissimoYOLOwas limited by the 442 kB in accelerator
weight-memory of the MAX78000, which restricted it to a
network with only 3 out of 20 available detection classes
being trained, with an input resolution of 88 × 88 pixels
to avoid relying on a specialized input streaming mode.
As GAP9 features a bigger (1.5MB) on-chip memory and
can even use external memory, we also chose a second variant
of the network, based on the results gathered. The second
version features an input resolution of 112 × 112 pixels
and is trained to detect 10 detection classes and has been
deployed on GAP9 (TY:10-3-112) in a single-core, multi-
core, and neural engine accelerated version. We compare
our implementations on GAP9 with the deployment on the
MAX78000 MCU. The single-core, multi-core, and neural
engine deployment performances are provided. We measured
the power consumption of the whole SoC which we supplied
with 1.8V and toggled a GPIO to detect the start and end of
the CNN execution.

A. NETWORK ARCHITECTURE VARIATIONS
The 18 trained networks vary in terms of network image input
resolution, the first layer’s kernel size, and the number of
classes the network is trained for object detection. Notably,
increasing the input resolution yields an increase in the input
to the last fully connected layer, while increasing the number
of classes yields an increase in the output of the last fully
connected layer. In particular, by changing the input or the
number of classes to detect, the number of network weight
parameters will change accordingly. Therefore, Table 2 lists
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all the trained variants of TinyissimoYOLO and reports
the number of parameters and the memory required to
store all the network weights in quantized 8-bits, and the
mAP. Table 2 further compares the result to the networks
reported in Lin et al. [49] (MBv2+CMSIS andMCUNet) and
Lin et al. [51] (MCUNetV2-M4 andMCUNetV2-H7). While
the TiniyssimoYOLO networks which are also trained on
images with 224×224 resolution havemuchmore parameters
compared to the MCUNets version one and two, they achieve
a lower mAP. However, TinyissimoYOLO with an input res-
olution of 112×112 has fewer parameters (about the same as
MBv2+CMSIS) but achieves higher mAP than MCUNetv1.
Additionally, MCUNet has 168MMACs with a detection
accuracy of 51.4% (MCUNetV2-M4 has 172MMACs and
MCUNetV2-H7 has 343MMACs), while the largest deploy-
able TinyissimoYOLO (TY:20-7-112) only has 57MMACs
achieving higher detection accuracy of 56.4% mAP. There-
fore, the small resolution TinyissimoYOLO version has a
great trade-off between detection accuracy, network sim-
plicity, and deployability onto accelerated MCU hardware.
Table 1 reports the mAP for each detection class as well
as the network’s overall mAP achieved by the quantized
to 8-bit networks. We varied the network input resolution
between 88 × 88 pixels, 112 × 112 pixels, and 224 ×

224 pixels. Even though we report training the network
with an input resolution of 224 × 224 pixels, the network
learning rate starting with 0.001 is unstable at the beginning
leading the network to not get trained properly. However,
by setting the initial learning rate to 0.0001, the network
training is stable again, even though it takesmore epochs to be
trained.

When varying the number of object classes to predict,
from 3 classes to 20 classes, for 88 × 88 pixel resolution
the number of parameters scales by a factor of 1.3×, while
for 224 × 224 pixel resolution, the scaling factor is 2×.
Notably, changing the network’s first kernel to a kernel size
of 3 × 3 to 7 × 7, we unsurprisingly note a constant increase
of 1920 parameters.

Comparing the performance of the various
TinyissimoYOLO networks, we first report the change of
the first layer’s kernel size from 3 × 3 to 7 × 7, which
increases the detection accuracy to 67%mAP for the network
TY:20-7-224. Compared to the network TY:20-3-224, this is
an increase of +7%. However, for networks of less than three
million network parameters, the kernel change leads to no
improvements for 3 detection classes, while it decreases the
detection accuracy for all remaining networks. Increasing the
input resolution constantly increases the mAP performance
in overall network detection accuracy. Notably, decreasing
the number of detection classes increases the overall mAP
performance of the network and of each detection class itself.

B. GAP9 - RISC-V MCU PERFORMANCE
We deployed two different CNNs, the original
TinyissimoYOLO (TY:3-3-88) for a fair comparison and an

FIGURE 6. TY:3-3-88 single-core execution consumes 26.14 mW on
average over 69.77 ms, resulting in an energy consumption of 1738 µJ.

FIGURE 7. Single-core execution of TY:3-3-88 (in blue) achieves
1.25 MAC/cycle and accumulates to a total of 26 Mcycles, distributed to
the different layers as shown here. Single-core execution of TY:10-3-112
(in green) achieves 1.29 MAC/cycle and accumulates to a total of 42
Mcycles, distributed to the different layers as shown here.

adapted network (TY:10-3-112) for more classes and higher
accuracy.

1) SINGLE-CORE PERFORMANCE
Here we report the single-core performance of both networks
deployed on GAP9.

a: TY:3-3-88
Single-core execution on GAP9 results in 26Mcycles,
so an equivalent of 69.77ms at the maximum frequency
of 370MHz while we reach 1.25MAC/cycles. The average
power consumption is 26.14mW, which gives us an energy
consumption of 1738µJ. In Fig. 6 we show the power
consumption of the single-core implementation, showing a
stable power consumption with a ripple, possibly from the
internal voltage regulator as we measure the whole SoC
power. In Fig. 7 we show the number of cycles by layer
in blue - we see that the convolutional layers are the most
computationally expensive, especially the first one.
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b: 112×112 INPUT 10 CLASSES
The single-core execution time of this network is 114.15ms
while consuming 2990µJ per inference. We show the cycles
per layer in Fig. 7 in green, seeing again that the first layer
consumes most cycles and max-pooling is insignificant with
only 3% of the overall number of cycles.

2) GAP9 MULTI-CORE MCU PERFORMANCE
We deployed two different CNNs, first the original Tinyissi-
moYOLO for a fair comparison and then an adapted network
for more classes and higher accuracy. Here we report the
multi-core performance of both networks.

a: TY:3-3-88
In Fig. 8 we show the speedup for execution on 8 versus
1 core, for parallelizing by columns and, for the convolutional
layers, by output channels. We first parallelized by columns,
which gives us good results for the first layers, however, leads
to low speedup on small spatial dimensions of feature maps.
Therefore we switched to parallelizing by output channels for
layers 11 and 12, gaining 245k cycles. Layer 13 can not be
parallelized by output channels, as it requires a higher stack
size than what we can allocate.

Overall we achieve a speedup of 6.14x running on 8 versus
1 core, only needing 4.4 MCycles.

FIGURE 8. TY:3-3-88 speedup from 1 to 9 cores per layer for the two
different parallelization schemes for convolutional layers.

GAP9 can run at frequencies up to 370MHz on both
the fabric controller and the cluster while maintaining an
inference efficiency of 7.73MAC/cycle on the multi-core
cluster. We measured energy consumption and latency for
different operating points between 50MHz and 370MHz,
always choosing the minimum core voltage at which the
system is still able to operate (in 50mV steps). The
MAC/cycle is not dependent on the frequency, meaning
the latency scales linearly with the frequency.

In Fig. 9 we show our results, marking Pareto front
points in green. We reach the most energy-efficient point at
150MHz, as this allows operation at the minimum voltage
of 0.65V. At this operating point, GAP9 only consumes

FIGURE 9. Latency versus energy efficiency at different operating points,
showing the Pareto optimal set in green.

FIGURE 10. Energy-efficient TinyissimoYOLO on GAP9 has a latency of
27.87 ms and an average power consumption of 18.16 mW.

490.21µJ per inference and exhibits a latency of 27.9ms.
Peak performance is reached at the maximum operating
frequency of 370MHz, with only 11.3ms latency and an
inference energy of 721µJ.
In Fig. 10, we show the power consumption per layer

for the most energy-efficient operating point (150MHz
at 0.65V). We see the resulting latency, 27.87ms, which
corresponds to an energy per inference of 490µJ. In Fig. 11
we show the power consumption per layer for the least
latency operating point, the aforementioned 370MHz at
0.8V. We see the resulting latency, 11.3ms, which with the
measured energy efficiency of 162µW/MHz corresponds to
an energy per inference of 721µJ.

In both Fig. 10 and Fig. 11 we visualize the execution
times of the different layers by different colors. We can note
a tendency that layers that parallelize better consume more
power - which is expected, as the cluster then is fully used.
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FIGURE 11. Peak performance TinyissimoYOLO on GAP9 has a latency of
11.3 ms and an average power consumption of 55.76 mW.

FIGURE 12. TY:10-3-112 speedup from 1 to 9 cores per layer, resulting in
an average speedup of 6.77 and 8.74 MAC/cycle.

b: TY:10-3-112
We achieve an overall speedup of 6.77 when parallelizing on
9 cores. In Fig. 12 we show the speedup per layer, as before
earlier convolutional layers parallelize better due to the higher
number of columns - however, in this network, there is
no need to parallelize by output channels as the speedup
of the last convolutional layers is still above 6. At peak
performance (370MHz) we achieve a latency of 16.87ms
while consuming 1057 µJ per inference. Optimizing for
energy-efficiency and running at 150MHz, latency increases
to 41.62ms while consuming 765µJ.

c: COMPARISON TO ARM
In Fig. 13 we compare our deployment on GAP9 RISC-V
cores (single-core as well as multi-core) against deployments
on the H7A3, L4R9, and Apollo. Comparing the single-core
versions, GAP9 clearly outperforms the other architectures in
terms of latency (by a factor of more than 10 to the next best

FIGURE 13. TY:3-3-88 performance comparison when deployed
quantized to 8-bit on different MCU architectures. The GAP9 single- and
multi-core implementation outperforms the other architectures in terms
of latency, inference efficiency, and energy per inference.

FIGURE 14. L1 memory allocation TY:3-3-88: The autotiler tiles weights,
in and output layers for copying them into L1 where necessary. However,
most layers are small enough to not require double buffering.

architecture) and energy per inference (by a factor of almost
50). In inference efficiency, we can also outperform the other
architectures, as we can execute vectorized 8-bit operations
on GAP9 contrary to the other architectures. For our multi-
core implementation, we show the most energy efficient
(150MHz) and least latency (370MHz) operating points
of GAP9. Compared to the peak performance single-core
implementation we can either achieve similar latency and
around 3x reduced energy per inference or reduce latency
by a factor of around 2.5 but only be around 2x more
energy-efficient.

C. GAP9 HARDWARE ACCELERATOR PERFORMANCE
We also deployed the proposed two networks on the
Hardware accelerator on GAP9.

1) TY:3-3-88
In Fig. 15 we show the cycles and MAC/cycle per layer.
We have an array of 9 × 9 NE16 engines that can
handle 16 multiplications at a time, so are ideal for a
multiple of 16 input channels. Note that max-pool layers
can not be executed on the accelerator, but have to be
computed on the cluster. Those two factors compromise
the MAC/cycle number for the first layer. On average we
achieved 41.22MAC/cycle. As the weights are constantly
kept in L2, the L2 requirements are almost constant, only
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FIGURE 15. Using the HW accelerator on GAP9 we can reach an average
of 41.22 MAC/cycle for TY:3-3-88, which leads to a total of 785 kcycles.

FIGURE 16. Energy-efficient TY:3-3-88 on the GAP9 hardware accelerator
has a latency of 5.24 ms and an average power consumption of 20.04 mW.

the first convolution needs 31kB of additional dynamic L2
memory for double buffering. The L1 requirements per
layer are displayed in Fig. 14. In Fig. 16 (150MHz, the
most energy-efficient operating point) and Fig. 17 (370MHz,
the least latency operating point) we show the power
consumption for the network running on the GAP9 hardware
accelerator. We observe that while the hardware accelerator
is active the power consumption is higher than when only
the cluster is active (on max-pooling operations, which is
executed tiled in two parts on the first layer). At (370MHz
we achieved a latency of 2.12ms and an energy per inference
of 149µJ, which is a 5.3x speedup compared to only using
the general-purpose cores. At 150MHz the latency is 5.24ms
while the energy per inference is 105µJ, reducing the energy
by 79% compared to the multi-core implementation.

2) TY:10-3-112
Deploying the 112×112 input network on theHWaccelerator
at 370MHz we reached 42.84MAC/cycle and a latency of
3.46ms, while consuming only 245µJ. Compared to the

FIGURE 17. Peak performance TY:3-3-88 on the GAP9 hardware
accelerator has a latency of 2.12 ms and an average power consumption
of 70.30 mW.

multi-core implementation this is a 4.9x speedup. Running at
150MHz we can improve the energy efficiency to 177µJ per
inference while increasing the latency to 8.54ms, reducing
the energy per inference by 77% compared to the multi-core
implementation.

a: COMPARISON TO MAX78000
In Fig. 18 we compare the most energy efficient (150MHz)
and least latency (370MHz) operating points of GAP9 to the
implementation on the CNN accelerated MAX78000 MCU.
Experimental results show the MAX78000 outperforms
the single-core and multi-core implementations on GAP9
in terms of latency, inference efficiency, and energy per
inference. However, the network implementation on the
neural engine of GAP9 outperforms the inference latency
and energy per inference of the MAX78000 because of the
high clock frequency available. Even though the inference
efficiency is 2.47x times less with 43.2MAC/cycle, GAP9
with the NE16 reaches a latency of only 2.12ms and energy
consumption of 149µJ at peak performance, being 2.6x faster
and 1.3x more energy efficient than the MAX78000. At the
most energy efficient frequency GAP9 still reaches a slightly
lower latency than the MAX78000, but can even reduce the
energy consumption by a factor of 1.8.

By using the GAP9’s multi-core processor or the neural
engine, we gain flexibility, as it is a multi-purpose architec-
ture that allows to deploy of arbitrary networks while the
MAX78000 is limited to a specific set of layers and only
internal memory. In section Section IV-A we showed that we
can gain accuracy and train for more classes if we can use
bigger networks that can be deployed on GAP9 but not on
the MAX78000.

b: COMPARISON TY:10-3-112:
We also deployed a more general-purpose TinyissimoYOLO
network on GAP9, which has a higher input resolution and
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FIGURE 18. TY:3-3-88 performance comparison when deployed
quantized to 8-bit on the CNN accelerated MAX78000 (50 MHz) MCU
compared to the most energy efficient (150 MHz), the least latency
(370 MHz) operating points of GAP9 and the neural engine of GAP9.

FIGURE 19. Performance comparison when deploying the network
TY:10-3-112 quantized to 8-bit on the GAP9 running on the single-core
(370 MHz), multi-core (150 MHz, 370 MHz) and on the neural engine of
GAP9 (370 MHz).

10 detection classes. In Table 2 we note the network has
700k parameters. Furthermore, the input of 112× 112 pixels
RGB image consumes another 100 kB of memory while the
in-between network calculations need at most approximately
375 kB of memory. As such, a microcontroller that needs to
run such a network requires at least 1MB of Flash while
having 512 kB of RAM. Furthermore, this network clearly
can not fit the MAX78000 anymore. We, therefore, deployed
the network on GAP9 only. In particular, we deployed the
network on one single core, on all nine cluster cores, and
on the neural engine itself. Fig. 19 shows the comparison of
the performances achieved. We note, despite the sheer size
of the network, it runs within 3.5ms on the neural engine,
while being executed 32x and 3x slower on the single-core
and multi-core implementation, respectively.

V. CONCLUSION
This work provides a comprehensive evaluation of vari-
ous network adjustments for TinyissimoYOLO for edge
processors with a 100s-of-KiB memory budget and in a 10s-
of-milliwatt-range power envelope. We demonstrate the ver-
satility of TinyissimoYOLO by training the network to detect
up to 20 classes. Despite its small size, TinyissimoYOLO
achieves remarkably high detection accuracy, coming close
to the performance of YOLOv1 when trained on the entire
PascalVOC dataset.

Additionally, we present an exhaustive investigation into
the network’s deployability with a fair benchmark and
discussion of single-core microcontrollers and the benefit of

parallelization. Furthermore, the novel RISC-V-based multi-
core GAP9 processor is compared with the MAX78000
accelerator and the GAP9’s neural engine (NE16). On NE16,
we find that inference at the maximum clock frequency of
370MHz only takes 2.12ms, with an energy consumption
per inference of 105 µJ, nearly half the energy consumption
compared to the MAX78000 platform for a 3-class network
with 88 × 88 input resolution. This network’s architecture
and size are largely dictated by the MAX78000 accelerator’s
limitations, which do not apply to GAP9’s heterogeneous
architecture - layers not supported by NE16 can still
be efficiently mapped to the multi-core RISC-V cluster.
We conclude that multi-core, general-purpose platforms are
essential to achieving acceptable performance and efficiency
levels. Heterogeneous systems incorporating domain-specific
accelerators provide an efficiency boost in accelerated appli-
cations, but the presence of tightly coupled general-purpose
processors is essential to maintain flexibility.

This is illustrated by the deployment of a larger, more
powerful 10-class TinyissimoYOLO network using a larger
input resolution of 112 × 112 pixels to GAP9’s cluster and
to NE16. Even with this more powerful network, GAP9
can perform 285 inferences per second, with the object
detection update rate ultimately restricted by the exposure
time of low-power cameras rather than inference latency.
The remaining time between frames could be used for
additional processing of the inference results, e.g. for object
tracking. In conclusion, the energy efficiency and real-time
capabilities of TinyissimoYOLOmake it well-suited for low-
power processors and applications such as always-on smart
cameras, where it can perform object detection efficiently.
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