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ABSTRACT With the continuous development of the automobile industry, fast and efficient body styling
methods have become crucial. Although traditional hand-drawn sketches and 3Dmodeling are feasible, they
often consume lots of time,manpower and financial resourceswhen facedwith complex design requirements.
Therefore, a quick method for car body modeling has become a hot topic in automotive design. This paper
proposes a three-dimensional automotive wireframe model generation and surface reconstruction method
based on a single image in any view. Firstly, 3D wireframe model generation for a single car image in any
view. By the MobileNet V2 network trained based on the established 2D car body library USMV3085, the
visual angle of a specific single car image in any view can be identified, following the relevant wireframe
model can be generatedwith theweight coefficients computed by constrained least squaresmethod according
to the key points and the corresponding rotated key points of the 3D wireframe library. Secondly, the
corresponding 3D surface is reconstructed automatically. With the skeleton line firstly computed by the
Skeleton Generation Algorithm for every 2D projected split part of the 3D wireframe model, corresponding
3D boundary relation pairs and control polygons are obtained, following the 3D surface is reconstructed
integrating all split parts. Compared to traditional computer-aided shape design, this automatic method
greatly shortens the research and development cycle and has certain reference significance in car body design.

INDEX TERMS Single view body modeling, skeleton line extraction, surface reconstruction.

I. INTRODUCTION
In the field of automobile design, body design is an important
part [1]. In the conceptual design phase, designers create
3D body models by hand-drawing 2D sketches from vari-
ous perspectives using 3D modeling software. Popular 3D
modeling software includes Catia [2] and Solidworks [3]. But
complex body designs can lead to lots of 3D modeling work
that consumes additional human, time, and money resources.
How to quickly model the car body through the single view
of the car, so as to shorten the development cycle, is a very
valuable research field.

The main process is as follows: 1) Establish and expand the
automobile 3D wireframe model library(Fig.1(b)); 2) Select
some key points of the 2D car body image in any view
(Fig.1(d)) and discriminate the visual angle by theMobileNet
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V2 network based on the USMV3085(Fig.1(c)); 3) Accord-
ing to the visual angle and the model library, the weight
coefficients can be computed by constrained least squares
method for the corresponding models; 4) Divide the car sur-
face into some blocks according to the body parts(Fig.1(f)),
and generate the Skeleton line for every block by the Skeleton
Generation Algorithm for Complex Shape(Fig.1(h)), further
the 3D control meshes (Fig.1(i))and the surface (Fig.1(j))for
the complex 3D shape; 5) Integrate all complex surfaces to
achieve the reconstruction of the three-dimensional surface of
the car body(Fig.1(k)). The complete workflow of the wire-
frame model and surface reconstruction is shown in Fig.1.

II. RELATED WORKS
A. THREE-DIMENSIONAL RECONSTRUCTION
3D reconstruction refers to the process of generating cor-
responding 3D objects or scenes from given 2D images or
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FIGURE 1. Model reconstruction flow.

other forms of data through calculation and inference. Com-
mon 3D reconstruction methods include stereovision [5],
stereomatching [6], point cloud reconstruction [7], and voxel
reconstruction [8]. Liu et al. [9] proposed a new framework
called PlaneMVS for 3D plane reconstruction from multi-
ple input views with known camera poses. Liu et al. [10]
proposed a practical 3D reality reconstruction framework
Deep3D, which was paired with a Multi-view stereo (MVS)
matching model based on deep learning and Adaptive
Multi-view Aggregate matching (Ada-MVS) model to obtain
a 3D texture grid model from multi-view oblique aerial
images. Chen and Zuo [11] proposed a two-stage training net-
work 3D-ARNet based on the reconstruction of point clouds
from a single image. Hou et al. [12] proposed a high-quality
voxel 3D reconstruction system for large scenes based on
branch and binding methods, which can reliably find the
best attitude data and has a high-precision dense 3D model.
Based on the idea of 3D reconstruction, this paper combines
image information and mathematical algorithms to recon-
struct the automobile surface automatically. In areas without
sufficient texture, such as monochrome backgrounds or clear
glass surfaces, stereo vision methods may not be able to
match corresponding points, resulting in low reconstruction
accuracy effectively; In areas with discontinuous textures or
object edges, stereo matching may produce discontinuous
parallax problems, resulting in noise or discontinuous areas
in the depth image; Point cloud reconstruction and voxel
reconstruction have high reconstruction accuracy, but the
computational complexity is very high and require a lot of
computing resources and time. In response to the problems

of the above methods, this paper, based on the idea of 3D
reconstruction, combines image information and mathemati-
cal algorithms to automatically reconstruct the car surface.

B. SINGLE-VIEW BODY MODELING
Single-view 3D reconstruction refers to the reconstruction
and recovery of 3D objects using a single image. This field
combines the knowledge of many fields, such as computer
vision, image processing, computer graphics, etc., and has
received extensive attention and research in recent years.
Common 3D reconstruction methods are divided into feature
point based [13] and deep learning based [14]. Han et al. [15]
proposed a 3D reconstruction method based on image feature
point matching. By improving SIFT, the initial matching of
feature points is achieved by using the neighborhood voting
method, and then the initial matching points are optimized
by using the improved RANSAC algorithm, and a new SFM
reconstruction method is obtained. Engelmann et al. [16]
proposed a key point detector that positions an object as
a central point and predicts all object attributes directly,
i.e. it selects an example shape from a given database.
Fu et al. [17] uses a data-driven deep learning framework
to automatically detect and classify building elements from
the laser-scanned point cloud scene, and uses a point-based
object classifier to determine the type of building compo-
nent according to the segmentation point, and matches each
detected object with the corresponding BIM entity according
to the nearest neighbor in the feature space. This paper takes
the 3D wireframe reconstruction of the automobile as an
example, by establishing the 3D wireframe model library of
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automobiles and determining the key points of a single view
using the MobileNet V2 deep learning network.

C. SKELETON LINE EXTRACTION
Skeleton line extraction refers to the extraction of skeleton
lines or central axes representing the main structure and
shape of objects from images or three-dimensional models,
to extract the skeleton outline of objects to carry out con-
cise geometric and topological expression of objects, reduce
the size of data, and facilitate shape analysis and process-
ing of objects. At present, the commonly used skeleton
line extraction methods include the grass fire transformation
method [18], the Voronoi diagram method [19], and the max-
imum circle cutting method [20]. Duan et al. [21] proposed
a new skeleton-based motion recognition method, called
PoseConv-3D. Compared with GCN [22], PoseConv3D is
more effective in learning spatiotemporal features and more
robust in pose estimation noise. Hu et al. [23] proposed
a new multi-scale time sampling module and depth spa-
tiotemporal feature extraction module, which strengthened
the receptive field of feature maps and enhanced the extrac-
tion of spatiotemporal-related feature information through
the network. For objects with complex shapes, the grass-fire
transformation method may produce broken or erroneous
central axes. The Voronoi diagram is susceptible to noise
and edge discontinuities, which may cause the generated
skeleton line to be not smooth enough or broken. For objects
with multiple connected parts or complex geometric shapes,
the maximum circle method cutting may generate too many
branches or unnecessary details, resulting in the extracted
skeleton line being too complex. Based on the above prob-
lems, this paper proposes a new skeleton extraction method
that can quickly realize skeleton extraction of complex wire-
frames.

D. SURFACE RECONSTRUCTION
Surface reconstruction can restore continuous 3D surface
models from discrete data representations. This is important
for processing and analyzing data obtained from the real
world. Surface reconstruction is a diverse and challenging
field that involves many different methods and techniques.
Point cloud [24] is one of the common data representa-
tions in surface reconstruction, which can accurately capture
aggregated information about an object’s surface. Voxels [25]
are discrete data representations in three-dimensional space.
Surface reconstruction can generate a surface model by
processing voxel data. Lv et al. [26] proposed a grid recon-
struction framework based on a 3D point cloud structure.
Preliminary reconstructed grids can be obtained according
to the detected local regions. Through grid optimization, the
initially reconstructed grids are optimized into isotropic grids
with significant geometric features. Ummenhofer et al. [27]
proposed generalized convolution kernel for 3D reconstruc-
tion using ConvNets of point clouds. This method uses a
multi-scale convolution kernel and can be applied to adaptive

meshes generated using octree. Point cloud data usually
comes from sensor acquisition or other methods, which may
contain noise and incompleteness. This can directly affect the
quality of the reconstruction results. The voxel reconstruction
algorithm involves the setting of some parameters, such as
voxel size, smoothing parameters, etc, but the parameter set
needs to be adjusted empirically, and different parameter set-
tings may lead to completely different reconstruction effects.
To address the above problems, this paper uses the skeleton
lines of the complex shapes of the detected body parts to
automatically realize the surface reconstruction of the 3D
wireframe model of the car.

E. ESTABLISHMENT OF AUTOMOBILE 3D WIRE-FRAME
MODEL LIBRARY
NURBS [28] is widely used in automobile modeling for
complex parts design, in which the shape is constrained by the
control points. Bézier curves were developed by the French
engineer Pierre Bézier in the 1960s for use in the field of auto-
motive design. It is widely used in 2D and 3D graphics, such
as drawing curves, creating fonts, modeling objects, and so
on [29]. The special cubic Bézier curve is composed of 4 con-
trol points with C2 continuity to meet the requirements of
car styling. The automobile 3D wire-frame model library is
created by Catia software based on the front, back, side, and
top views of the automobile design drawings. Each model is
composed of 70 cubic Bézier curves. The specific steps are
as follows: 1) Draw 70 standard cubic Bézier curve template
manually, as shown in Fig.2 in matlab software; 2) Enter
the sketch tracer interface in Catia, select the corresponding
view mode, import the four views of the car in sequence,
adjust the proportional size of the coordinate axes according
to the actual size given on the car design drawing, and the
final effect is shown in Fig.3(a); 3) Insert the standard curve
template parts drawn in step 1), as shown in Fig.3(b); 4) For
each three-dimensional curve, drag the control points in the
four views to match the real position of the curve; 5) Export
the curve model as *.stp file, which is used to generate all
the data coordinates of the wireframe model. 6). Repeat the
above steps to obtain 3D wireframe models of different types
and models of automobiles, and finally establish a database
composed of 14 hand-built wireframe models.

FIGURE 2. 3D wireframe model.

To normalize the model base constructed in this paper,
all models were translated and scaled with the front wheel
as the base point, and the wheel center of the calibrated
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FIGURE 3. Effect after importing the four views and Effect after importing
the standard curve template. (a) Import car four view.(b) Draw a
wireframe model.

model was (0,0) for the front wheel and (1000,0) for the
rear wheel. Define the shape of the model vector si =

(X i1,Y
i
1,Z

i
1,X

i
2,Y

i
2,Z

i
2, · · ·,X in,Y

i
n,Z

i
n)
T , of which i = 1 :

14, n = 70×4 = 280. The shape vectors of the 14 calibrated
3D models are denote-d as si matrix S = (sT1 , sT2 , · · ·, sT14)

T .
To further expand the wire-frame model library, the spe-

cific methods are as follows: 1) Firstly, zoom the height of
every model. Scale key points whose Z-axis value is higher
than the center point by multiplying 0.7, 0.8, 0.9, 1.1 and
1.2 respectively, and then incorporate them into the model
library after scaling; 2) Secondly, Scale the key points whose
Y-axis value is smaller than the back point of the front over-
hang (the intersection point of S20 and S21) by multiplying
0.8, 0.9 and 1.1 respectively, and scale the key points whose
Y-axis value is greater than the Y-value of the front point of
the rear overhang (the intersection point of S11 and S12) by
the multiplying 0.8, 0.9 and 1.1 respectively, and then incor-
porate them into the model library after scaling;3) The X-axis
values of all key points are multiplied by 0.7, 0.8, 0.9, 1.1,
and 1.2 respectively. Then incorporate them into the model
database after scaling. After the above steps, the final number
of 3D wire-frame models in the model library is 3528, with
the expanded model library is S = (sT1 , sT2 , sT3 . . . sT3528)

T .

III. SINGLE VIEW 3D WIREFRAME MODELING
A. ESTABLISHMENT OF DIFFERENT VIEW DATA SETS
Data sets such as front, side and rear views of the car can
be easily collected from the Internet, and other views of the
body from different angles can be generated by rendering
software. In this paper, 150 automobile models were selected
from the ShapeNet dataset, each model was rendered with

KeyShot 6.3 software, and the multi-angle automobile image
database USMV3085 was established by itself. The angle
classification is from 0◦ to 180◦, with an interval of 15◦,
as shown in Fig.4. Tab.1 is an example of one car for the
different angle categories and relative samples contained in
USMV3085.

FIGURE 4. Angle acquisition standard.

TABLE 1. Data related to model library expansion.

TABLE 2. Different angle categories and relative examples contained in
USMV3085.

B. SINGLE VIEW ANGLE ESTIMATION BASED ON
IMPROVED MOBILENET V2
MobileNet network is a lightweight convolutional neural
network suitable for mobile devices or embedded devices,
compared with traditional convolutional neural networks,

74906 VOLUME 12, 2024



B. Wang et al.: 3D Surface Reconstruction of Car Body Based on Any Single View

the number of model parameters and the amount of computa-
tion are greatly reduced [30]. Compared with traditional con-
volutional neural networks. The core idea of MobileNet V1
is to use dept-separable convolution to replace standard
convolution operations, but there are some problems: 1) Self-
convolution cannot change the number of channels, if the
channel number of the input is small, it can only be used for
low-dimensional feature extraction, and the effect is not good;
2) The inability to reuse the features. MobileNet V2 can solve
the above problems well [31].
Transfer learning refers to applying pre-trained model

parameters to a new model to help the new model train,
transfer annotated data or knowledge structure from related
fields, and complete or improve the learning effect in the
field of target recognition [32]. It can not only shorten the
training cycle of the model but also improve the test accuracy
and reduce the training loss rate. Therefore, in this paper,
the Mo-bileNet V2 model is used to train the data set con-
taining the automobile Angle label, and transfer learning is
combined to complete the identification of the automobile
angle.

The processed data will be named with 13 filenames of
0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦, 105◦, 120◦, 135◦, 150◦,
165◦, 180◦, as a label during training. After pre-processing
the collected 3-085 multi-view image data, in order to facil-
itate the training and testing of the model in deep learning,
the data set is randomly divided into the training set and the
verification set according to the ratio of 8:2. The experimen-
tal operating system is Windows 10, and the CPU model
is Intel Core i5-1126-0H@2.60 GHz. Through Python pro-
gramming, MobileNet V2 was used to build the network
model under the TensorFlow framework, and then training
was carried out. The model parameters were set to Image
Resize = 64×64, Learning Rate- = 0.001, Epoch = 50,
Batch Data = 64, and the trained model was saved as
Car-MobileNet.

The recognition accuracy of the vehicle view Angle
recognition system based on the MobileNetV2 network and
created by the method of ab initio training is about 97%
on the verification set, and the error analysis is shown
in Fig.5.

In this paper, the transfer learning method is used to build
a vehicle view Angle recognition system with small data sets,
which has a high recognition accuracy and can be used for the
next step of fast model matching and reconstruction.

C. KEY POINTS IN A SPECIFIC SINGLE VIEW
The key points are related to the accuracy of the targeted
reconstructed model. Too many key points will lead to bigger
reconstruction error, while too few will lead to the loss of
key information, resulting in too low accuracy of subsequent
reconstruction [33]. At the same time, considering the point
set matching with the template, this paper selects 35 key
points {Key Pi|i = 1 : 35} on the three-dimensional template,
as shown in Fig.6.

FIGURE 5. Error analysis of angle recognition for car images. (a) Training
set and verification set accuracy.(b) Training set and verification set errors.

FIGURE 6. 35 key points for the 3D wireframe template.

D. 3D WIREFRAME RECONSTRUCTION
For automobile 3D wire-frame model database {Si}mi=1, when
m is large enough, all the models in the database can be
used as the base and a new model can be obtained by lin-
ear combination of different weight coefficients. The model
contribution coefficient vector H is defined, whose element
Hi represents the contribution of the ith automobile model in
the model library to the reconstruction, and the sum of the
satisfied coefficients is equal to 1,

∑N
i=1 Hi = 1.

Taking the front 30◦ view angle of the car
body as an example, 17 key points are selected with
{KeyPi|i = 1, 2, 3, 4, 5, 12, 13, 14, 15, 16, 17, 18, 19, 22,
23, 24, 25} respective serials in every model are, {SK j|j =

81, 85, 1, 5, 9, 45, 61, 64, 93, 113, 117, 124, 157, 104, 116,
172, 100} as shown in Fig.7.

The three coordinate values vector Ui for the spe-
cific 17 key points of every model Si is calculated with
Ui = (X iSK81,Y

i
SK81,Z

i
SK81,X

i
SK85,Y

i
SK85,Z

i
SK85, ···,X

i
SK100,

Y iSK100,Z
i
SK100)

T is a column matrix. Assume the rotation
angle to the xyz coordinate system is [α, β, γ ], according
to the three-dimensional rotation matrix(equ.1), the rotation
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FIGURE 7. 17 key points drawn in different car images.

relationship is as follows: x ′

y′

z′

 =

 cosγ −sinγ 0
sinγ cosγ 0
0 0 1

  cosβ 0 sinβ
0 1 0

−sinβ 0 cosβ


×

 1 0 0
0 cosα −sinα
0 sinα cosα

 .

 x
y
z

 (1)

As there is only two-dimensional coordinate information,
the yz plane projection of the 17 key points is carried out for
every rotated model by equation 1 as U ′

i , and the basement
mat rix for the whole models of the 17 key points as U ′

=

[U ′

1,U
′

2, · · ·,U
′

3528], and define the y and z values of U
′ is K .

The real 17 key points of the image can be obtained by label-
ing the image as Zt, the shape relation matrix is established

by them as K×H = Zt . To solve the model contribution
coefficient H , the optimization object is to minimize the cost
function:

min||KiHi − Zt|| (2)

constraining by

Zt = Ki × Hi,
∑N

i=1
Hi = 1, 0≤Hi≤1 (3)

Using the constrained least square method, the coefficient
vector H can be obtained by. Further, the new model can be
calculated according to formula (4).

newmodel = S × H (4)

And finally, the reconstruction 3D wire-frame model is
shown in Fig.8.

FIGURE 8. Reconstruct the 3D wireframe model.

Fig.9 shows the result of the Angle projection of the corre-
sponding key points into the original image, where the red
points are the manually selected key points, and the green
points are the position points of the reconstructed projection.
Red points are the original real position, and green ones are
the reconstructed results.

Fig.10 is the reconstructed model corresponding to Fig.9
drawn in the image.

Similarly, select the key points of the rear 30◦ view Angle
of the body and calculate the projection. 19key points are
selected with {KeyPi|i = 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
16, 17, 18, 19, 22, 23, 24, 25, 30}, respective serials in every
model are {SK j|j= 13, 17, 20, 25, 29, 37, 45, 61, 64, 93, 113,
117, 124, 157, 104, 108, 172, 100, 41}. Fig.11 shows the ren-
dering result of the reconstructed model of the rear 30◦ view
Angle of the body.

E. ERROR ANALYSIS
Since a single 2D image lacks depth information, there will
be certain errors in reconstructing a 3D model based on 2D
key point information. For side views and deflection views,
the missing depth information is mainly in the x direction.
In this paper, the key points manually extracted from the
image are aligned with the key points of the model in the
model library, and the missing depth information in the x
direction is determined based on the best matching model.

The following is an analysis of model reconstruction errors
for different brands of cars. The main contents include:
1) extracting key points from the reconstructed models of
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FIGURE 9. Projection result for the front 30◦ view.

the front 30◦ view and the rear 30◦ view, and comparing
them with the key points accurately extracted by the manual
annotation method; 2) calculating the errors of all key points
after reconstruction. The error analysis results are shown in
Fig.12 and Fig.13.

From the error analysis results, it can be seen that the
reconstruction error of the key points of the front 30◦ view is
controlled within 60mm, and the reconstruction error of the
key points of the rear 30◦ view is controlled within 55mm.
Compared with the traditional reconstruction method, the
reconstruction accuracy based on a single view is improved.

IV. SKELETON LINE EXTRACTION OF COMPLEX
WIREFRAME MODEL
The modeling of complex body surfaces usually requires a lot
of manpower operation, including the generation of NU-RBS
spline curves and 3D body mesh. This paper relies on the 3D

FIGURE 10. Fig. 7 corresponds to the drawing result of the reconstructed
model in the image.

body contour model of cubic Bezier, splits the body surface
into simple areas, and uses the square calculation of complex
shape skeleton to get the best pair. Furthermore, the complex
shape of the quadrilateral mesh generation, the final integra-
tion of the vehicle’s three-dimensional quadrilateral control
mesh results, and generate the body of the three-dimensional
surface.

A. THE 3D WIRE-FRAME AREA OF THE BODY IS DIVIDED
INTO BLOCKS
According to the characteristics of the body surface, the
three-dimensional contour model of the entire body is divided
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FIGURE 11. The reconstruction model drawing results in the rear 30◦

view of the car body.

into regions, as shown in Fig.14 below, where different colors
represent different regions, including 13 areas, such as the
front face, engine hood, front window glass, top window
glass, rear window glass, trunk cover, tail area, front wheel
cover, side window, upper edge of side window, door, lower
edge of door and rear wheel cover.

B. 2D PROJECTION OF COMPLEX SHAPES
To simplify the calculation, the corresponding relationship
is generated on 2D complex shapes first. Take the complex
shape of the wheel cover area as an example, project it onto
the yz plane, generate boundary points with length 20 as the
spacing, discretize the contour boundary of the wireframe
in the clockwise direction and record the coordinate points,
denoted as Pi(i = 1, 2, . . . , n), corresponding to the normal
direction PNi. As shown in Fig.15.

FIGURE 12. Key point reconstruction error of the front 30◦ view of the
body.

FIGURE 13. Key point reconstruction error in the rear 30◦ view of the
body.

FIGURE 14. 3D block area.

C. OPTIMAL SKELETON WITH COMPLEX SHAPE
Taking skeleton lines as the midpoint of the optimal pair,
this paper transforms the quadrilateral grid division problem
of complex shapes into the extraction problem of the opti-
mal skeleton lines. The following is an iterative method to
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FIGURE 15. Complex shape projection.

calculate the optimal pair according to the area dichotomous
relation.

First, taking a parallelogram as an example, the selection
rule of its first optimal pair is shown in Fig.16, where the
optimal pair corresponds to case 1. The specific steps are as
follows:

FIGURE 16. Optimal pair selection rule.

Take the area of the whole region as allarea point to PiPj,
the area of the left region is area1, the area of the right region
is area2 and the maximum distance between the boundary
point of the left region and PiPj is H1 and the maximum dis-
tance between the boundary point of the right region and PiPj
is H2. The ratio of overlapping area to the whole area when
the regions on both sides are folded as PiPj is arearatio. The
relation value ijvalue is calculated according to formula (5).
The selection rule of the optimal pair is max

i,j
(ijvalue).

ijvalue =
arearatio
allarea

×
min(area1, area2)
max(area1, area2)

×
min(H1,H2)
max(H1,H2)

×
H1 + H2

|PiPj|
(5)

To speed up the calculation and optimize the point pair
relationship, the following constraints are established in the

search for the most advantageous pair relationship:

|area1 + area2 − allarea|
allarea

< 0.1

max(area1, area2)
min(area1, area2)

< 1.5

min(area1, area2)
allarea

> 0.3

arearatio> 0.2

cos
(
PN i,PN j

)
> 0.7 (6)

Among them, the above constraint condition (6) requires
that the area difference of the two parts divided by PiPj is as
small as possible, the overlapping area is arearatio> 0.2, and
the Angle between normal vectors should not be too large.

According to the iterative method, the optimal pair of
regions is found successively, and finally, the optimal pair
group of the whole region is established. The key steps of
the algorithm include:

(1) Initialize {PI}i = {Pi}, record all points of the serial
number as {BI }i = [1, 2, · · ·, n].
(2) The number of boundary points {PI}i is Np, and the

record allarea = polyarea({PI}i); Calculate the overlap area-
ratio of polygons on both sides arearatio; According to the
discriminant condition 2, the optimal advantage pair relation
is found, and the relation value ijvalue of the point pair is
calculated by the formula (5), and the optimal advantage
pair is calculated and recorded as [opti,optj]. For each point
pair, calculate the overlap area ratio arearatio. Check whether
formula (5) is satisfied. If so, the optimal advantage pair is
calculated and recorded as [opti,optj].
(3) According to the optimal advantage pair relation

obtained by the first calculation, the subsequent optimal
advantage pair relation is calculated in sequence. Repeat until
no new point pair relationships can be found.

(4) The skeleton line is composited by finding the two
optimal midpoints from the original boundary points, and
connecting these midpoints of boundary points in sequence
to form a skeleton line.

(5) Output the sequence of optimal point pairs
The algorithm is as follows:
Fig.17 is the result of the point-pair relationship in the

complex area of the front wheel cover shown in Fig.15.
The points composed of the midpoint sequence of the

record point pair are listed as skeleton lines, where the first
and last points are the midpoints on the original boundary,
forming a complete path including the starting point, the
middle point and the end point of the skeleton line. Finally,
the path is drawn on the graph through the blue dashed line to
visually show the skeleton line. Fig.18 shows the extraction
results of skeleton lines(blue dashed line) with black lines as
complex boundaries.

V. BODY SURFACE RECONSTRUCTION
According to the optimal sequence obtained by the algorithm,
combined with the 3D control curve at the end of the skeleton
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Algorithm 1 Skeleton Generation Algorithm for Complex
Shape
Input: clockwise discrete wire frame boundary point
{Pi} and corresponding normal direction {PNi}
Output: The most advantageous sequence number[
KJ1
KI1

· · ·

· · ·

KJ k
KI k

· · ·

· · ·

KJ k+1
KI k+1

· · ·

· · ·

KJN
KIN

]
1: Initializ{PIi}={Pi}, record all points of the serial number
as {BIi}=[1,2,. . . ,n].
2: Find optimal point pairs:

Initialize opti = 1, optj = 1
Iterate over all pairs (i, j):
Calculate areas area1 and area2
Calculate overlap area ratio arearatio
If arearatio satisfies constraints (6)
Calculate advantage value ijvalue
If ijvalue > optvalue
Optvalue = ijvalue;opti = i; optj= j;

If no optimal pair is found, opti=[], optj=[];
3: Iterate to calculate:

Calculate the initial optimal pair [opti0, optj0]
For k = 1: Niter :

Calculate optimal pair [optik, optjk]
Repeat until no new pair is found

4: Generate skeleton:
Composite skeleton line by finding the optimal
middle
points and connecting them in boundary order

5: Output the sequence of optimal point pairs

FIGURE 17. Boundary relation pair and curves at both ends.

line, the 3D control shape of the complex shape is restored.
Finally, all areas are integrated to obtain the surface recon-
struction results of the entire body.

Both ends of control curve[BeginP0, BeginP1,BeginP2,
BeginP3], [EndP0, EndP1,EndP2, EndP3]. It is rigidly
scaled and rotated into[[0,0],BP1, BP2,[1,0]] and [[0,0],EP1,
EP2,[1,0]] respectively, and then the three-dimensional con-
trol lines between the sequences are calculated according to
the optimal sequence obtained by algorithm 1. The results are

FIGURE 18. Extraction result of complex closed wire-frame skeleton.

as follows:

Lk1 =

∣∣∣P20 − P
1
0

∣∣∣ + · · · +

∣∣∣Pk+1
0 − P

k
0

∣∣∣
Lk4 =

∣∣∣P23 − P
1
3

∣∣∣ + · · · +

∣∣∣PN3 − P
N−1
3

∣∣∣
ratioP0S = [L11 , · · ·, Lk1 , · · ·, LN−1

1 ]/LN−1
1

ratioP3S = [L14 , · · ·, Lk4 , · · ·, LN−1
4 ]/LN−1

4{
Pk1

}
= ×(1 − ratioP0S(k))P01 + ×ratioP0S(k)P

N+1
1{

Pk2
}

= ×(1−ratioP0S(k))P02 + ×ratioP1S(k)P
N+1
2

The combination of control points in the whole region is
obtained as follows:

P10
P11

· · ·

· · ·

Pk0
Pk1

· · ·

· · ·

Pk+1
0
Pk1

· · ·

· · ·

PN0
PN1

P12
P13

· · ·

· · ·

Pk2
Pk3

· · ·

· · ·

Pk+1
2
Pk3

· · ·

· · ·

PN2
PN3


The 3D rendering of the control polygon and the quadri-

lateral composed of the control polygon according to the
obtained control points is shown in Fig.19.

FIGURE 19. Control the generation of polygons.

As can be seen from the results in Fig.19, the corre-
sponding relationship obtained at present is not detailed
enough, and the corresponding relationship needs to be
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further refined. The relational point pairs in the refining pro-
cess are generated using the dynamic time adjustment (DTW)
algorithm. According to the pair-to-pair distance between the
point set P(KIk : KIk+1) and the point set P(KJk : KJk+1),
the optimal correspondence relationship is found, and finally,
a fine quadrilateral mesh is generated and 3D surfaces are
drawn, as shown in Fig.20.

FIGURE 20. 3D surface generation.

By integrating all the body parts(Fig.21), the 3D surface
result of the whole body can be obtained, as shown in Fig.22.

FIGURE 21. Surface result of every complex part.

FIGURE 22. Integration of whole complex areas.

VI. CONCLUSION
In this paper, an automatic method of 3D wireframe and sur-
face model reconstruction of a single car body image in any
view is proposed. Firstly, a 3D wireframe model library was
established to determine the key points of the car body. Based
on the constructed MobileNet V2 vehicle view recognition
system, the weight coefficients were calculated using the
constrained lease level method to complete the 3D wireframe
model reconstruction under any view Angle. On this basis,
the vehicle surface is divided into several blocks according

to the body parts, and the control polygon mesh of each
block is generated by the skeleton line extraction algorithm
to obtain the complex three-dimensional shape of the surface,
and all the complex surfaces are integrated to achieve the
three-dimensional surface reconstruction of the body.

In this paper, we take a sedan as an example to show in
detail the complete process and effect of car body 3D surface
reconstruction based on a single view. However, in practical
applications, this method can be extended to other models.
By establishing a database of different models, we can also
use the method introduced in this paper to achieve car body
3D surface reconstruction.

The reconstruction accuracy of the car model is affected
by the selection of key points and the number of model
libraries. More appropriate key point selection and richer
model libraries can significantly improve the accuracy of the
reconstruction results. Therefore, future work can focus on
the following two aspects:1) Analyze the styling features of
different models and select key points to reduce reconstruc-
tion errors. By deeply studying the design features of different
models, we can more accurately determine the key points,
thereby improving the accuracy and quality of reconstruction.
2) Establish a larger number of model libraries to improve
training accuracy. Expanding the scale of the model library
will provide the algorithm with more diverse training data,
thereby enhancing its generalization ability and accuracy.
By carrying out further work on the above two aspects, we can
continuously improve the level of car body 3D surface recon-
struction technology to better meet the needs of practical
applications.
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