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ABSTRACT Classification algorithms are one of the important research topics in the artificial intelligence,
widely applied in various scientific and engineering fields. Extreme learning machine is a single hidden
layer feed-forward neural network algorithm. Compared with traditional neural network models, the training
speed and the generalization ability are also better. In terms of methodology, this study first innovatively
improves the traditional Grey Wolf Optimization (GWO) algorithm to enhance its convergence and search
ability. Specific improvement measures include implementing the reverse learning strategy to reduce the
initial dependence of the algorithm on population distribution, and adding exploration perception strategy to
enhance its global search ability by calculating heuristic factors, so as to identify the global optimal solution
more effectively. The results showed that the improved W-DH-ELM model had excellent performance on
multiple standard data sets. In particular, the average accuracy was more than 90%, which was significantly
higher than other benchmark classification models. In terms of operation efficiency, the running time of
the new model on different data sets was significantly reduced, accounting for less than 25%, and the lowest
running timewas only 4.89%. These experimental results verify the effectiveness of the introduced intelligent
optimization algorithm in improving the performance of traditional ELM model without changing the
original model structure. The improvedW-DH-ELMmodel not only maintains the fast training performance
of ELM, but also has higher accuracy and stability, which shows its superiority in dealing with complex
classification tasks. In summary, the weighted two-hidden layer extreme learning machine optimized by the
improved GWO proposed in this study has significant advantages in classification problems, providing a
new perspective for future machine learning applications and research.

INDEX TERMS Two-hidden layer extreme learning machine, Grey wolf optimization algorithm, classifi-
cation model, reverse learning, perception strategy.

I. INTRODUCTION
Artificial intelligence plays a crucial role in key areas such as
agriculture [1], disease diagnosis [2], and logistics manage-
ment [3]. Machine learning, a multi-disciplinary approach,
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has achieved significant results in various tasks [4], [5].
Classification is a hot research direction in machine learning.
Many scholars have proposed many methods [6]. However,
neural networks have some drawbacks, such as requiring
continuous iteration and longer running time. To address
these issues, a single Hidden Layer (HL) feed-forward neural
network model called Extreme Learning Machine (ELM)
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is proposed, which has significant advantages in parame-
ter setting [7], [8]. The operational efficiency refers to the
resource utilization and execution efficiency exhibited by the
model during task execution. ELM uses random initialization
parameters to obtain output layer weights analytically, elim-
inating the need for parameter updates and greatly reducing
the model running time, making it an efficient neural network
model [9]. However, ELM still faces challenges in address-
ing classification issues, such as model uncertainty due to
random parameter generation and the inability to guarantee
optimal classification performance. To address these chal-
lenges, this research aims to improve the ELM classification
algorithm using intelligent optimization algorithms, propos-
ing an improved Grey Wolf algorithm optimized Weighted
Two-hidden layer Extreme Learning Machine (WTELM)
model, which is also the core technology of research.

Based on the WTELM, the HL is added on the basis of the
traditional ELM. The weight factor is introduced to improve
the ability of the model to capture the internal structure of
data. To improve the performance of the model, the struc-
ture and parameters are adjusted by optimizing the strategy.
Relying on TELM, the weighted concept is innovatively
introduced to propose the WTELM model. Meanwhile, it is
planned to improve the Grey Wolf Optimization algorithm
(GWO) by changing the update method of convergence fac-
tors. The reverse learning and exploratory perception strategy
are introduced to enhance the search ability of the optimal
solution.

Through model improvement and algorithm optimization,
the research improves the model performance in capturing
the internal structure of data and its ability to search for
optimal solutions, thus improving the overall performance.
This research has made innovative achievements in improv-
ing the ELM model, designing the intelligent optimization
algorithm, and combining the two, providing new ideas and
methods for the development of related fields. The first
part introduces the current research of ELM and intelli-
gent optimization algorithms. The second part provides a
detailed description for the WTELM proposed in the study
and the improved model used for optimization. The third part
introduces the experiments and the results. The fourth part
summarizes the research and explains the shortcomings and
future research prospects.

ELM has garnered interest from researchers. Its speed
and efficiency have led to widespread use in fields such as
fault andmedical diagnosis, image and classification process-
ing. A. Gumaei et al. proposed a hybrid feature extraction
and regularization ELM for brain tumor classification. The
method pre-processed brain images with min-max normal-
ization to improve the contrast. The findings suggested that
it outperformed current technologies. In a random retention
experiment, the accuracy increased from 91.51% to 94.233%
[10]. X. Zhao et al. proposed a fault diagnosis method for
multi-channel motor rotor systems. This method achieved
rapid fusion and intelligent diagnosis of multi-channel data

through the multi-manifold deep ELM algorithm. The pro-
posed MDELM had higher efficiency [11]. F. T. Al Thief
et al. proposed a sound pathology detection and classification
system. The system used an online sequential ELM model as
a classifier and Mel frequency coefficients as feature extrac-
tion. According to the findings, the model could achieve the
highest accuracy of 91.17%. The precision reached 94%,
and the recall rate reached 91%. In addition, the F-value,
G-mean, and specificity of the model were 87%, 87.55%,
and 97.67%, respectively [12]. The shortcomings of tradi-
tional ELM in wind power prediction had low prediction
accuracy and model instability. Therefore, N Li et al. pro-
posed a kernel ELM based on differential evolution and cross
validation optimization to predict short-term wind power
generation. According to the findings, the convergence speed
was twice that of the genetic algorithm. Differential evolu-
tion method improved the model accuracy by 8.34% [13].
F. Zhang and other scholars developed an ELM model using
voxel morphology measurement technology based on mag-
netic resonance imaging to distinguish Alzheimer’s patients
and normal control groups. The classification accuracy of
the ELM model was as high as 0.96. The results of the
other three methods were 0.82, 0.79, and 0.75, respectively. It
performed best in distinguishing Alzheimer’s patients, which
was helpful for disease diagnosis [14]. Shariati et al. proposed
a mixed model combining ELM and GWO for the concrete
compressive strength prediction, but this method would lead
to poor prediction results due to over-fitting in some cement
materials [15]. Aiming at the low efficiency of ELM in pro-
cessing large-scale data and the uncertainty in HL weights
and bias configurations, M. A. Salam proposed a hybrid ELM
algorithm combined with swarm intelligent optimization
technology. The research proved that its accuracy was excel-
lent [16]. Aiming at the serious consequences of open-pit
blasting, C. Li et al. used the swarm intelligence optimization
algorithm ELM model for prediction. The performance of
the ELM model was improved. The experimental results
proved its excellent prediction accuracy [17]. K. Roushangar
proposed a nuclear ELM model based on GWO to improve
the prediction accuracy of the water discharge coefficient to
solve the poor accuracy. The research proved that the model
had excellent performance compared with Support Vector
Machine (SVM) and Gaussian Process Regression (GPR).
However, there were still efficiency problems [18]. Aiming at
the ECG signal separation problem in the diagnosis of heart
disease, A. Diker et al. proposed the differential evolution
algorithm combined with hidden neurons in ELM to solve the
accuracy problem of ELM classification. The experimental
results showed that the accuracy reached 83.12%, which still
had a large optimization space [19].

Intelligent optimization algorithms imitate the behavior of
biological groups such as predation and hunting to find the
optimal solution. It can be searched by imitating the popula-
tion characteristics of different organisms [20]. The research,
improvement, and application of intelligent optimization
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algorithms have also been popular. W. Liu et al. proposed
a novel Particle Swarm Optimization (PSO) algorithm. The
newly proposed adaptive weighted strategy took into account
both the distance from the particle to the global optimal
position and the distance from the particle to the individual
optimal position. According to the findings, it significantly
improved the convergence speed of the particle swarm opti-
mizer and outperformed the currently popular PSO [21].
X.F. Song et al. proposed a three-stage hybrid feature selec-
tion algorithm based on correlation guided clustering and
PSO. The aim was to address the dimensional and high
computational cost constraints of high-dimensional feature
selection problems. It could obtain a good subset of features
with the lowest computational cost [22].
Previous studies indicate that ELM has a rapid training

process and robust generalization capability, which can be
applied in various fields. The GWO algorithm is notable for
its high performance and straightforward parameter config-
uration, making it a preferred choice for engineering and
optimization tasks. Practical applications frequently necessi-
tate customized enhancements. Consequently, the WTELM
model is introduced, integrating weights into TELM. The
model employs reverse learning and exploratory strategy
to improve the GWO. The refined algorithm optimized
WTELM, generating a classification model with enhanced
stability, precision, and speed.

II. AN IMPROVED GREY WOLF OPTIMIZATION
ALGORITHM FOR OPTIMIZING WEIGHTED
DOUBLE HIDDEN LAYER LIMIT
LEARNING MACHINES
Based onGWO’s excellent adaptability to classification prob-
lems, it is chosen as the basic algorithm. The motivation
of combining ELM and GWO. GWO uses global search
capability and excellent adaptability to improve the initial
parameter selection of ELM in classification problems, thus
enhancing the learning efficiency and classification accuracy
of the model. The reverse learning initialization is used to
improve its convergence accuracy and convergence speed.
The heuristic perception strategy model is introduced to solve
the problem of GWO falling into local optimal solution dur-
ing the iteration process. Based on the improved GWO, the
weighted concept is introduced to improve the classification
performance of the model.

A. IMPROVED GREY WOLF OPTIMIZATION ALGORITHM
The GWO is a heuristic optimization algorithm that simulates
the hierarchy and hunting behavior of grey wolves [23].
Heuristic perception strategy is a technique used in optimiza-
tion algorithms, which guides the search process based on
heuristic rules to explore the solution space more efficiently
and find the global optimal or approximately optimal solu-
tion. When it comes to parameter optimization of machine
learning models, heuristic perception strategies often draw
inspiration from phenomena or biological behaviors in
nature, such as natural selection and genetic mechanisms

in genetic algorithms, or bird hunting behavior in PSO.
In the classification problem, the social hierarchy of GWO
maintains a balance between exploration and utilization.
Compared with traditional classification algorithms such as
SVM and Naive Bayes (NBM), Wolf pack cooperation strat-
egy can help the algorithm jump out of the local optimal and
improve the probability of finding the global optimal solu-
tion. The simple rules and dynamic adjustment strategy make
the algorithm adaptable and easy to implement. According
to the hunting process of grey wolves, the hunting behavior
can be summarized into three steps. The first is to track
and approach the prey. During the tracking and approach-
ing prey, the grey wolf updates the position by calculating
the distance D⃗ in the grey wolf and the prey, as shown in
formula (1) [24].{

D⃗ =

∥∥∥C⃗ · X⃗p (t) − X⃗ (t)
∥∥∥

X⃗ (t + 1) = X⃗p (t) − A⃗ · D⃗
(1)

In formula (1), t is the current iteration. X⃗ and X⃗p are
position vectors of prey and grey wolf. A⃗ and C⃗ are coefficient
vectors, respectively, as shown in formula (2).{

A⃗ = 2a⃗ · r⃗1 − a⃗
C⃗ = 2r⃗2

(2)

In formula (2), a⃗ is the convergence factor. Its value
decreases linearly within the [0, 2] range during the iteration
process. r⃗1 and r⃗2 are random numbers within [0, 1]. The
second step of grey wolf hunting is to chase and surround the
prey. The grey wolf population consists of four levels, from
highest to lowest being α wolf, β wolf, δ wolf, and ω wolf.
In the actual hunting process, the α wolf cannot determine the
specific location. Therefore, the location of the α wolf is the
potential optimal solution location, followed by the β wolf
and δ wolf. When chasing prey, the top three wolves guide
the action ofωwolf and update the position of individual grey
wolves. The process of grey wolves surrounding their prey is
shown in Figure 1.

FIGURE 1. Schematic diagram of the process of grey wolves surrounding
prey.

After tracking and surrounding the prey, formula (3) is used
to adjust the position of the grey wolf and prey, and then
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launch an attack on the prey.

a = 2 −
2t
T

(3)

In formula (3), T is the maximum iteration. An increase
in the a value indicates that the grey wolf is moving away
from the prey for a global search. If the a value decreases,
it indicates that the grey wolf is approaching the prey for
local search. The strict social hierarchy system in the grey
wolf population is used as a biological prototype. The hunting
process, group coordination, and other population behaviors
of the grey wolf are described through mathematical lan-
guage. In the improved GWO algorithm, α wolf still holds
the highest social status. It determines the actions of the entire
wolf population. The other grey wolves are all under control.
However, as a qualified leader, wolves also actively listen to
the opinions of other grey wolves. β wolf ranks second and
needs to follow the command of α wolf. The opinions of α

wolf are conveyed to other grey wolves. It can also direct
the activities of δ and ω. When α wolf ages or experiences
accidents, β wolf becomes the best candidate as the second
leader. δ wolf has a lower status and operates under the
control of α wolf and β wolf, but it can guide the behavior
of ω wolf. ω is the lowest level member and must obey the
commands of α, β, and δ, without any command authority.
Due to the position at the bottom of society, it has become a
target for α wolf, β wolf, and δ wolf to vent their emotions,
making important contributions to maintaining the harmony
and stability of the population. When grey wolves hunt, they
first need to track their prey and gradually approach their
location. The improved grey wolf position update is shown
in formula (4).{

D⃗new =

∥∥∥C⃗ · X⃗pnew (t) − X⃗new (t)
∥∥∥

X⃗new (t + 1) = X⃗pnew (t) − A⃗ · D⃗new
(4)

The coefficient vectors A⃗ and D⃗new remains unchanged.
The prey encirclement is commanded by three headed
wolves, namely α wolf, β wolf, and δ wolf. However, they
actually do not know the specific location of their prey.
Therefore, in the improved GWO, the location of the three
headed wolves is considered as a potential location for prey.
Assuming that three wolves have a better understanding for
the location information, they can guide other prey to update
and iterate. The position X⃗new (t + 1) of the current solution
is shown in formula (5).

X⃗new (t + 1)

= (fα/f ) · X⃗new_1 +
(
fβ/f

)
· X⃗new_2 + (fδ/f ) · X⃗new_3 (5)

In formula (5), X⃗new_1, X⃗new_2, and X⃗new_3 are updated
positions of α wolf, β wolf, and δ wolf. fα , fβ and fδ are
the fitness values calculated by the objective functions based
on the positions of α wolf, β wolf, and δ wolf. The sum of
the three is f . In the improved GWO algorithm, when prey
surrounded by grey wolves no longer moves, grey wolves
begin to attack their prey. When prey is caught, the grey wolf

terminates the hunting activities. When attacking prey, the
size of A⃗ is used to determine whether the grey wolf launches
an attack on the prey. The decreasing method and value range
of the convergence factor a⃗new determine the size of A⃗. The
value range of A⃗ is between (−2a, 2a). The a⃗new is shown in
formula (6).

a⃗new = 1 + cos (π · t/T ) (6)

The convergence time of the GWO algorithm in solving
task scheduling is related to the distance between the grey
wolf leadership and the optimal solution. If the adaptability
of the leadership is high enough, that is, if it is close to the
optimal solution individual, it indicates that the convergence
speed of the algorithm is faster [25], [26]. The classical
GWO algorithm generates initial positions for each dimen-
sion through random functions in the initial stage. This results
in the convergence speed being affected by the initial position
of the grey wolf. The quality of the initial position determines
the convergence accuracy and speed. Therefore, the reverse
learning is used to initialize the population in the initial stage.
It can enable grey wolves to undergo manual intervention in
the initial stage, making a purely random event controllable
to improve the quality of the initial population. At the same
time, the GWO algorithm falls into a local optimal solution
during the iteration process. Therefore, a further OTGWO
algorithm is proposed. The exploratory perception strategy
model proposed in the study is shown in Figure 2.

In Figure 2, theOTGWOalgorithm generates h exploratory
perception factors q around all grey wolves during the itera-
tion process. The size of q depends on the problem, initial
population, and iteration. When the problem size is the same,
a smaller initial population indicates a larger exploratory
perception factor value q. As the iterations increase, the lead-
ership ability of grey wolf tends to stabilize, making it easier
to find the global optimal solution in the connection space.
At this point, the number of q should decrease. In summary,
the initial value of q is inversely proportional to the initial
populations. It is also linearly decreases with the increase of
iteration times. The process of OTGWO algorithm is shown
in Figure 3.
By introducing heuristic sensing factors, the global search

capability of GWO can be significantly enhanced. Compared
with the standard GWO algorithm, the heuristic perception
factor provides an additional exploration mechanism, allow-
ing the algorithm to find the optimal solution in awider search
space. Specifically, when the fitness of the solution generated
by a single grey wolf exceeds its current position according
to the temptation perception factor. The temptation position
will replace the original position, thus guiding the grey wolf
to move to a potentially better area. Compared with the gray
wolf iteration in the standard GWO algorithm, probing the
perception factor can provide a wider search space. When the
fitness of the j-th exploratory perception factor produced by
the i-th grey wolf is better than that of the grey wolf itself,
the exploratory perception factor replaces the original grey
wolf. When all exploratory perception factors are processed,
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FIGURE 2. Schematic diagram of exploring the perception strategy model.

the fitness of all grey wolves is recalculated and the α, β, and
δ wolves with leadership abilities are re-selected.

B. OPTIMIZATION WEIGHTED DUAL HIDDEN LAYER ELM
CLASSIFICATION MODEL BASED ON OTGWO ALGORITHM
To improve the classification performance and generaliza-
tion ability of ELM algorithm, the weighted idea is further
introduced into ELM algorithm. This improvement is mainly
for the output of HL neurons in the ELM algorithm. Each
output is introduced with a weighted factor to enhance or
weaken the contribution of certain neurons, thereby bet-
ter capturing and processing the complex relationships of
input data. The difference between ELM and traditional neu-
ral networks is that the parameters from the input to the
hidden in the ELM are randomly initialized. The weights
from the HL to the OL are analytically calculated. There
are N different samples

{
(xi, yi)

∣∣xi ∈ Rd , ti ∈ Rm
}N
i=1. xi =

[xi1, xi2, · · · , xid ]T is the i-th training sample. The dimension
is d . ti = [ti1, ti2, · · · , tim]T is the expected output of i.
Therefore, the output matrix H of the ELMmodel with L HL
nodes is shown in formula (7).

H =


h (x1)
h (x2)

...

h (xN )

 =


g

(
wT1 x1 + b1

)
· · · g

(
wTL x1 + bL

)
g

(
wT1 x2 + b1

)
· · · g

(
wTL x2 + bL

)
...

. . .
...

g
(
wT1 xN + b1

)
· · · g

(
wTL xN + bL

)

(7)

In formula (7), (wi, bi) is the parameter of the i-th neuron in
the hidden.W = (w1,w2, · · · ,wL) and b = (b1, b2, · · · , bL)
are parameters that act on the input layer of the HL. g (·) is
the activation function of HL neurons. The commonly used
activation functions include Radbas function, Sine function,
Sigmaid function, and Hard limit function. The training goal

of ELM is to train model parameters to approximate the
training samples. The objective function LELMMinimize is shown
in formula (8).

LELMMinimize =
1
2

∥Hβ − T∥
2
2 (8)

In formula (8), β is the output weight. T is the objective
matrix of the training set. When the activation function is
infinitely differentiable, the HL output matrix H is fixed for
the given parameters wi and bi. According to the relationship
between the HL neurons L and the training samples N , the
output weight β is solved in two cases. When L = N ,
the output matrix H of the HL is an inverse matrix. The
output weight β can be directly obtained by solving the
inverse matrix. When the two are not equal, the least squares
method is used to solve the output weight β. To alleviate the
shortcomings of ELM in feature extractionwhile retaining the
fast learning ability, TELM is proposed. The TELM is dis-
played in Figure 4. Two-hidden ELM improves the learning
ability and generalization performance of the original ELM
model by introducing additional HLs. This enhanced network
structure allows the model to capture more complex and
advanced features in the input data, especially when dealing
with high-dimensional data or complex data structures. Each
HL can be considered as a nonlinear converter. The first HL
captures the primary features of the original data, while the
second HL further abstracts and combines these features to
form a more abstract high-level feature representation.

In the TELMmodel, the weight and bias parameters of the
input layer to the first HL are randomly initialized. Then the
output of the first HL is calculated based on these param-
eters and input data. Based on the output of the first HL,
the model can calculate the weight of the second HL, and
further get the weight from the second HL to the output
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FIGURE 3. Flowchart of OTGWO algorithm.

FIGURE 4. Structure diagram of TELM.

layer. This hierarchical structure helps the model capture
more complex features or patterns in the data, theoretically
improving the performance of ELM in various tasks. When
it comes to a large number of parameter optimizations and
complex network structures, powerful computing power is
often required, which may be provided by high-performance
CPUs or GPUs. At the same time, model training and data

processing also require sufficient memory and storage space
to ensure that the data can be efficiently loaded and the
model state can be saved. In addition, the optimized machine
learning libraries can increase efficiency and reduce resource
consumption. In practical applications, resource allocation
needs to be balanced according to the application scenario
and performance requirements of the model to achieve the
best balance between efficiency and cost. The main idea
of TELM is to add a HL structure on top of ELM. The
constraint condition is that the new HL nodes are the same
as the original HL [27]. When improving the global search
capability, this method may introduce certain biases, such
as biases in certain regions of the solution space during the
search process, reducing population diversity without proper
control, or increasing the risk of converging to local optimal
solutions. The parameter selection of reverse learning is also
an issue that needs careful consideration, as inappropriate
parameter settings can introduce additional biases. Therefore,
in practical applications, the reverse learning strategy needs
to be carefully adjusted to ensure that the advantages it brings
outweigh any potential biases. There are two main purposes.
One is to avoid various problems caused by the excessive
number of HL nodes, such as over-fitting and increased com-
putational complexity. The other is to effectively reduce the
redundant and invalid nodes in the HL parameters randomly
set by ELM [28]. In the TELM, the parameters from the
input layer to the first HL are randomly generated. Then,
the weights from the first HL to the second HL and from
the second HL to the OL are calculated. Any N independent
training samples (xi, ti) (i = 1, 2, · · · ,N ) and 2L HL nodes
are given. The weight W and bias B from the input layer to
the first HL are randomly initialized. The output matrix of the
first HL is shown in formula (9).

g (XIEWIE ) = H (9)

In formula (9), WIE = [BW ], and XIE = [1X ]. From
this, the expected output H1 = Tβ+ of the second HL can
be obtained. β+ represents the Moore Penrose generalized
inverse matrix of the output weight β. The weight of the
second HL is shown in formula (10).

WHE = H+

E g
−1 (H1) (10)

In formula (10), HE = [1H ]. Therefore, the actual output
of the second layer can be shown in formula (11).

H2 = g (HEWHE ) (11)

According to the Moore Penrose generalized inverse
matrix H+

2 of matrix H2 and the connection weight βnew
between the second HL and the OL, the output f (x) of the
TELM model can be obtained, as illustrated in formula (12).

f (x) = H2βnew (12)

Based on the ELM, the TELM model adds an additional
HL. Traditional ELM models require more HL nodes to
ensure its effectiveness. The proposed TELM model over-
comes this limitation. Excellent model performance can still
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be achieved with fewer HL nodes. However, the TELM
model does not consider data structure and distribution char-
acteristics. Therefore, based on TELM, the weighted idea
is introduced to propose WTELM. According to the data
distribution, each group of data is given different weights. The
weight calculation is shown in formula (13).

wj = 1 −
M

(
tj
)

N
, j = (1,N ) (13)

In formula (13), N is the sample in the data set.M
(
tj
)
rep-

resents the sample in class j. After introducing the weighted
idea, the data is shown in formula (14).

Dataw = wj · Nj, j ∈ (1,N ) (14)

In formula (14), Nj represents the j-th data. wj represents
the weight of the j-th data. The improved GWO is creatively
applied to optimize the parameters of WTELM. Theoret-
ically, the optimized weight can more effectively capture
the features and internal structure of the input data, thereby
improving the generalization ability of the model to new data.
This optimization typically utilizes regularization techniques
to reduce the over-fitting, adjust the learning rate to balance
the convergence speed and stability, and gradually improve
the prediction accuracy of the model during the training
process. A classification model based on IGWO-WTELM is
proposed. The calculation process of the model is shown in
Figure 5.

FIGURE 5. Flowchart of IGWO-WTELM classification model.

Firstly, parameters are initialized. Then the OTGWO
updates the individual’s position in the grey wolf pack to
find the optimal parameters of the WTELM model. The
optimal solution is entered into WTELM as a parameter.
The model calculates the output matrix accordingly, and then
estimates the desired output matrix and parameters of the
secondHL and adjusts them to fit the target. Finally, the actual
output matrix and weight values are calculated according to

the updated second HL parameters. In the model decision-
making, the difficulties mainly include randomness of initial
parameter setting, criticality of optimization algorithm selec-
tion, high requirement of optimization efficiency, risk of
over-fitting, complexity of parameter adjustment and uncer-
tainty of model generalization ability. These challenges
together affect the effectiveness of model training and the
quality of final decisions. The WTELM has two HLs. There-
fore, the model adjusts the parameters of the second HL to
better fit the target, which may involve adjusting the weights
to reduce the loss function value. Once the second HL param-
eters are optimized, the model uses the updated parameters
to calculate the actual output matrix. In a classification task,
this is equivalent to giving a predicted score for each category
based on updated weights. At the end of the process, the
model evaluates classification performance by comparing the
predicted output with the real label. The feedback is used
to further iterate and optimize the location of the grey wolf
population. To evaluate the classification efficiency of the
WTELM optimized by intelligent optimization algorithms,
the ratio Time_Percentji of the time spent on eachmodel to the
running time of all models is used as the evaluation indicator,
as shown in formula (15).

Time_Percentji
= Module_timeji/All_timej × 100% (15)

In formula (15), Module_timeji is the running time of the
i-th model on the j-th data set. All_timej is the running time
sum of all models on the j th data set. Figure 6 shows the
pseudo-code of the proposed the method framework.

III. CLASSIFICATION MODEL PERFORMANCE BASED ON
IGWO-WTELM
To verify the effectiveness of the proposed WTELM model
and the impact of intelligent optimization algorithms on
model classification performance, different experiments are
designed. The comparative models used in the experiment
include ELM, RELM, and TEL. PSO, MFO, GWO, and
OGWO algorithms are used to optimize the WTELM model.
The classification accuracy, running time, stability, and con-
vergence are compared to select the model with the best
classification performance.

A. EFFECT OF CLASSIFICATION MODEL BASED ON WTELM
The effectiveness validation experiment of the WTELM
model uses five sets of classification data. The selected data
set is all from the University of California, Irvine (UCI)
database. The UCI machine learning database is a public data
set resource widely used for research and teaching in machine
learning and datamining. TheQuantitative Structure-Activity
Relationships (QSAR) data set is an important resource in the
environmental science. It is used to predict the biodegradabil-
ity of compounds. The Glass Identification data set contains
information about the chemical composition of glass samples,
which is often used to distinguish glass types. The Bupa data
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FIGURE 6. Schematic of the pseudo-code of the proposed method of the study.

TABLE 1. Experimental data set.

set focuses on liver disease studies, particularly those related
to alcohol consumption, which provides some biochemical
test results for patients. The Contraceptive Method Choice
(CMC) data set is based on survey data from women in India,
covering the relationship between contraceptive choice and
socioeconomic status. The Prnn_fglass data set may be a
variant of glass recognition data used for pattern recognition
and neural network algorithm research. The training set and
testing set are randomly selected in a 8:2 ratio. The range of
HL nodes for ELM, RELM, TELM, and WTELM models
is (10, 500). The parameter range from input layer to HL
is (0, 1). In the RELM model, the range of regularization
coefficients is

(
2−50, 250

)
. Each group of data is performed

to 50 experiments. The accuracy and the time required to run
once are recorded. The detailed information of the data set
used in the study is shown in Table 1.

The classification accuracy and running time results
obtained by each model on five datasets are shown in
Figure 7. From Figure 7 (a), WTELM performed the best
in accuracy on all datasets, with values of 0.97, 0.81, 0.85,
0.98, and 0.76, respectively. In contrast, the other three
models performed similarly on the QSAR Biodegradation
data set, all ranging from 0.84 to 0.88. However, there was
a significant difference in performance on the other four
datasets. The performance of ELM was relatively poor. From
Figure 7 (b), WTELM had no significant advantages in
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running time compared with ELM. However, compared with
RELM and TELM, WTELM had significant advantages in
running time. Taking the QSAR Biodegradation data set as
an example, RELM took 2852.11s, while TELM was 90.26s.
The WTELM was 89.09s, which was much higher than
comparative models. Overall, although the running time of
WTELM is not the shortest, it performs excellently in classi-
fication accuracy. This means that although it takes slightly
more time, WTELM can obtain more accurate classification
results. Therefore, WTELM performs the best on these five
datasets.

FIGURE 7. Accuracy and running time results of classification models.

ELM, RELM, TELM, and WTELM use randomly gen-
erated input layer parameters that have a certain impact on
model stability. Even if the same initial HL nodes are set in
each experiment, the classification results of the model still
differ. To evaluate the stability of the model, a box plot is
drawn based on the 50 accuracy experiments. The classifi-
cation stability of model is evaluated according to accuracy
fluctuations. In Figure 8, the vertical axis represents the
accuracy, and each box represents a different method. From

Figure 8, the accuracy of the WTELM model was always
controlled within a small range. Although the accuracy fluc-
tuation was not guaranteed to be minimal on all datasets, the
WTLM model had better stability.

Based on the impact of the HL nodes on the classifica-
tion accuracy, the complexity of the model is explored. One
of the parameters to be explored in the RELM model is
the regularization coefficient. Therefore, no comparison is
added. From Figure9 (a), a quantitative analysis of the QSAR
Biodegradation data set revealed that the following specific
trends in model accuracy with varying numbers of HL and
TELM models maintain a relatively stable accuracy, with a
coefficient of variation (CV) of less than 2% as the number
of nodes range from 20 to 100. The experiment depicted in
Figure 9 (b) for the Bupa data set showed a different trend.
As the number of HL nodes increased from 5 to 50, the
accuracy of the ELM, TELM, andWTELMmodels decreased
by 8%, 6%, and 4.5%, respectively. For the Prnn_fglass data
set, as shown in Figure 9 (c), the relationship between the
number of HL nodes and classification capability demon-
strated a plateau effect. When the number of HL nodes
ranged from 10 to 50, the ELM, TELM, andWTELMmodels
showed a marginal variance in accuracy, with a CV of around
1.5%. Overall, theWTELMmodel outperforms other models
in maintaining high classification performance in various
HL node configurations. Quantitatively, the WTELM model
consistently achieved a classification accuracy 3-5% higher
than the ELM model and 1-3% higher than TELM model
under identical HL node conditions.

The Ablation experiment is used to test the effectiveness
of the improvements made in the study. The test results are
shown in Table 2. From Table 2, the combined optimiza-
tion strategy added by IGWO-WTELM was more effective
than all single optimization strategies. WELM and TELM
models performed better than ELM, while WTELM models
performed better than WELM and TELM. IGWO-WTELM
models performed best. In contrast, WELMmodel optimized
the weight distribution in the training process by introducing
weight adjustment, thus improving the generalization ability
of the model. The TELMmodel improves its adaptability and
prediction accuracy to time series data by considering time
factors. When the two models are combined into WTELM,
the performance is further improved, which indicates that the
dual optimization strategy based on the weight and time can
complement each other and improve the overall performance
of the model.

B. CLASSIFICATION MODEL PERFORMANCE BASED ON
IGWO-WTELM
To verify the optimization ability of the proposed OTGWO
and analyze the impact of using intelligent optimization
algorithms on model classification performance, PSO, MFO,
GWO, OGWO, and OTGWO are used to optimize the
parameters of WTELM, respectively. PSO-WTELM, MFO-
WTLM, GWO-WTELM, and IGWO-WTELM classification
models are established. Then, the classification performance
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FIGURE 8. Comparative analysis of classification model stability.

TABLE 2. Results of ablation experiments.

of eachmodel is analyzed from classification accuracy, stabil-
ity, convergence, and running time. During the experimental

analysis, four sets of data are selected for modeling, all of
which are down-loaded from the UCI database. The data
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FIGURE 9. Comparative analysis of classification model complexity.

set includes QSAR Biodegradation, Bupa, Prnn_fglasss and
Dermatology, as shown in Table 3.

During the experiment, all datasets are randomly selected
in a 8:2 ratio for training and testing. The training set trains
the model parameters, while the testing set tests the model
classification performance. The range of HL nodes in the
WTELM model is (10, 500). The population is (100, 300).
The maximum iteration is (100, 500). The inertia factor of
the PSO algorithm is 0.8. The two acceleration constants
are 2 and 0. The two perturbation factors are random num-
bers within (0, 1). 10 experimental analyses are conducted
on four data sets using different classification models. The
accuracy results obtained are displayed in Figure 10. From
Figure 10 (a), the accuracy of the classification model using
intelligent optimization algorithmswas higher than that of the

FIGURE 10. Comparison of accuracy of various models on different
datasets.

WTELM model in most cases. From Figure 10 (b), on the
Bupa data set, the OTGWO-WTELM model had the highest
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FIGURE 11. Comparison of average accuracy of various models on different datasets.

TABLE 3. Experimental data set.

TABLE 4. Independent data set test results.

accuracy, approaching over 92%. The accuracy of other mod-
els was generally between 80% and 90%. In Figure 10 (c),
for Prnn_fglass data set, almost all models had an accuracy
of over 80%. OTGWO-WTELM had the highest accuracy,
reaching over 90%. From Figure 10 (d), almost all models
had an accuracy of over 85% on the Dermatology data set.
The accuracy of OGWO-WTELM and OTGWO-WTELM
models exceeded 98% in almost all experiments. This indi-
cates that the optimization algorithm introduced by reverse
learning and exploratory perception has a high improvement
effect on the classification accuracy of the WTELM. In sum-
mary, there are differences in the performance of different
classification models on different datasets. Especially on
some datasets, the WTELM model using GWO algorithm
and improved GWO algorithm achieve better accuracy.
These results indicate that intelligent optimization algorithms
are crucial for improving the performance of classification
models.

To evaluate the performance of the model more scientifi-
cally, the average accuracy of 10 experiments conducted on
each data set is calculated as the final criterion. In Figure 11,

the OTGWO-WTELM showed the highest average accuracy
value of 98.08% on the QSAR Biodegradation data set.
The accuracy of MFO-WTELM and GWO-WTELM were
97.65% and 96.98%, respectively, respectively. In compari-
son, the accuracy of PSO-WTELM andWTELMwas slightly
lower, with 95.67% and 94.03%, respectively. On the other
three data sets, the OTGWO-WTELM model also had the
highest accuracy, reaching a maximum of 99.23%. Overall,
the OTGWO-WTELM achieves the highest average accuracy
results on different datasets. This indicates that the model has
good generalization ability and stability. The GWO-WTELM
and MFO-WTELM also show high accuracy on most data
sets. However, WTELM performs relatively poorly on some
datasets, confirming the necessity of using algorithms to
optimize it.

To verify the classification stability of the model, the
results obtained from 10 experiments on the data set are
plotted as a box plot, as shown in Figure 12. The shorter
block diagram in Figure 12 indicates that the model is
more stable. A longer box indicates a greater fluctuation
in model accuracy. From Figure 12, the OTGWO-WTELM
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FIGURE 12. Stability analysis of the model after algorithm optimization.

model exhibited good stability on the Bupa data set and
Dermatology data set, outperforming the other three models.

It achieved the best results in stability. Although the stability
of the OTGWO-WTELM model is not the best on the other
two data sets, it is basically the same as the other mod-
els. The stability performance of GWO-WTELM model and
OGWO-WTELM model is also relatively good. This indi-
cates that the improved GWO can control the experimental
results within a certain range during training the optimized
model, despite there are randomly initialized parameters.
At the same time, the improved GWO algorithm not only
enhances the ability to optimize parameters, but also main-
tains the same or even better stability as other optimization
algorithms.

In the experiment of exploring the convergence per-
formance of the OTGWO-WTELM model, the maximum
iteration of the population in the OTGWO algorithm is
changed to 500. The maximum population is 100. The HL
nodes in each layer of the WTELM model are adjusted to
100. The objective function of the optimization algorithm is
set to the classification accuracy. Its purpose is to accurately
transmit information to the optimization algorithm, so that
it iteratively updates towards the goal. During this process,
whether the objective function can converge to a stable value
during model update iterations is an important basis for
determining the convergence of the optimization algorithm.
The convergence curves of different models are shown in
Figure 13. From Figure 13, the OTGWO algorithm contin-
uously updated the optimal parameters for WTELM with an
increase in the number of iterations, allowing the fitness value
to converge around a stable value. As shown in Figure 13 (a),
in the QSARBiodegradation data set, the OTGWO algorithm
updated the optimal parameters of WTELM after approx-
imately 180 iterations, and its fitness value increased to
0.868. When iterating to around 470 times, the fitness value
increased to 0.931. According to Figure 13 (b), in the Bupa
data set, when the OTGWO algorithm was iterated around
90 times, the fitness value increased to 0.951 and tended to
stabilize. As shown in Figure 13 (c), in the Prnn_fglass data
set, the fitness value of the OTGWO algorithm increased
to 0.987 after approximately 50 iterations. As shown in
Figure 13 (d), the OTGWO algorithm tended to stabilize after
only 5 iterations, and its fitness value was infinitely close
to 1. This indicates that the OTGWO algorithm has good
convergence.

In addition, FMM-WOA-ELM-GMM [29], CS-ELM [30]
and PCA-SDWPSO-ELM [31] are compare with the pro-
posed IGWO-WTELM. All algorithms are trained using UCI
data sets. Then, considering the over-fitting problem of the
model, the model was tested using three independent data
sets: Fashion-MNIST, CIFAR-10, and Iris Flower. Among
them, Fashion-MNIST is a clothing classification data set
containing 28× 28 grayscale images. CIFAR-10 is an image
classification data set with 10 categories. The Iris Flower
data set is a plant classification data set that includes var-
ious categories. The test content is the accuracy and Root
Mean Square Error (RMSE) of the algorithm. The test results
are shown in Table 4. From Table 4, the accuracy of the
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FIGURE 13. Convergence analysis of the model after algorithm optimization.

TABLE 5. Independent data set test results.

proposed IGWO-WTELM was better than the other three
algorithms, leading by 7.2%-18.2%, and its RMSE value was
only 0.021.

The operational efficiency of the model is measured by
the training time. The original WTELM model does not
require optimization iterations. The running time is much
shorter than other models. Therefore, the running time of the
WTELM model is not considered in the model efficiency.
In this experiment, the maximum population of all models
is 500. The maximum iterations are 100. The HL nodes

in each layer are 100. The operational efficiency of each
model is shown in Figure 14. From Figure 14 (a), on the
QSAR Biodegradation data set, the GWO-WTELM model
had the highest runtime, reaching 40.28%. The running time
of the MFO-WTELM model and OTGWO-WTELM model
was relatively low, at 13.88% and 23.09%, respectively. In
Figure 14 (b), there was no significant difference in the
proportion of running time between each model on the
Bupa data set. The OTGWO-WTELM model had a running
time ratio of 11.59%, with the best running efficiency. The
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OTGWO-WTELMmodel in Prnn_fglass was also the lowest,
only at 4.89%.

FIGURE 14. Analysis of the running efficiency of the model after
algorithm optimization.

In Table 5, the comparison of several advanced methods
is summarized. From Table 5, the method proposed in the
study had the best performance. Based on the results obtained
from various data sets, the OTGWO-WTELMmodel showed
high operational efficiency. Especially in Prnn_fglass and
Dermatology datasets, the running time of this model was sig-
nificantly lower than that of other models. The experimental
results show that the OTGWO-WTELM model has advan-
tages such as high classification accuracy, relative stability,
high operational efficiency, and fast convergence speed. This
provides a new method for solving practical classification
problems in the future, which has great application value.

IV. CONCLUSION
The research on classification issues has always received
widespread attention. There are many models in machine
learning methods that can effectively solve classification
problems. The ELM has high classification accuracy. How-
ever, there are issues with parameter uncertainty and high
demand for HL nodes. Therefore, based on the traditional
ELM, the WTELM model was proposed to improve the
classification accuracy by introducing the weighted factor.
The GWO was enhanced by reverse learning and exploratory
perception strategy. Then the improved algorithm was used
to further optimize the model. The classification accuracy of
the OTGWO-WTELM model in a single experiment reached
100%, the lowest value was 88.40%, and the average value
was 95.26%. Moreover, in operational efficiency, the pro-
posed model had a running time ratio of less than 25% on
different datasets, with a minimum of 4.89%. The WTELM
model proposed in the study outperformed ELM, TELM,
and RELM in classification accuracy, stability, and running
time. The intelligent optimization algorithm improved the
classification accuracy of the model. Especially, the abil-
ity of the improved GWO to find the optimal solution
was superior to other common algorithms. The improved
OTGWO-WTELM has shown good performance in classi-
fication accuracy, stability, and operational efficiency, which
has important application value. The parameter selection of
the model may have a great influence on its performance.
Parameter selection and adjustment are often based on trial
and error or empirical judgment, which does not always
guarantee an optimal model configuration. At the same time,
the model may over-fit specific features of the training data,
resulting in limited generalization ability. In addition, with-
out special emphasis on feature selection and dimensionality
reduction, the model may process some unnecessary infor-
mation, which affects its performance. Future research can
focus on developing methods that can automatically adjust
parameters, exploring different weighted strategies to bet-
ter handle data features, and applying feature selection and
dimensionality reduction techniques to reduce model com-
plexity. In addition, the model application in more complex
classification tasks and the validation of generalization ability
on different datasets are also potential research directions.
These studies will help improve the classification accuracy,
stability and operation efficiency of the model, making it
more suitable for various practical application scenarios.
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