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ABSTRACT The research aims to improve structural methods of image classification based on a description
as a set of keypoint descriptors. The focus is on implementing a classifier training using a committee
of Kohonen networks separately for each description in an etalon database. The training result is a fixed
set of data centroids, which ensures high classification speed. The improvement comprises implementing
independent training for each etalon, which increases the accuracy of approximating descriptions with a
set of centroids and, in general, guarantees that the classification efficiency remains at a decent level.
Calculating the cluster centroids for each class prevents the influence of descriptors from other classes.
In addition, independent training is effective in cases when the powers of etalon descriptions differ. The
classification speed of the proposed method based on training a committee of Kohonen networks, compared
to the traditional linear search method, increases proportionally to the ratio of the description power and
the number of generated centroids. The presented results of experimental modeling of the proposed methods
comprise a database of images of coins. The test sample is formed as a set of images from the etalon database
by applying geometric transformations of shift, scale, and rotation. The testing stage has shown a high
level of classification accuracy after a proposed training and revealed a practical opportunity to choose a
network structure and parameters capable of providing the required level of accuracy and speed criteria for
classification for an applied task.

INDEX TERMS Classification accuracy, classifier training, image classification, Kohonen network, set of
descriptors.

I. INTRODUCTION
The problem of effective classification of visual object
images under conditions of geometric transformations is one
of the most difficult for modern computer vision systems [1],
[2], [3], [4]. In recent years, its practical solution has been
greatly facilitated by introducing neural networks [5], [6], [7].
A set of images of a particular class is fed to the network
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input after preliminary processing by humans to highlight the
boundaries of the object in the background [8]. The network
summarizes the data of each class on the basis of the anal-
ysis and processing of image fragments for the system and
determines the characteristics of the class using the training
procedure. The obtained characteristics are then used in the
classification process as parameters, vectors, or weighting
coefficients.

At present times, structural classification methods are also
being intensively developed, where decision-making is based
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on describing the image as a set of keypoint descriptors [2],
[9], [10]. Keypoints and their descriptors are formed by spe-
cial filters – detectors [11], [12].

Modern structural methods implement the classification
process based on the ‘‘bag of words’’ model, where the class
of an object is determined by the result of voting of the com-
ponents – descriptors of the recognized object [2], [13]. In the
traditional approach, the base set consists of the descriptions
of etalons, and in the modifications, the same base is the
centers or parameters of the descriptions [9], [14], [15]. Such
methods are advantageous over neural networks, as they
focus on alignment with the description or parameters of the
etalons and do not require long-term training [10]. In addi-
tion, the application of such methods allows for the rapid
change of the etalon base content and ensures invariance with
geometric transformations.

Taking into account the mentioned advantages, it is of
practical interest to combine the keypoint descriptors and
neural network learning tools in classification methods. Such
an approach positively simplifies the learning process by
pre-selecting a set of descriptors for the etalon base and,
at the same time, provides high performance in terms of both
processing speed and classification accuracy [16]. In addi-
tion, the combined approach can be universally applied to
visual data and also to any data that is given as a set of
multidimensional vectors [17], [18].
The research aims to improve the performance of structural

classification methods by implementing a training procedure
using a committee of Kohonen networks. The primary focus
is on increasing the level of classification accuracy while
maintaining high performance after implementing the train-
ing results.

The objectives of the research are to study and compare
various methods of network training, including ensembles of
networks with separate training for etalon descriptions. The
key task is to study the effectiveness of implemented learning
models in classification methods, as well as to conduct an
experimental evaluation of the proposed methods on the basis
of image database analysis.

The article proposes:
1) A formal classification model using the results of

separate multi-module training on a set of etalon
descriptions. The ways of implementing the Kohonen
network as a committee are analyzed. Implement-
ing the presented ideas ensures high performance and
speed of classifiers.

2) Ways to organize training on a set of etalon descriptions
as a set of descriptors. The schemes of training on
the set of descriptors of the entire database, as well
as descriptions of the separate etalons, are discussed.
A scheme for constructing a classifier based on the
feature system formed after training is proposed.

3) Results of computer modeling. Software tools for
implementing the discussed learning models and clas-
sification methods have been developed. Testing is
performed on an image database. The experimental

results confirm the effectiveness of the proposed
approach.

II. LITERATURE REVIEW
Data quantization and neural networks are currently pow-
erful tools for knowledge acquisition [5], [6], [7], [16],
[19], [20], [21], [22]. Regarding object descriptions as a set
of descriptors, the mentioned tools can significantly speed
up the image classification process by pre-grouping large
amounts of data [9], [13], [20]. This achievement results from
high-speed data search when the input data is compared with
the etalon data stored in the system’s memory [9], [14].

One of the practically effective networks used for a wide
range of data is the Kohonen network [19], [20]. Up to now,
the use of the Kohonen network in performing a self-learning
procedure for a set of descriptors and classifying images
based on the obtained parameters has been studied [16], [23].
At the same time, various options for determining the cen-
troids of quantized data both to form feature systems and to
use in the learning process are discussed [21], [24].

However, a deeper study of network applications for data
as a set of descriptors shows [2] that the vector values of data
centroids obtained for different images can be very close to
each other. The multidimensionality of the descriptors [13]
that reflect the features of visual images is not the only
explanation. In fact, the image signal is quite large in size
and almost immensely diverse, so it actually contains a huge
amount of information. It means that even very dissimilar
images can often comprise almost identical or close frag-
ments, which leads to similarity in their representation in
the feature space. The closeness of the characteristics of the
centroids calculated from the overall class training results
reduces the classification accuracy in voting methods that
implement the bag-of-words technology [2], [25].

To avoid or reduce this factor impact, it is necessary to
increase the accuracy of the data representation for training
and subsequent classification. One way is to obtain a con-
centrated description separately for each etalon as a result
of training as the representation of not a single but several
data centers [26], [27]. In this case, a network committee for
training is used, where each component independently forms
a fixed number of description centers for a separate etalon.
The number of components of such an ensemble coincides
with the number of etalons. At the same time, the Kohonen
network apparatus acts as a means for the concentrated rep-
resentation of a vast number of multidimensional vectors as a
limited set of data centers. In addition, if a network is trained
on a separate etalon, it helps to increase the consistency of
the centers with the data in terms of the efficiency of further
classification.

Note that along with committee usage, the classifica-
tion scheme based on determining the relevance of the
descriptions of the analyzed object and the etalon remains
unchanged [2], [26]. Class vote counting can be organized
independently for each etalon [9] or competitively on a set of
calculated centroids for the entire database [26].
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The discussed principle of improvement by quantitative
expansion of data representation can be universally imple-
mented for other methods of data concentration [14], [24],
such as clustering [9], hashing [13], and estimation [28]. The
parameter of a certain number of centers significantly affects
the classification performance in general.

The author’s monograph [19] contains the result of study-
ing the variety of approaches to the construction and training
of Kohonen networks, which makes it possible to adapt the
network structure to the method of processing and the type
of data being analyzed. In general, the use of the Kohonen
network in computer vision systems is aimed at identifying
the most important image features, which are subsequently
used for recognition [20], [21], [22], [23], [29].
Researchers identify such positive properties of the Koho-

nen network as the ability to recognize stable clusters in the
analyzed data and establish the proximity of classes [19].
Thus, it is possible to improve the understanding of the
studied data structure in order to implement effective clas-
sification rules when classes are already defined by their
representatives [16]. The Kohonen network is trained by the
successive approximations method [21]. In this case, the
training objective is not only error minimization but also
adaptation of the internal network parameters to maximum
consistency with the input data [22]. In [16], we proposed
a network variant that trains on a set of descriptors for the
full content of the etalon database. An analysis of metrics
for classification based on integrated image features is pre-
sented in [30].
The article [31] discusses options for ensemble train-

ing of convolutional neural networks for image recognition.
The effectiveness of various rules for voting the outputs
of these networks is studied: hard (majority) voting, where
the minority of votes obeys the majority; hard voting with
a threshold for the minimum number of votes received;
weighted and soft probabilistic voting. The same approaches
are also relevant for classification based on voting of descrip-
tion descriptors [10], [26]. In general, it is currently believed
that ensemble learning using several simple network models
improves classification performance while maintaining or
increasing the accuracy rate compared to a single but complex
learning model [32], [33], [34], [35].

As it may be concluded from the literature analysis, intro-
ducing neural network learning into structural classification
methods can not only improve classification speed but also
provide a sufficient level of efficiency.

III. CLASSIFICATION BY DESCRIPTION AS
DESCRIPTORS SET
The classification is performedwithin a database ofN etalons
(class representatives) as a set of E descriptions of etalon
images: E = {E1,E2, . . . ,EN }. E is a training sample
and also the basis for classification by comparison with the
etalon [9]. Each etalon description Ek ⊂ E in the classifier
formalism represents a separate class. The class k with the
description Ek is defined as an infinite set of images obtained

from the etalon k by applying to it a multi-parameter group of
geometric transformations, including displacement, rotation,
scaling, the effect of which does not remove the object of
interest from the field of view [1], [3], [14]. The fact is
that modern keypoint detectors, such as Oriented FAST and
Rotated BRIEF (ORB), Binary Robust Invariant Scalable
Keypoints (BRISK), accelerated-KAZE (AKAZE), ensure
the invariance of the resulting description to such a group of
transformations [11], [12].

The description of the etalon Ek = {ev(k)}sv=1 is given
as a finite set of S descriptors of keypoints in the space Bn

of binary vectors, ev(k) ∈ Bn, s = card Ek is the number
of descriptors in the set [2]. Each descriptor of the ev(k)
database E has a parameter k of the class number, and the
total number of features – descriptors in the base set E is
card E = sN . The classifier R1 is based on the element-
by-element analysis of the input description Z = {zv}sv=1 of
the object, assigns the descriptor zv ∈ Z to one of the classes
according to the rule

R1 : zv → {1, . . . ,N } . (1)

The class k of the analyzed descriptor zv of the object
according to rule (1) is defined as the argument of the mini-
mum distance on the set E of descriptors of all classes

R1 : k = arg min
i=1,...,N ; d=1,...,s

ρ(zv, ed (i)). (2)

In the competitive model (2), it is advisable to use the
Hamming distance, which calculates the number of distinct
bits in two binary vectors [13], [26]. Equation (2) minimizes
the value of the distance by the variable i (class number) on
the set of descriptors of the database E . At the same time,
equation (2) can organize the determination of the minimum
both for the full list of s·N database descriptors and separately
for each of the N etalons (with a limit on the value of the
minimum), followed by the determination of the winning
class by the highest number of votes [14].
Let’s introduce a vector {hi}Ni=1 with integer values to

accumulate the class votes obtained by applying model (2)
to the entire set of object descriptors Z . Based on the imple-
mentation of R1 for each zv ∈ Z in accordance with (2),
we determine the class number k , and then increment the
accumulator hk = hk +1 for the corresponding class number.
In fact, the vector {hi}Ni=1 is the distribution of the number of
votes for the object descriptors in the class system.

As a result of processing the description Z of the object,
we accumulate the vector {hi}Ni=1. The class of the object is
determined by the rule R2 as the maximum argument

R2 : Z → Ek

∣∣∣∣(k = arg max
i=1,...,N

hi) &(hk ≥ δh), (3)

where δh is a threshold for the minimum number of votes,
which is determined experimentally for a given database as a
set of etalons. If the hk ≥ δh condition is not met, the object
class is not set (rejection of classification).

The sequence of classification rules R1, R2 implements a
classifier based on the decisions of local classifiers obtained
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for the object’s components [2], [13]. It is resistant to
distortions of individual components due to possible interfer-
ence [36].

IV. CLASSIFICATION WITH THE IMPLEMENTATION OF
TRAINING OUTCOMES
A. APPLICATION OF THE KOHONEN NETWORK FOR
DATA CENTERS
The procedure of quantizing the data on M of non-
intersecting groups by the Kohonen network (vector quan-
tization) [16], [19] is applied to each etalon description Ei,
i = 1, . . . ,N , independently of other etalon descriptions.
Note that the result of quantization depends on the initial M
values of the centroidsW = {wj}Mj=1 of the network [37]. The
training process is carried out according to the competition
model on the set of centroids W = {wj}Mj=1, where for
the data component z the number v of the nearest center is
determined as

v = arg min
j=1,...,M

ρ(wj, z). (4)

Most often, amodel (4) is used in an online training scheme
where data is received one by one, and the system responds
by changing the centroid system at each step by modifying
the neuron with the number v:

wv(t + 1) = wv(t) + α(t)(z(t) − wv(t)). (5)

In the model (5), t is the training iteration step, z(t) is
the value of the learning component at the step t , and
α(t) is the training rate coefficient. Expressions (4), (5) are
one of the common variants of the winner-takes-it-all rule if
only the center defined by (4) changes [19]. When training on
the set Ei of descriptors, the value t means the number of the
descriptor in the description: t = {1, 2, . . . , s}.

Given the binary nature of the analyzed data, to ensure
convergence and reduce the training time, data normalization
is implemented by dividing by the Hamming norm χ [z] for
the binary vector z (number of unit bits) [13], [30].

χ [z] =

∑n

α=1
zα,

where zα is the bit with the number α in the binary vector
z ∈ Bn. In traditional training schemes, the coefficient α(t)
decreases from some initial value as t increases. The most
common model is α(t) = α0/t with some a priori set initial
value α0 of the training rate.

The data quantization error is traditionally calculated using
the formula [37]:

β =

∑M

i=1

∑s(i)

v=1
ρ2(zv,wi), (6)

where s(i) is the power of the i-th cluster created as a result of
training, zv is the cluster element with the number v. Note that
the value (6) as a characteristic of training efficiency does not
directly affect the accuracy of data classification, but is only
an a posteriori assessment of the cohesion of data around the
centers identified as a result of training.

An important aspect of the training process, the results
of which will be used for classification, is the selection of
initial centroid values [19]. To do this, it is proposed to select
the descriptor with the highest value of the informativeness
parameter for each etalon descriptions. We calculate the
informativeness of an arbitrary descriptor as the difference
between the smallest distances to the set of descriptors from
other etalons and our own etalon [16], [25].

Formally, for the vector z ∈ E as a component element
of z ∈ Ei in the class system E , the criterion of information
content V (z,E) is introduced

V (z,E) = ρm(z,Ei) − ρm(z,Ei), (7)

where ρm(z,Ei) = min
v,u̸=i

ρ(z, ev(u)) is the distance from z to

the set of elements of the database that do not belong to the
class Ei, ev(u) ∈ E\Ei, ρm(z,Ei) = min

v,u=i
ρ(z, ev(u)) is the

distance from z to the nearest element from the class Ei.
In models (4)-(7), the Hamming metric can be used if the

data centers are reduced to a binary form. However, requiring
data normalization, it is more practical to use Euclidean or
Manhattan metrics when implementing training (4), (5) [30].

B. CLASSIFICATION BASED ON TRAINING
The use of the system of centroids obtained after training for
the classification process transforms model (2) into the form

R1 : k = arg min
i=1,...,N ; d=1,...,M

ρ(zv,wd (i)), (8)

where the minimum search is now performed exclusively on
the set of created data centers.

Note that the set of centers W = {wj}Mj=1 has a much
smaller power M compared to the power s of the set of
description descriptors, as M ≪ s. This result dramatically
gains in processing speed when switching from a linear
search within the database to a search on the set of cen-
ters [9], [14]. For example, for specific values of s = 500,
M = 3, when switching from the model (2) to the model (8),
processing speed increased more than 150 times!

Note that the classification model (8) can use both a metric
for vectors with real values (e.g., Manhattan [30]) and the
Hamming metric, as in the model (2). In the second case, the
components of the W = {wj}Mj=1 centroid system should be
transformed into a binary form.

If Kohonen’s training is applied to the complete database
E [16] without dividing E into subsets E i, a set of L centroids
W = {wj}Lj=1 common to the database E is gained. Then
the model (8) for the first stage R1 is transformed into the
definition of the nearest center with the number

u = arg min
d=1,...,L

ρ(zv,wd ). (9)

As a result of applying equation (9) ∀zv ∈ Z , some integer
vector of the cluster representation g(Z ) = [g1, g2, . . . , gL]
through the system of centers [9] is obtained for the analyzed
object Z . Here, gd is the number of descriptors of the analyzed
description that fell into the cluster under the number d .
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FIGURE 1. Classification scheme using multi-module training.

The vector g(Z ) is the distribution of the data of the analyzed
description by a set of clusters, in contrast to {hi}Ni=1 as a
distribution by a system of classes. In the same way, the
cluster representation g(Ei) can be obtained for each of the
etalons E i. The completed classification model (3) can now
be implemented as

R2 : Z → Ek

∣∣∣∣k = arg min
i=1,...,N

ρ(g(Z ), g(Ei)) , (10)

where ρ(g(Z ), g(Ei)) is the distance (e.g., Manhattan)
between the vectors of the cluster representation of the
object g(Z ) and the etalon g(Ei). The constraint for clas-
sification according to the equation (10) is the condition
ρ(g(Z ), g(Ek )) ≤ δρ , where δρ is the largest acceptable value
of the minimum distance between cluster views.

The proposed classification scheme using data centers
obtained by the Kohonen network during training is shown
in Figure 1.
The proposed multi-module training method separately for

each of the etalons in the description database (Figure 1)
improves the degree of approximation and data separation,
which generally improves the classifier’s performance. The
classification performance will be evaluated traditionally by
the value of the accuracy index pr , which is calculated by the
ratio of the number of correctly classified objects q to their
total number Q, used in the experiment [13], [30], [36].

pr = q/Q. (11)

V. EXPERIMENTAL RESULTS AND DISCUSSION
A. METHODS AND CONDITIONS OF TRAINING
The simulation of the proposed methods was performed in
the Google Colaboratory software environment in the Python
programming language using the NumPy library for model
building and fast computation, as well as the OpenCV com-
puter vision library [38], [39].
Let’s experimentally evaluate and compare the effective-

ness of classification methods with these types of learning
methods using software modeling:

1) Kohonen joint network using data from the com-
plete database E of descriptions with the number of
L = N = 5 centroids according to the model (9).

2) A committee of N Kohonen networks with one neuron
(M = 1) for each etalon Ei, i = 1, . . . ,N (each
network is trained on a set of descriptors of its etalon).

3) A committee of N Kohonen networks (M centers for
each etalon Ei).

The training of method 1 differs from the others as the
training dataset uses the aggregate database of descriptors
of all the etalons, which are then distributed among N class
centers by a competitive quantization procedure. Thus, a tra-
ditional clustering method similar to k-means is implemented
here, which is actually a batch variation of the Kohonen
network training algorithm [16], [19], [21].

Methods 2 and 3 train separately for each etalon descrip-
tion. Separate training makes it possible to create a
multi-module classifier (Figure 1), where each module is
linked to a separate etalon. Training method 2 is a variant of
more generalized method 3 for the case ofM = 1.

At the beginning of training, for all methods, neurons with
the values of the etalon descriptors that have the highest
value of informativeness (8) are initiated, i.e., are the most
unique representatives of their class. The data for train-
ing and classification are normalized by dividing by the
Hamming norm χ [z] for a binary vector (number of single
bits) [13]. To ensure the homogeneity of data processing in
all the considered methods, the Manhattan metric is used for
classification.

In method 3 of network training, the initial centers were
randomly selected from the set of descriptors of each etalon.
The flow of vectors from the description for training was also
randomly generated.

Let’s choose images of collectible coins with images
of mythical gods as the etalons to be used for training
the classifier (Figure 2) [40]. The size of the images is
770 × 770 pixels. The ORB detector is used to generate
keypoints because its descriptor values are binary vectors
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FIGURE 2. Images of the coins of the etalon base.

FIGURE 3. Examples of the set of coordinates ORB descriptors for etalons.

FIGURE 4. Examples of transformed images with keypoint coordinates.

of 256 bits [11], [12]. For the experiment, the value of the
number of classes N = 5 was chosen, for method 3, and
the number of centroids within the class M = 3. Figure 3
shows examples of etalon images with the generated keypoint
coordinates.

To evaluate the classification accuracy, a test sample of
images was formed and used, consisting of the etalons and
images obtained by applying geometric transformations of
rotation, scaling, and displacement to the images of the
etalons. Examples of transformed images with keypoint coor-
dinates are shown in Figure 4.
The total number of test images is 360. The classification

accuracy was evaluated by the indicator (11). The class of the
image was determined by the classifier R2 by the maximum
number of votes, and the truth of the solution was evaluated
by the correspondence to the correct class.

B. ANALYSIS OF THE EXPERIMENTAL RESULTS
The testing was conducted taking into account the effect of
the number of training epochs and the initial coefficient α0
on the classifier performance using models (5), (9). During
one training epoch, the entire set of descriptors is adjusted to
the system of centers. The next epoch – training is repeated
with a reduced coefficient α0. The number of epochs varied
from 5 to 25, and the α0 coefficient varied between 0.1
and 0.9. An ensemble with a large number of epochs and a
low initial learning coefficient is called a thorough configu-
ration, and an ensemble with a small number of epochs and
a large initial learning coefficient is called a fast configu-
ration [7], [19], [31]. The following variants are considered
in more detail: fast (5 epochs with an initial coefficient of
α0 = 0.75, moderate (10 epochs, α0 = 0.25) and slow
(50 epochs and coefficient α0 = 0.1).
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The number of descriptors in the descriptions of the etalons
and input (test) images is fixed at s = 500.
The Experiments Showed the Following Results: The clas-

sification on the test sample using training method 1 showed
the following highest accuracy values: pr = 0.4 with
α0 = 0.25 and the number of epochs 10; pr = 0.39 with
α0 = 0.75 and the number of epochs 25.

The classification on the test set using training method 2
showed the following best accuracy values: pr = 0.8 with
α0 = 0.1 and the number of epochs 5; pr = 0.8 with
α0 = 0.75 and the number of epochs 25.

As you can see, training separately for each etalon yields a
significantly higher classification accuracy of 0.8 compared
to training on the full description base (accuracy of 0.4).

Now let’s compare these indicators with the values of
Table 1 obtained during training using the proposed method 3
for M = 3.

TABLE 1. Accuracy (11) of classification with training method 3.

The three most effective training configurations in terms
of classification accuracy on the test set are highlighted in
bold in Table 1. The results of Table 1 make it possible to
determine, for practical purposes, the training characteristics
that provide the required classification accuracy.

Comparing the obtained results, it can be concluded
that the use of the Kohonen network for training the
classifier leads to a significant increase in performance:
the classification accuracy increases from the best results
of 0.4 for the method without the committee to 0.8 for the
etalon-independent training with one neuron and to an even
higher level of 0.89 with three neurons. At the same time, the
average value, taking into account all epochs and the learning
rate, also increased significantly from 0.11 for method 1 to
0.713 for method 3.

The classification method based on the training method 1
showed significantly lower performance compared to the
training method 2. Such low performance can be explained
by the fact that in the training method 1, the training was
performed on the aggregate descriptor base. In this case,
the descriptors of ‘‘foreign’’ classes significantly affect the
calculation of centers, as they can naturally be closer to the
‘‘foreign’’ center.

Table 2 shows the relative number of votes obtained for the
transformed etalon images during the classification process
when training with method 3 (500 descriptors, α0 = 0.25,
10 epochs). The row of Table 1 shows the distribution of
the number of votes by the set of classes. Table 2 shows
that, on average, test images from all classes are classified

TABLE 2. Relative number of votes of classes for training method 3.

correctly since all the maxima of the number of votes of
the ‘‘own’’ etalon are located on the diagonal. Unfortunately,
mostly correct classification is not the case for learning
methods 1 and 2. In addition, Table 2 shows that images of
class 2 (the largest maximum) are classified best of all, and
images of classes 3 and 5 are classified worst of all. The
obtained indicators make it possible to evaluate and manage
the effectiveness of the classification system by selecting the
most effective training parameters and etalon images.

Separate experiments conducted for the proposedmethod 3
with a larger number of neurons per etalon confirmed a
further increase in classification accuracy.With 5 neurons, the
highest accuracy is pr = 0.74, with 10 neurons – pr = 0.86,
with 25 neurons – pr = 0.94. At the same time, the average
values, taking into account epochs and the training rate, also
increased significantly. For example, the average values for
10 epochs are: 0.65 for 5 neurons, 0.80 for 10 neurons, and
0.91 for 25 neurons per etalon.

FIGURE 5. Typical dependence of classification accuracy on the change M.

Figure 5 shows a typical dependence of the classification
accuracy rate (11) on the number of neurons per etalon for
10 epochs of training at α0 = 0.25. As it shown, there is a
slight decrease in accuracy at the point M = 5, and then the
growth of (11) continues.

As the number of M neurons grows, the time for training
the model and performing classification also grows non-
linearly. Figure 5 shows the dependence between the time
of one training epoch (500 descriptors in the description)
and the number of neurons. Table 3 shows that up to the
value of M = 5, the time for testing slightly decreases, and
the training time is minimal at 5 centroids simultaneously
with the lowest accuracy (Figure 5). Table 3 also shows the
classification time for one image depending on the number
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TABLE 3. Dependence of training time and classification time on the
parameter M.

of neurons used. After that, when the number of neurons
exceeds 5, the training and classification time increases
monotonically along with the accuracy. Repeated tests con-
firm the nonlinear nature of this relationship.

The obtained experimental data (Figure 5, Table 3 ) and the
values of the tables similar to Tables 1 and 2 for the variety
of training methods open up a practical opportunity to select
specific parameters for an applied problem to implement the
procedure for training a network of the desired quality. It is
clear that training method 1 showed lower accuracy results
mainly because the trained centers are obtained due to com-
petition between classes. This competition resulted in some
smoothing of the difference between the centers regarding
training results, which affected the accuracy. It is known that
the sets of descriptors of different classes havemany common
or close components [2], [13]. A more apparent difference
between class centers for this method could be obtained by
implementing supervised or teacher-assisted learning.

The classification speed for the proposed method based
on training an ensemble of Kohonen networks (model (7))
compared to the traditional linear search method (model (2))
increases in proportion to the ratio s/M [9], [14]. For the
values of s = 500, M = 3 used in the experiment, it resulted
in an increasing processing speed of more than 150 times.
As the number of M neurons increases, the classification
accuracy naturally increases, but the gain in performance
decreases. Based on our research, a network structure that
will ensure the required level of classification accuracy and
speed criteria in an applied task with specific descriptions of
the etalons can be selected.

VI. CONCLUSION
This article develops the idea of combining the advantages
of a neural network and a voting apparatus for descriptors of
keypoints in an image into a single classification method. The
committee of networks, through separate training, contributes
to the qualitative formation of a limited set of integrated
features of the etalon points, while voting based on consis-
tency with the etalon descriptions simplifies the classification
decision. The result is a high-speed classification method that
provides a decent level of accuracy.

In this research, the network committee was used exclu-
sively to train the classification system separately for each
of the etalon images, which actually led to the synthesis of
a multi-module classifier. The obtained data as a system of

centroids is implemented in the classification process. Train-
ing of networks in an ensemble and matching with centroids
can be organized in parallel. By separating the training sets
and calculating the cluster centers for each class separately,
we prevent the influence of descriptors from other classes.
In addition, separate training can be implemented in situ-
ations where the descriptions of the etalons have different
powers.

A significant contribution of this research is the introduc-
tion of the Kohonen network apparatus for class-separated
etalon-based training of an image classifier on a description
in the form of a set of keypoint descriptors. Based on the
results of multi-module training, a system of centers for
etalon descriptions was obtained, which significantly reduces
the classification time. Experiments confirm the gain in per-
formance with a guaranteed level of classification accuracy.

The discussed approaches to training andmulti-module use
of the Kohonen network can be universally applied to the
analysis and classification of any objects whose descriptions
are given by a set of multidimensional vectors.

Future research may be related to improving the classifier
by using supervised learning tools for the network committee
since the discussed approaches assume that class representa-
tives – the etalons – are given. A supervised learning approach
could also further improve the accuracy, especially for the
first training method.
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