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ABSTRACT Given the increasing importance of sustainability in the business world, there has been
growing interest in using topic modeling approaches to identify reported topics in corporate sustainability
reports (CSR). Due to the inconsistent legal foundation and different sustainability standards, the content
of individual reports can vary greatly. In this paper, the corporate social responsibility reports of DAX
40 companies from 2017 to 2021 are therefore analyzed using Latent Dirichlet Allocation (LDA).
In particular, we attempt to identify topics that are suggested by the Global Reporting Initiative (GRI)
Sustainability Standard for large public companies. In addition, a comparison is made throughout the years.
The study shows that specific guidelines of the GRI can only be identified to a certain degree using LDA.
Although some topics that partly reflect the content of the GRI can be found by the model, the overall
structure of the GRI can’t be replicated. Overall, this study shows that an evaluation of the content of
sustainability reports can be successful in terms of the relevance of the reported topics, although the results
depend heavily on the respective pre-processing steps.

INDEX TERMS Corporate social responsibility reporting (CSR), global reporting initiative (GRI), latent
dirichlet allocation (LDA), topic modeling.

I. INTRODUCTION
The disclosure of corporate social responsibility (CSR)
activities has become increasingly important over the years.
In 2014, the European Union adopted the CSR directive
2014/95/EU, which obliges the member states to implement
this directive in national law. The CSR directive was imple-
mented in national law of the EUmembers. For example, this
directive is applied in Germany through the national CSR-
RUG. However, it is problematic that it gives corporations
extensive leeway and leaves the content requirements vaguely
formulated. As a result, the reporting corporations can largely
decide individually on the information to be included in
their reports, which makes it difficult to compare these
reports [1]. In general, this has led to the development of
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several standards for sustainability reports, which is why the
content of individual CSR reports can vary widely [2]. The
most widespread standards are theGlobal Reporting Initiative
(GRI), the ISO 26 000 or the Integrated Report (IR) [3],
[4], [5].
The theoretical concept of the study is based on the

signaling theory. Due to the asymmetrical distribution of
information between management and equity investors, CSR
reporting should provide information about the activities
of sustainable and social value creation [6]. However,
this disclosure also triggers reactions among stakeholders.
Various studies have examined the effects of positive CSR
reporting. For example, Saeidi et al. [7] found a positive
influence of CSR reporting on the reputation of a company.
Furthermore, Dhaliwal et al. [8] were able to show that
positive CSR reporting can lead to a decrease in the cost of
capital.
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Due to the emerging signal effect of CSR reports and the
problem of inconsistent sustainability reports, the interest
of this work consists in an overview of currently reported
sustainability topics. This paper will therefore examine the
contents of CSR reports of German DAX (Deutscher Aktien
Index) companies over a period of five years by means of
textual analysis. The aim of this work is (1.) to classify the
main topics of the individual CSR reports based on predefined
GRI Topic standards and (2.) to compare them over time.
We then use these results to provide a comparison between
the topics captured in the sustainability reports and the topics
prescribed in the standard. In this paper, we analyze the CSR
reporting practice among German companies. Using Text
Mining algorithms like Latent Dirichlet Allocation (LDA)
topic Analysis, we examine the current practice among the
corporations included in the DAX 40. We process their CSR
reports since the introduction of mandatory disclosure in
2017. Due to the volume of data, the systematical analysis
of CSR reports can’t be done manually. We use LDA textual
analysis to detect leading topics included in the reports. The
usage of text mining techniques on corporate data isn’t new.
It has been used in various research fields and disciplines,
including for instance, finance [9], and marketing [10], [11].
Text Mining is a vast discipline, and its techniques vary

in terms of complexity and scope [12]. Topic Modeling
approaches, such as LDA provide a comprehensive overview
of unstructured, textual data [13]. Text Mining is therefore
well suited for the analysis of CSR reports to identify
deviation between obligatory information and actual infor-
mation included in the reports as well as understanding the
development of issues in time and in context of regulatory
changes [14], [15], [16].

To the best of our knowledge existing literature combining
non-financial reporting and text mining is insufficient. Espe-
cially literature on CSR analysis using text mining techniques
is rare or due to major changes in the reporting directives
outdated. This paper contributes to the field by combining
recent data with state-of-the-art text mining methods. With
our analysis, we gain insights into the structure and content
of German CSR reports and assess the relevance of the
topics contained, measured against the respective reporting
standards. This not only allows a comparison between the
standard requirements and the actual reporting, but due to
the periodic view, changes in the structure and practice of
CSR reporting can also be examined for each individual year.
Finally, our results confirm the applicability of LDA topic
modeling in the field of sustainability disclosure research.

II. THEORETICAL BACKGROUND
A. CSR REPORTING
In the European Union, all large capital market-oriented
companies and groups with more than 500 employees have
been obliged to publish a non-financial report since 2017.
This was decided by the Non-Financial Reporting Directive
2014/95/EU, which obliges member states to implement this
in their national law [1].

To this end, CSR-RUG was passed in Germany. The
CSR-RUG applies from 01.01.2017 and obliges all large cap-
ital market-oriented companies with more than 500 employ-
ees to publish a non-financial report, also called a sustainabil-
ity report, in the management report or on the website of the
company or group. The companies are to provide information
on environmental issues, employee issues, social issues,
respect for human rights and the fight against corruption and
bribery. Precise specifications on the content of these topics
are not given, but only examples of topics, such as greenhouse
gas emissions and water consumption for environmental
issues. Companies can also omit adverse disclosures on topic
areas, which is regulated in.

Furthermore, the CSR-RUG does not provide any precise
regulations on the structure or preparation of the sustain-
ability report and leaves this up to the companies. However,
frameworks can be used for the preparation, which should
then be mentioned by name in the report. This means
that companies are free to choose between the frameworks.
Frameworks for the preparation of sustainability reports
include the GRI, ISO 26 000 or the IR [3], [4], [5].

In addition to the frameworks mentioned here, there are
other frameworks for the preparation of sustainability reports.
An overview of three of the above-mentioned frameworks
is given in Table 1. All three frameworks have a common
purpose. It becomes clear that all three frameworks are
internationally applicable, but only the GRI provides topic-
specific guidelines.

An analysis of the underlying frameworks of CSR reports
shows, that most companies prepare their sustainability
reports based on the GRI standard [20].

B. GRI STANDARD
Table 1 shows that the GRI is a very comprehensive frame-
work that provides guidance on specific ESG (Environment,
Social, and Governance) topics. In addition, studies such as
Guo and Yang [21] show that the GRI is most frequently used
for the preparation of sustainability reports. Guo and Yang
show this by means of a survey of 30 Dow Jonas companies.
In this survey, 66 per cent of the companies used the GRI as
a standard and reported according to it [21].

The GRI framework is divided into three standard parts.
The first part is the Universal Standard, which is a general part
that provides information on the requirements and principles
of the GRI and clarifies the requirements and guidelines
for the report. The second part refers to Sector Standards.
The Topic Standard or topic-specific standard, form the third
part of the GRI framework. The topic-specific standards are
subdivided into the ESG topic areas (E = Environment,
S = Social, G = Governance). The topic area Environment
is contained in the GRI 300, Social aspects are contained in
the GRI 400 and Governance related topics are listed in the
economic section (GRI 200). For these topic areas the GRI
defines specified subtopics. For example, GRI 300 includes
the subtopics 301 materials or 308 supplier environmental
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TABLE 1. Overview of reporting frameworks [17], [18], [19].

FIGURE 1. Structure of GRI framework in accordance with [17].

assessment. In some cases, these subtopics are subdivided
again. The structure of the GRI is shown in Figure 1.
A complete overview of the GRI Topic Standards 200 to
300 is depicted in Table 22 in the appendix.

III. RELATED WORK
A. TEXTUAL ANALYSIS AND ESG REPORTING
The use of textual analysis and text mining techniques
is becoming increasingly important in the financial litera-
ture [22]. This need lies in growing proportions of textual
passages in financial disclosure and knowledge of potentially
important insights within this unstructured data [23].
An example of such an approach is provided by Lang

and Stice-Lawrence [24], who examined the length of annual
financial statements of more than 15,000 companies. The
term textual analysis includes a set of methods [22]. For
example, conducting an analysis of the information content
of 10-K reports, Li [25] followed a Naive Bayes classification
approach to determine the information content and tone
of financial-statements. Loughran and McDonald [22] on
the other hand, opted for a ‘‘bag of words’’ approach to
determine the tone of 10-K financial statements. Sai et al. [23]
investigated how the textual component of annual reports can
be used to deduct meaningful information about company’s
performance by employing textual analysis. They performed
sentiment analysis as well as statistical calculations to explore
the relation between the emotions in annual reports and the
future performance of the firm.

In the era of Big Data, however, another method has been
gaining interest from financial and non-financial disclosure
researchers due to its promising application on large amounts
of unstructured textual data. Seemakurthi et al. [26] applied
various advanced supervised machine learning and natural
language processing (NLP) techniques, including LDA to the
problem of detecting fraud in financial reporting documents.
They used LDA to a collection of type 10-K financial
reports to generate document-topic frequency matrix, and
then submit these data to advanced classification algorithms.
Zhu et al. [27] analyzed corporate risk disclosures as part
of U.S. public companies’ financial reports to identify risk
types and examined their potential implications on stock
returns. They applied a Sentence LDA (Sent-LDA) model
to infer risk types. They then quantified the impact of
these risk factors on stock returns. Hoberg and Lewis [28]
used text-based analysis of 10-K disclosures to examine
verbal disclosure of fraudulent firms. They employed LDA
to identify interpretive verbal topics that firms emphasize
compared to peers. This is based on the central hypothesis
that the verbal factor structure of these text sections can
be interpreted to reveal likely mechanisms that surround
fraudulent behavior. Dyer et al. [29] documented trends in
10-K disclosure over the period 1996-2013, with increases in
length, boilerplate, stickiness, and redundancy and decreases
in specificity, readability, and the relative amount of hard
information, using LDA to examine the specific topics.
Huang et al. [30] applied topic modeling (LDA) to compare
the content of reports from financial analysts after the annual
general meeting with the actual topics of the general meeting
to investigate how financial analysts serve their information
intermediary role.

In the context of non-financial disclosure like the analysis
of companies ESG/CSR reports, text mining applications
are considered to have a lot of potential. With more
corporations publishing corporate sustainability reports due
to stricter regulations, the manual process of analyzing
the reports is becoming inefficient and tedious [31], [32],
[33]. In recent years several publications performing textual
analysis and text mining methods on corporate reports like
ESG/CSR disclosure were published. Following the joint
goal of gaining insights in a vast amount of unstructured
ESG data and to extract hidden information in corporate
disclosure the researchers target various research questions.
Modapothala and Issac [34] examined and analyzed corporate
environmental reports in line with GRI disclosures to identify
differences founded in the nature of the business using a data
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TABLE 2. Output search strings.

FIGURE 2. Construction of database and methodology of intratopic-topic modeling.

TABLE 3. Top 25 bigrams included in GRI Topics 200-400.

mining approach. Freundlieb and Teuteberg [35] analyzed
CSR reports published by 97 market-listed companies

FIGURE 3. LDA model structure in accordance with [40] and [46].

FIGURE 4. Top 25 bigrams represented in entirety of topics.

from the USA, Germany and the rest of Europe to point
out regional differences as well as changes over time.
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TABLE 4. GRI 200 - Weight and word tount of topic 0-2 (all reports).

TABLE 5. GRI 300 - Weight and word tount of topic 0-2 of (all reports).

By conducting a text mining supported quantitative content
analysis on the occurrence frequency of positively and

negatively connoted bigrams/keywords within CSR reports,
they identified shifts in regard of the CSR reports’ focus, and
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TABLE 6. GRI 400 - Weight and word tount of topic 0-2 (all reports).

TABLE 7. GRI 200 - Weight and word tount of topic 0 (2017-2021).

also whether CSR reports were being (mis)used as marketing
instruments. Chang and Cheng [36] applied text mining as
a tool to explore annual corporate sustainability reports in

Taiwan to investigate the industrial context of enterprises
on corporate sustainability reporting and to identify the dif-
ferences in viewpoints in corporate sustainability reporting.
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FIGURE 5. Occurrence of top 10 bigrams represented in GRI Topics
200-400 (all years accumulated).

FIGURE 6. Absolute and relative development of number of bigrams per
GRI Topic and year.

Shahi et al. [31] analyzed a corpus of corporate sustainability
reports using a supervised learning based text mining soft-
ware to build a classifier and a feature selector, to investigate
the possibility of measuring the completeness of CSR
reports. By assessing them based on GRI content index,
they identified sections, which fulfill particular performance
indicators to figure out whether or not a CSR report complies
with the GRI guidelines. Te Liew et al. [37] used text mining
techniques to identify frequent use of sustainability-related
terms in sustainability reports in the four main sectors
of the process industry. These terms presumably reflect
the main concerns and emphasis of the reports and allow
insights in the most prominent sustainability topics and
sector-specific sustainability issues. Liu et al. [32] conducted
text-mining to determine the benchmark of environment
performance indicators defined in the GRI and advise an
example model for the petrochemical industry’s CSR reports
to gain valuable information on decision making and strategy
planning.

In the context of ESG reporting, LDA has also found
its first applications. Benites-Lazaro et al. [38] analyzed a
large amount of data from public corporate documents using
LDA to identify companies’ commitment to sustainability

TABLE 8. Top 20 bigrams included in GRI 200 (2017-2021).

FIGURE 7. Occurrence of top 10 bigrams represented in GRI 200
(2017-2021).

FIGURE 8. Occurrence of top 10 bigrams represented in GRI 300
(2017-2021).

and business-led governance by identifying main themes
that demonstrate the rule-setting power of the sugarcane
ethanol industry. Goloshchapova et al. [14] performed topic
modeling using text mining and LDA analysis on CSR
reports for all constituent firms of the major stock market
indices of 15 countries included in MSCI Europe. Their

77306 VOLUME 12, 2024



T. Contala et al.: Topic Trends in Sustainability Disclosure of German DAX 40 Companies

TABLE 9. GRI 300 - Weight and word tount of topic 0 (2017-2021).

TABLE 10. Top 20 bigrams included in GRI 300 (2017-2021).

goal was to identify common topics reported and sector
bias with industrial firms and consumer discretionary and
consumer staples. Nakagawa et al. [33] analyzed non-
financial information in integrated reports by using NLP,
LDA andWord2Vec to identify the differences between good
and less good integrated reports. Niveditha et al. [39] applied
NLP as a technique towards CSR research. By combining
LDA to identify the topics of primary focus in the reports
and a classifier for labeling the text data, they created a
supervised machine learning model and applied it on annual
reports of various Indian companies to extract dominant

FIGURE 9. Occurrence of top 10 bigrams represented in GRI 400
(2017-2021).

topics and thus the most common CSR concerns and
practices.

B. MOTIVATION AND LITERATURE GAP
From an economic point of view, the analysis of unstruc-
tured textual sections of financial disclosure using text
mining applications such as LDA has evident benefits.
Financial analysts can extend conventional methods based
on numerical information for analyzing the performance
of the organization by analyzing textual data in annual
reports, which was inaccessible information for a huge
number of novice investors [23]. With blurring lines between
financial and non-financial disclosure, stricter GRI reporting
guidelines and dependencies between CSR performance,
CSR reporting and business performance, the textual anal-
ysis of sustainability reports attracting more and more
attention.
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TABLE 11. GRI 400 - Weight and word tount of topic 0 (2017-2021).

TABLE 12. Top 20 bigrams included in GRI 400 (2017-2021).

TABLE 13. Comparison keywords with modeled topics (full match).

Corporate non-financial information has become more
important. Within the guidelines for CSR reporting the
content may vary due to sector or company specific
practices. Since it is difficult to manually read and compare
multiple reports consisting of hundreds of pages, the need to
read unstructured textual data efficiently and objectively is

TABLE 14. Comparison keywords with modeled topics (partial match).

TABLE 15. Comparison keywords with modeled topics (synonymous
word combinations).

increasing [33]. Despite growing interest in ESG disclosure
and early promising research in this respective field as
introduced in subsection A. TEXTUAL ANALYSIS AND
ESGREPORTING, we noticed a lack of publications keeping
up with both the evolving practices and guidelines for
ESG disclosure as well as the state-of-the-art text mining
and textual analysis techniques. Our search strategy was
structured as follows. To search specifically for literature
on the topic of sustainability reporting, the databases
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Science Direct, Web of Science, IEEE-Xplore and Jstor were
examined. These databases were searched for literature using
the search strings ‘‘csr’’ AND ‘‘text mining’’, ‘‘sustainability
reporting’’ AND ‘‘text mining’’, ‘‘csr’’ AND ‘‘machine learn-
ing’’, ‘‘sustainability reporting’’ AND ‘‘machine learning’’,
(‘‘non’’ AND ‘‘financial reporting’’) AND ‘‘text mining’’,
and (‘‘non’’ AND ‘‘financial reporting’’) AND ‘‘machine
learning’’. The results of the literature search are presented
in Table 2.

Based on this literature research, it appears that little
literature is available in the area of sustainability report-
ing, and its analysis using text mining techniques, which
consequently highlights the literature gap in this topic. While
topic modeling is a well-established technique for textual
data analysis, the application of topic modeling to ESG
reports is a relatively new area of research. There are only
very limited scientific publications that have used topic
modeling approach to extract topics from ESG reports and
compare them to GRI reporting requirements. Regarding
CSR reports of German DAX40 companies from 2017 till
2021, we built a unique corpus of up-to-date ESG disclosure,
which include changes in GRI guidelines as well as the
listing of respective companies. By applying LDA Topic
Modelling algorithm, building on existing promising research
on CSR disclosure while addressing the lack of up-to-
date publications combining recent data and state-of-the-art
machine learning algorithms.

IV. METHODOLOGY
The following subsections contain a detailed description of
our research approach and the methodology used to apply a
textual analysis.

A. DATA COLLECTION AND TEXTUAL ANALYSIS
PROCEDURE
The sustainability reports of the DAX 40 companies in the
period from 2017 to 2021 serve as the data basis for the
following analysis. An overview of the DAX 40 companies
with a year of admission to the DAX is provided in
Table 16 in the appendix. The period was chosen from 2017,
as the reporting obligation for large capital market-oriented
companies came into force from this year. The law stipulates
that the companies either add their reports to the management
report or publish them on their website. The reports are
thus publicly accessible and can be downloaded from the
companies’ websites. Only a few reports have been published
for the reporting year 2022. An overview of the reports
used with sources is shown in Tables 17 to 20 in the
appendix.

Our aim is to analyze the subtopics included in corporate
reports targeting predefined GRI Topics. Figure 2 visualizes
our approach as follows:

First we collect textual data in form of CSR reports of
German corporations.

TABLE 16. Overview of companies included in DAX 40 [49].

Second the textual data we extract parts of the text related
to a specific GRI Topic (201-207, 301-308, and 401-418) and
accumulate them into individual data sets for every respective
year. The keywords used to segregate the text passages are
listed in Table 21. Those keywords were derived from the
GRI Topics and subtopics as depicted in Table 22 in the
appendix.

Third we pre-processed the text in several sequential
steps as described in subsection B. PRE-PROCESSING
and finally applied LDA Topic Modeling on the resulting
corpora. In doing so we want to identify patterns, con-
tent tendencies and new information within the disclosure
given by corporations on predefined GRI Topics. The
model identifies influential words by measuring their co-
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TABLE 17. Internet source of the sustainability report [Adidas-Covestro].

occurrence [40]. By applying it on pre-selected text related
to a specific GRI Topic, the resulting clusters represent the
main subtopics within a main-topic and reveal interesting
insights in reporting practices and tendencies. In subsection
C. LATENT DIRICHLET ALLOCATION we provide a
brief introduction to LDA and describe our Topic Modeling
approach.

B. PRE-PROCESSING
This section describes the procedure of collecting the data and
all the pre-processing steps carried out, necessary for further
data analysis. Beginning with the handling of the downloaded
CSR reports to the point of applying text mining methods on
the prepared data set. In a first, manual step, we examined
the structure of the CSR reports. This provided an overview
of the technical requirements for further processing. We then

saved the reports of the respective companies as a PDF file
in English language. To the best of our knowledge, there is
no uniform database available at the current time through
which sustainability reports are made available. Therefore,
the reports were downloaded from the respective homepage.
To be able to perform subsequent processing steps with the
Python programming language, the PDF files were converted
into txt-files. For this the Python package ‘‘PyMuPDF’’ was
used, which filtered the PDF files according to their text
passages. To be able to analyze the content and the topics
included in the reports we conducted textual feature reduction
based on multiple raw pre-processing steps. These steps are
performed to detect, identify, and remove unwanted elements
in the data set [41].

Thus, the text contents of the reports were further filtered
by regular expressions in a second step. We removed
non-language elements, non-alphanumeric symbols, num-
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TABLE 18. Internet source of the sustainability report [Daimler Truck-HeidelbergCement].

bers, dots, repeat space character, one letter words, letters
attached with special characters and converted the letters
into lower case. Because text cannot be processed by
computer programs in its raw form, text indexing is
carried out to convert the texts into a list of words.
This step is called Tokenization because it segments texts
into tokens by punctuation or white space marks [42].
Important was to keep words such as o2 and co2 included
in the text, for them being expected to have explanatory
content. For Tokenization the package ‘‘tokenize′′ from
nltk was used. To obtain meaningful results, the text
was divided into bigrams. Thereby a list is generated
from the combinations of the predecessor and descendant
word.

The subsequent step of Stemming/Lemmatization is the
process of mapping each token to its root form, which is
usually applicable to nouns, verbs, and adjectives [42]. The

implementation requires stemming rules, which are rules
for associating tokens with their own root form. Nouns for
example, are converted into their singular form or verbs given
in their third-person singular form need to have the postfix
‘‘s’’ or ‘‘es’’ removed. For Stemming we used the Python
package ‘‘Snowballer ′′ from nltk.

Also, we have conducted stopword removal as recom-
mended for long data sets [43]. Stopwords are words that are
unrelated to the content of the text and should be eliminated
to improve efficiency. Any words that are already on the
pre-defined list are eliminated. Words without relevance for
the content of the Text are for example prepositions, such
as ‘‘in,’’ ‘‘on,’’ and ‘‘to’’, conjunctions such as ‘‘and,’’ ‘‘or,’’
‘‘but,’’ and ‘‘however’’ or definite article ‘‘the,’’ and the
indefinite articles, ‘‘a’’ and ‘‘an’’. Apart from the list for
of stopwords for the English language we included months,
company names, various country names etc. To increase the
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TABLE 19. Internet source of the sustainability report [Henkel vz.-QIAGEN].

result, the stemming stepwas also applied to the stopword list.
Countries with precarious labor conditions or environmental
issues are not removed because they could be essential
for understanding some topics. In an iterative process
common but non-recognizable letters and words are also
removed.

In a final step, to align the topics with the GRI standards,
the existing text corpus was filtered on the basis of the
existing GRI subtopics and divided into three parts. For each
of the GRI Topics 200, 300 and 400, a separate text corpus
was created to which the LDAmodel was applied. Therefore,
the sustainability reports were filtered based on the GRI
Topics. Thus, only those text passages were included in the
corpus that could be related to the respective GRI standard.
This procedure served as a basis for comparing the identified
topics with the standard. In a further step, this procedure

was additionally applied on an annual basis to enable the
development over time.

C. LATENT DIRICHLET ALLOCATION
In this section, we provide a brief introduction to LDA
and describe our Topic Modeling approach, with which
we want to gain insights on main keywords and clusters
within the analyzed CSR reports. Generally, text represents
unstructured data which consists of strings that are called
words. Text mining can be defined as the process of distilling
actionable insights from text [44]. Topic Modeling is ideal
for organizing, summarizing, and understanding vast amount
of textual data by providing a probabilistic framework.
Topic Modeling captures the latent semantic structure of a
document collection. This is accomplished by expressing
documents as distributions over a topic and topic rankings
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TABLE 20. Internet source of the sustainability report [RWE-Zalando].

of words based on their relevance to themes. Hereby variable
relations between words and their occurrence in the data set
are extracted as topics [45]. LDA is a three-stage Bayesian
model first described by Blei et al. [46]. It is used to
differentiate groups of words as topics within textual data.
Each topic is thus modeled as an infinite mixture over a
collection of topic probabilities. The topic probabilities give
an explicit representation of a document in the context of text
modeling [40].
To gain a better understanding of LDA, it is important to

clarify the terms word, document, and corpus. According to
Blei et al. [46], a word is the fundamental unit of discrete
data and an element of a vocabulary indexed by {1, . . . ,V }.
A sequence of N words is adding up to a documentW and is
defined asW = (w1,w2, . . . ,wN ),withwn as the nthword of
the sequence [46]. Multiple documents form a corpus D and
are defined by D = {W1,W2, . . . ,WM } [46]. The variable

α represents a Dirichlet prior weight of topic by document
and Z the assignment of a word to a given topic. According
to the structure as depicted in Figure 3, documents contain a
random mixture of topics characterized by the distribution of
words [40], [46].

The variable θ describes the extent to which a topic is
represented in a document. Therefore, each document has a
probability of belonging to each topic [40]. The variable η

represents Dirichlet distribution. A high value for η indicates
that the topics are likely to cover most of the words, lower
value implies that the topics contain a fewer number of
words. The parameters α and β are corpus level parameters,
assumed to be sampled once in the process of generating
the corpus [46]. The Python package ‘‘models.ldamodel’’
from gensim was selected for the application of the LDA
model to the sustainability reports. The number of topics to
be modelled was selected based on the topics prescribed in
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TABLE 21. Keywords derived from each topic.

the respective GRI standards. For example, the GRI Topic
standard 200 contains a total of 7 subtopics.

V. ANALYSIS AND RESULTS
In the following section, we present our results from the Topic
Modeling approach applied on the entirety of text belonging

to the GRI Topics 200, 300 and 400, as well as individually
for every year from 2017 to 2021.

A. MODEL APPLIED ON ENTIRETY OF TEXT
The model parameters were adapted for each of the three
corpora including all reports 2017-2021 belonging to GRI
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FIGURE 10. GRI 200 - Weight and Word count of topic 0-5 (all reports).

200, GRI 300 and GRI 400. For GRI 200, the model
was configured to build 7 topics consisting of 17 words
in accordance with GRI 200 topic structure (7 topics and
17 subtopics). For GRI 300, the model was configured to
build 8 topics consisting of 36 words in accordance with
GRI 300 topic structure (8 topics and 36 subtopics). For GRI
400, the model was configured to build 16 topics consisting
of 35 words in accordance with GRI 400 topic structure
(16 topics and 35 subtopics). The Number of Bigrams
extracted from the input data was for the GRI 200: 14940,
GRI 300: 9587, GRI 400: 9858.

Figure 4 displays the 25 most represented bigrams in all
topics founded by the model. Those are ‘‘supply chain’’,
‘‘board management’’, ‘‘financial statement’’, ‘‘corporate
governance’’, ‘‘consolidated financial’’, ‘‘human right’’,
‘‘climate change’’, ‘‘combined management’’, ‘‘health
safety’’, ‘‘management system’’, ‘‘climate protection’’,
‘‘environmental social’’, ‘‘per cent’’, ‘‘raw material’’,
‘‘additional information’’, ‘‘due diligence’’, ‘‘environmental
protection’’, ‘‘ifrs information’’, ‘‘management consoli-
dated’’, ‘‘value chain’’, ‘‘co2 emission’’, ‘‘code conduct’’,
‘‘executive board’’, ‘‘key figure’’, and ‘‘risk management’’.
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FIGURE 11. GRI 300 - Weight and word count of topic 0-5 (all reports).

Table 3 breaks down this list into their occurrence in the
individual GRI Topics 200-400 (all years accumulated).

Figure 5 visualizes the distribution of the top 10 bigrams
individually for GRI 200 to GRI 400.

The results of every topic found by the LDA model were
combined in a table so that the words or word combinations
of a topic are arranged in descending order of importance
(weight) and evaluated graphically. The 5 words with the
highest weight for the topic are high-lighted in bold letters
and the column Word Count is color-coded. High values are
shaded with darker blue, lower values with lighter shading.
The following Tables and Figures contain the results for 3 of

the discovered topics (Topic 0, 1 and 2) for each of the 3 text
corpora.

Table 4 contains the LDA results for Topic 0, 1 and 2
included in the GRI 200 corpus. The most important
words for Topic 0 are ‘‘financial statement’’, ‘‘consolidated
financial’’, ‘‘fair value’’, ‘‘cash flow’’, and ‘‘management
consolidated’’. The most important words for Topic 1 are
‘‘supervisory board’’, ‘‘executive board’’, ‘‘board member’’
‘‘financial statement’’, and ‘‘corporate governance’’. The
most important words for Topic 2 are ‘‘management
approach’’, ‘‘assurance engagement’’, ‘‘material topic’’,
‘‘financial statement’’, and ‘‘consolidated financial’’. The

77316 VOLUME 12, 2024



T. Contala et al.: Topic Trends in Sustainability Disclosure of German DAX 40 Companies

FIGURE 12. GRI 400 - Weight and word count of topic 0-5 (all reports).

charts of the Topics 0-5 found by the model are included in
the appendix (Figure 10).

Table 5 contains the LDA results for Topic 0, 1 and
2 included in the GRI 300 corpus. The most important
words for Topic 0 are ‘‘riskmanagement’’, ‘‘data protection’’,
‘‘management system’’, ‘‘human right’’, and ‘‘health safety’’.
The most important words for Topic 1 are ‘‘real estate’’,
‘‘raw material’’, ‘‘environmental protection’’, ‘‘customer
satisfaction’’, and ‘‘business model’’. The most important
words for Topic 2 are ‘‘supply chain’’, ‘‘human right’’, ‘‘code
conduct’’, ‘‘work council’’, and ‘‘parental leave’’. The charts
of the Topics 0-5 found by the model are included in the
appendix (Figure 11).

Table 6 contains the LDA results for Topic 0, 1 and
2 included in the GRI 400 corpus. The most important

words for Topic 0 are ‘‘real estate’’, ‘‘customer satisfac-
tion’’, ‘‘society customer’’, ‘‘development project’’, and
‘‘capital market’’. The most important words for Topic 1
are ‘‘health safety’’, ‘‘occupational safety’’, ‘‘occupational
health’’, ‘‘health management’’, and ‘‘management sys-
tem’’. The most important words for Topic 2 are ‘‘co2
emission’’, ‘‘raw material’’, ‘‘co2 emission’’, ‘‘commercial
vehicle’’, and ‘‘passenger car’’. The charts of the Topics
0-5 found by the model are included in the appendix
(Figure 12).

B. MODEL APPLIED INDIVIDUALLY FOR EVERY YEAR
After evaluating the report sections divided according to
their GRI Topic affiliation, the model was adapted to
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FIGURE 13. GRI 200 - Weight and word count of topic 0-5 2017.

evaluate the data additionally according to individual years.
Consequently, the respective input data consists of text
belonging to GRI 200, GRI 300, and GRI 400 as well as
a specific year between 2017 and 2021. The Number of
bigrams extracted by the input data grows year by year
for all three GRI Topics. GRI 200 grew by 14.35 per cent
on average, GRI 300 by 12.31 per cent and GRI 400 by
10.94 per cent. The absolute and relative development of the
number of bigrams per GRI Topic and year is visualized in
Figure 6.

Themodel parameters were adapted for each of the corpora
belonging to GRI 200, GRI 300 and GRI 400 and a specific
year (2017-2021). For GRI 200, the model was configured to

build 7 topics consisting of 17 words for every year. For GRI
300, the model was configured to build 8 topics consisting
of 36 words for every year. For GRI 400, the model was
configured to build 16 topics consisting of 35 words for every
year.

The results were combined in tables so that the words or
word combinations of a topic are arranged in descending
order of importance (weight) and evaluated graphically. The
5 words with the highest weight for the topic are high-lighted
in bold letters and the column Word Count is color-coded.
High values are shaded with darker blue, lower values with
lighter shading. The following Tables and Figures contain the
results of one exemplary topic discovered by the model for
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FIGURE 14. GRI 200 - Weight and word count of topic 0-5 2018.

each of the 3 GRI Topics (200, 300 and 400) and year of the
respective time span.

Table 7 contains the LDA results for Topic 0 included in the
GRI 200 corpus for every year in the period 2017 to 2021. The
most important words for Topic 0 in 2017 are ‘‘human right’’,
‘‘code conduct’’, ‘‘risk management’’, ‘‘work council’’, and
‘‘commercial vehicle’’. Themost important words for Topic 0
in 2018 are ‘‘raw material’’, ‘‘human right’’, ‘‘financial
statement’’, ‘‘interest rate’’, and ‘‘executive board’’. Themost
important words for Topic 0 in 2019 are ‘‘per cent’’, ‘‘supply
chain’’, ‘‘climate protection’’, ‘‘environmental portfolio’’,
and ‘‘human right’’. The most important words for Topic 0 in
2020 are ‘‘executive board’’, ‘‘supervisory board’’, ‘‘financial

statement’’, ‘‘consolidated financial’’, and ‘‘board member’’.
The most important words for Topic 0 in 2021 are ‘‘human
right’’, ‘‘board management’’, ‘‘per cent’’, ‘‘supply chain’’,
and ‘‘supervisory board’’. The charts of the Topics 0-5 found
by the model in 2017 are included in the appendix (Figures 13
to 17).

Table 8 contains the 20 bigrams occurring most frequently
over the years in the Topics belonging to GRI 200 formed by
the LDAmodel. Furthermore, it breaks down their occurrence
individually for every year between 2017 and 2021. Figure 7
visualizes the information contained in Table 8 for the
10 most frequent bigrams of the topics found in GRI 200 for
every year.
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FIGURE 15. GRI 200 - Weight and word count of topic 0-5 2019.

Table 9 contains the LDA results for Topic 0 included in
the GRI 300 corpus for every year in the period 2017 to
2021. The most important words for Topic 0 in 2017 are
‘‘assurance engagement’’, ‘‘raw material’’, ‘‘co2 emission’’,
‘‘supply chain’’, and ‘‘per cent’’. The most important words
for Topic 0 in 2018 are ‘‘management approach’’, ‘‘material
topic’’, ‘‘evaluation management’’, ‘‘explanation material’’,
and ‘‘supply chain’’. The most important words for Topic 0
in 2019 are ‘‘cash flow’’, ‘‘consolidated financial’’, ‘‘fair
value’’, ‘‘rawmaterial’’, and ‘‘financial statement’’. The most
important words for Topic 0 in 2020 are ‘‘human right’’,
‘‘financial statement’’, ‘‘consolidated financial’’, ‘‘manage-
ment approach’’, and ‘‘supply chain’’. The most important

words for Topic 0 in 2021 are ‘‘human right’’, ‘‘supply
chain’’, ‘‘financial statement’’, ‘‘consolidated financial’’, and
‘‘code conduct’’. The charts of the Topics 0-5 found by the
model in 2017 are included in the appendix (Figures 18 to 22).
Table 10 contains the 20 bigrams occurringmost frequently

over the years in the Topics belonging to GRI 300 formed by
the LDAmodel. Furthermore, it breaks down their occurrence
individually for every year between 2017 and 2021. Figure 8
visualizes the information contained in Table 10 for the
10 most frequent bigrams of the Topics found in GRI 300 for
every year.

Table 11 contains the LDA results for Topic 0 included
in the GRI 400 corpus for every year in the period 2017 to
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FIGURE 16. GRI 200 - Weight and word count of topic 0-5 2020.

2021. The most important words for Topic 0 in 2017 are
‘‘executive board’’, ‘‘supervisory board’’, ‘‘climate change’’,
‘‘corporate governance’’, and ‘‘board member’’. The most
important words for Topic 0 in 2018 are ‘‘human right’’,
‘‘supply chain’’, ‘‘united state’’, ‘‘fair value’’, and ‘‘financial
statement’’. Themost important words for Topic 0 in 2019 are
‘‘supervisory board’’, ‘‘human right’’, ‘‘supply chain’’, ‘‘cor-
porate governance’’, and ‘‘member supervisory’’. The most
important words for Topic 0 in 2020 are ‘‘combined non-
financial’’, ‘‘assurance engagement’’, ‘‘limited assurance’’,
‘‘quality control’’, and ‘‘assurance procedure’’. The most
important words for Topic 0 in 2021 are ‘‘supervisory board’’,
‘‘executive board’’, ‘‘board member’’, ‘‘financial statement’’,
and ‘‘consolidated financial’’. The charts of the Topics 0-5

found by the model in 2017 are included in the appendix
(Figures 23 to 27).

Table 12 contains the 20 bigrams occurringmost frequently
over the years in the Topics belonging to GRI 400 formed by
the LDAmodel. Furthermore, it breaks down their occurrence
individually for every year between 2017 and 2021. Figure 9
visualizes the information contained in Table 12 for the
10 most frequent bigrams of the Topics found in GRI 400 for
every year.

VI. DISCUSSION AND CONTRIBUTIONS
The first part of this study deals with the possibility
of identifying topics in sustainability reports using an
LDA model. To identify topics in sustainability reports,
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FIGURE 17. GRI 200 - Weight and word count of topic 0-5 2021.

keywords from the GRI framework were searched for in the
sustainability reports of the DAX40 companies. Table 13
shows the keywords found for GRI Topics by means of the
model used.

Only the keyword ‘‘climate change’’ was found for the
GRI 200. For GRI 300, the keywords ‘‘fuel consumption’’,
‘‘water consumption’’, ‘‘ghg emissions’’ and ‘‘supply chain’’
were identified. In the GRI 400 Topic area, only the keyword
‘‘parental leave’’ was identified. This means that the highest
hit rate was found for the keywords of the GRI 300 Topics.
However, it can be noted that only very few keywords could
be identified using LDA.

If partial matches for individual keywords are also
considered, no matches were visible for the GRI 200.

For the GRI 300, the combinations ‘‘co2 emissions’’ and
‘‘co2 consumption’’ were evident for the keyword ‘‘co2’’,
the combinations ‘‘material raw’’ and ‘‘material topic’’
for the keyword ‘‘material’’, and the combination ‘‘green
electricity’’ for the keyword ‘‘electricity’’. For the GRI 400,
the combinations ‘‘health safety’’ and ‘‘health occupational’’
were identified for the keyword ‘‘health’’, and the com-
binations ‘‘diversity equity’’ and ‘‘diversity inclusion’’ for
‘‘diversity’’. These partial matches are listed in Table 14
and only word combinations that were recognized at least
twice are shown. In addition, a number of synonyms or
word combinations were identified for keywords of the
GRI 300, which are listed in Table 15. The synonyms
‘‘co2 emission’’, ‘‘co2 emission’’, ‘‘carbon emission’’ and
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FIGURE 18. GRI 300 - Weight and word count of topic 0-5 2017.

‘‘carbon dioxide’’ were identified for ‘‘co2’’. For the keyword
‘‘ghg gas’’, ‘‘greenhouse gas’’ was extracted, and for ‘‘envi-
ronment’’, ‘‘environmental impact’’ and ‘‘environmental
protection’’.

Despite adding the partial hits and synonyms to the fully
identified keyword hits, only very few keywords could
still be identified using LDA. This suggests that the LDA
model is only sparsely suitable for identifying GRI Topics
in sustainability reports. Moreover, this study investigates
whether the LDA model can be used to reflect the structure
of the GRI Sustainability Reporting Framework.

Table 8 shows the top 20 bigrams for the GRI 200 over the
period under review. Keywords such as ‘‘supply chain’’, ‘‘raw
material’’ or ‘‘health safety’’ can be identified, but these do

not fall within the topic area of the GRI 200. It can therefore
be concluded that theGRI 200 could not be retrieved using the
LDA model. Table 10 shows the top 20 bigrams for the GRI
300 in the period from 2017 to 2021. The keywords ‘‘supply
chain’’, ‘‘raw material’’, ‘‘environmental protection’’, ‘‘co2
emission’’ and ‘‘greenhouse gas’’ listed for the GRI 300 can
be identified. This suggests that the structure of theGRI 300 is
partially visible. Looking at the keyword hits for the GRI
300, where a total of four full hits were detected and two
of these were reflected in the top 20 bigrams for this GRI,
it could be said that it was recovered. In addition, many of
the partial hits or synonyms for the GRI 300 were also visible,
which consolidates this result. For the GRI 400, the keyword
‘‘health safety’’ was found in the top 20 bigrams of the GRI
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FIGURE 19. GRI 300 - Weight and word count of topic 0-5 2018.

400 (Table 12). It can therefore be assumed that the structure
of the GRI 400 is not reflected by means of LDA.

It can thus be stated that the structure of the GRI cannot be
found using LDA. Although the GRI 300 could be partially
reflected, the GRI 200 and GRI 400 could not. One reason
for the retrieval of the GRI 300 could be that most of the
keywords for the GRI 300 were recognized. However, when
comparing the top 20 bigrams of GRI 200-400, it becomes
visible that the hits ‘‘supply chain’’, ‘‘health safety’’, ‘‘raw
materials’’ and ‘‘human rights’’ appear in all three of the top
20 bigrams, whereby ‘‘supply chain’’, ‘‘health safety’’ and
‘‘raw materials’’ can clearly be assigned as keywords to GRI
Topics.

Although the model could not replicate the Topic structure
of the GRI, the results of the model reveal insightful
information in the input data. Analyzing the frequency of
bigrams included in the Topics built by the model for every
year, it turns out that there are some content trends that
appear consistently over the years and some that change in
their occurrence. Figure 6 shows that the number of bigrams
extracted from the LDAmodel is growing over the years. This
growth is distributed approximately equally among all GRI
Topics, although GRI 200 has the highest average in growth.
Figure 5 shows that overall frequent bigrams are included
in all 3 GRI Topics and indicates that GRI 200, 300 and
400 interfere in terms of content.
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FIGURE 20. GRI 300 - Weight and word count of topic 0-5 2019.

For the top 20 bigrams included in GRI 200 (2017-2021) as
shown in Table 8 and partially in Figure 7 it appears, that with
the exception of 2017 bigrams like ‘‘consolidated financial’’,
‘‘financial statement’’, and ‘‘human right’’ appear regularly
and in high numbers in the topics found by the LDA model.
Bigrams like ‘‘executive board’’, ‘‘supply chain’’, ‘‘board
management’’, ‘‘board member’’, and ‘‘health safety’’ seem
to be more frequent keywords for topics in recent years.
Decreasing trends of certain bigrams are not evident,
although the remarkably many bigrams of the top 20 bigrams
included in topics modeled for 2017 are solely represented
this frequently in this specific year. ‘‘co2 emission’’, ‘‘com-
mercial vehicle’’, ‘‘occupational safety’’, ‘‘sustainability
strategy’’, ‘‘action area’’, ‘‘co2 emission’’, ‘‘environmental

impact’’, ‘‘environmental protection’’, ‘‘human resource’’,
‘‘key figure’’, ‘‘parental leave’’, and ‘‘passenger car’’ are not
included in the 20 most frequent bigrams of the other years.
Compared with maximum 3 unique bigrams in the other
years, these 11 unique bigrams in the top 20 of 2017 indicate
a thematic shift in CSR reporting in GRI 200 after 2017.

For the top 20 bigrams included in GRI 300 (2017-
2021) as shown in Table 10 and partially in Figure 8
it appears, that with the exception of 2020 bigrams like
‘‘supply chain’’, ‘‘raw material’’, ‘‘consolidated financial’’,
and ‘‘financial statement’’ appear regularly and in high
numbers in the topics found by the LDA model. Increasing
or decreasing trends of certain bigrams are not evident.
Noticeable is that many bigrams of the top 20 bigrams
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FIGURE 21. GRI 300 - Weight and word count of topic 0-5 2020.

included in topics modeled for 2020 are solely represented
this frequently in this specific year. Bigrams like for example
‘‘car light’’, ‘‘light commercial’’, ‘‘commercial vehicle’’,
‘‘passenger car’’, ‘‘workforce transformation’’, ‘‘assurance
engagement’’, ‘‘chain business’’, ‘‘combined non-financial’’,
‘‘disposal production-specific’’, ‘‘due diligence’’, and ‘‘envi-
ronmental social’’ are not included in the 20 most frequent
bigrams of the other years. Compared with maximum
3 unique bigrams in the other years, 14 unique bigrams in
the top 20 of 2020 indicates, that the model found a thematic
focus in GRI 300 in 2020, apparently with a focus on reports
from the automotive industry.

For the top 20 bigrams included in GRI 400 (2017-2021)
as shown in Table 12 and partially in Figure 9 it appears,

that with some exceptions in 2020, were the frequency tends
to be lower, bigrams like ‘‘management system’’, ‘‘supply
chain’’, ‘‘consolidated financial’’, ‘‘human right’’, financial
statement’’, and ‘‘board management’’ appear regularly and
in high numbers in the topics found by the LDA model.
Bigrams like ‘‘supervisory board’’ and ‘‘executive board’’
seem to be more frequent keywords for topics in recent
years. Increasing trends of certain bigrams are not evident,
although many bigrams of the top 20 bigrams included in
topics modeled for 2020 are solely represented this frequently
in this specific year. Bigrams like for example ‘‘key
figure’’, ‘‘around world’’, ‘‘business human’’, ‘‘compliance
management’’, ‘‘first time’’, ‘‘sustainability strategy’’, ‘‘co2
emission’’, ‘‘commercial vehicle’’, ‘‘coronavirus pandemic’’,
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FIGURE 22. GRI 300 - Weight and word count of topic 0-5 2021.

and ‘‘corporate culture’’ are not included in the 20 most fre-
quent bigrams of the other years. Compared with maximum
4 unique bigrams in the other years, 11 unique bigrams in
the top 20 of 2020 indicates, that the model found a thematic
focus in CSR reporting in GRI 400 in 2020, apparently related
to the appearance of the coronavirus pandemic.

VII. CONCLUSION
From the perspective of signaling theory, the work demon-
strates valuable insights by using text-mining (here: LDA)
on CSR reports. While CSR-relevant information is asym-
metrically distributed between companies, customers and
the public [47], [48], text mining helps to make this
asymmetry visible. The phenomena typical of CSR such as

hidden characteristics, intention, action, and information can
thus be addressed, and self-selection and sincerity can be
promoted.

A. SUMMARY
To do justice to the emerging signal effect of CSR reports and
the problem of inconsistent sustainability reports, the interest
of this work was to give an overview of currently reported
sustainability topics. This paper examined the contents of
CSR reports of German DAX companies over a period of five
years using LDA Topic Modeling. We examined the current
reporting practice among the corporations included in the
DAX 40.

The first objective of this work was to classify the main
topics of the individual CSR reports based on predefined GRI
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FIGURE 23. GRI 400 - Weight and word count of topic 0-5 2017.

Topic standards. By setting the parameters number of topics
and number of words per topic according the overall GRI
reporting standards for the respective topic (GRI 200, GRI
300, GRI 400) we tried to replicate the formal structure of the
GRI with the Topic Modeling results. The absence of precise
matches comparing the manually extracted meaningful Key-
words for each GRI Topic with the weighty bigrams included
in the topics by the model indicates that this undertaking was
not entirely successful. The best result was achieved for the
GRI 300 with 4 full matches, 5 partial matches and numerous
synonymous word combinations. Although our approach did
not succeed in extracting the GRI reporting structure from
the input data we are convinced, that if you can successfully
tackle the issues as mentioned in section B. LIMITATIONS,

Topic Modeling is a promising technique for the analysis
of CSR reports and able to identify deviation between
obligatory information and actual information included in the
reports.

Our second objective was to gain a general understanding
of the development of issues in time and in context of
external effects. LDA proved to be insightful comparing the
occurrence of specific bigrams in the topics configured by
the model. We were able to identify bigrams that appear
regularly and in high numbers, and therefor are consistent
over time. Noteworthy is that some of the detected bigrams
appear in all 3 GRI Topics (200-400). This shows that the GRI
Topics are not free of crossover in terms of content. Here,
bigrams occurring in high quantities in the input data are to
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FIGURE 24. GRI 400 - Weight and word count of topic 0-5 2018.

be critically questioned and might be due to ‘‘noise’’ in the
data. Furthermore, we compared the occurrence of important
bigrams over time and identified bigrams with increasing and
decreasing occurrence tendencies. Especially, the comparison
year by year for frequent bigrams that are unique to one
year allowed to extract shifts in the reporting practices due
to external effects like for example the coronavirus pandemic
in 2020.

B. LIMITATIONS
The LDA approach has been widely used for topic modeling
in various research fields, including sustainability reporting.
However, like any other method, it has some limitations
that should be taken into account when applying it to

sustainability reports. One of the primary limitations of
LDA for sustainability reporting is the pre-processing of
the texts. Sustainability reports often contain complex and
technical language, making it challenging to pre-process
them accurately. For example, stop words removal or
stemming may remove important information from the
texts, and tokenization may split some important words
into meaningless parts. Therefore, researchers should care-
fully choose the pre-processing steps to avoid misleading
results.

Furthermore, LDA is based on the bag-of-words approach,
where word order and context are ignored. This can lead
to a loss of semantic meaning, especially in languages with
complex syntax and semantics.
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FIGURE 25. GRI 400 - Weight and word count of topic 0-5 2019.

In addition, the number of selected topics and parameter
settings of the LDA model are critical factors that can affect
the results of the analysis. If the number of topics is too
high, the model may overfit the data, and if it is too low,
the model may not capture all the important information
in the data. Similarly, the choice of the hyperparameters
of the model can also affect the results significantly. The
use of bigrams is another factor that can affect the results
of the LDA model. Bigrams can provide more contextual
information, but they can also increase the sparsity of the
data, which can affect the quality of the results. Therefore,
it is important to experiment with different n-gram sizes
and choose the optimal setting based on the performance

of the model. Furthermore, company reports may con-
tain biased data (more favorable representations of the
company).

In addition to the above limitations, LDA also has some
general limitations that should be considered when using it
for sustainability reporting. For example, it assumes that the
topics are generated from a Dirichlet distribution, which may
not be the best choice for all data sets. Finally, LDA is an
unsupervised method, which means that it may not capture
all the important information in the data, especially if the data
set is complex or noisy. Given the above limitations of LDA
for sustainability reporting, researchers may consider using
other machine learning approaches.
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FIGURE 26. GRI 400 - Weight and word count of topic 0-5 2020.

C. FUTURE WORK
The importance of sustainability reporting and the need for
quick and automated information retrieval from the reports
will continue to grow in the upcoming years. Especially in
the context of analyzing and comparing sustainability reports
machine learning approaches provide promising tools to gain
a quick understanding of reporting trends and insights into
large quantities of unstructured textual data. This isn’t only
beneficial for the recipients of CSR Disclosure but also helps
companies to improve their reporting practices.

For the analysis of topics in sustainability reports,
a masked-language model like BERT might be an interesting
alternative for further research than the basic LDA model

used in this paper. In terms of meeting the GRI’s content
requirements, a possible solution might be the usage of text
classification techniques. For example, a machine learning
model could be trained to classify each section of a
sustainability report based on the requirements of the GRI
standard which later provide the input data for a Topic
Model. Furthermore, NLP can be used to analyze the
content of sustainability reports. In contrast to previous work,
NLP could be used in sustainability reports, for example,
to identify cases where sustainability reports do not provide
enough detail on certain topics or to identify deviations
from a specific reporting standard or legal requirements for
sustainability reports.

VOLUME 12, 2024 77331



T. Contala et al.: Topic Trends in Sustainability Disclosure of German DAX 40 Companies

TABLE 22. Structure and title of the GRI standards.
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FIGURE 27. GRI 400 - Weight and word count of topic 0-5 2021.

APPENDIX
See Tables 16–22 and Figure 10–27.
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