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ABSTRACT This study aims to create and examine a multimodal dataset to enhance crowd management
during the Hajj seasons. Sixty-four participants were engaged in Hajj rituals such as Tawaf, Saai, prayer, and
Doaa providing location and peripheral physiological data, collected and annotated using a custom-made
smartphone application. The collected data was leveraged to conduct a comprehensive analysis, specifically
focusing on the classification of the type of Hajj activity, level of fatigue, and emotional states based on
peripheral physiological signals. Three deep learning classification models were developed and validated
using feedforward neural networks. The models achieved satisfactory accuracy scores in classifying the
type of Hajj activity (41.71%), level of fatigue (85.27%), and emotional states (82.47%). While presenting a
straightforward use case, this research chiefly provides decision makers and the scientific community with a
statistically significant open data set aside with a deep learning architecture capable of characterizing crowd
behavior for the purpose of automating crowd management and monitoring.

INDEX TERMS Crowd control, crowd management, deep learning, Hajj, machine learning, pattern
classification, physiological sensors, signal processing.

I. INTRODUCTION
Crowd behavioral management studies how people interact
and behave in large groups, as well as how to glean useful
information from recordings that contain large groups of
people. This can be useful for spotting potentially harmful
circumstances before they turn into disaster by monitoring
the behavior of a large number of people and automatically

The associate editor coordinating the review of this manuscript and

approving it for publication was Yang Tang .

analyzing the movement of people at a congested pilgrimage
locations [1]. Social psychology studies have shown that an
individual will behave differently when they are in a crowd.
This is due to the influence that other individuals in the crowd,
as well as the environment, have on cognition and action [2].

Many theoretical or empirical studies have been conducted
over the past few decades to better understand the dynamics
of pedestrian crowds [3], [4], [5]. In order to analyze crowd
behavior, various interpretations can be made. The main goal
is to understand how a group of people behave by using
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data that is mainly gathered using different data sources.
Crowd safety can be ensured by gathering data on parameters
like population density and size using crowd monitoring
technology [6]. This information can be used to estimate the
degree of crowd gathering and make decisions about crowd
management and safety planning. The analysis of a number
of crowd behavior factors could help in avoiding dangerous
pedestrian stampedes. This involves analyzing the quantity of
individuals present in a specific area and its fluctuations over
time, along with the primary directions of movement within
a mobile crowd. Examining these elements could aid in the
detection of individuals whose motion diverges from the main
flows, and in identifying the causes behind their deviation. [1].
Based on research done by [2], crowd behavioral analysis has
been categorized into four main steps. The four main tasks
are crowd behavior classification, crowd counting, people
detection and tracking, and crowd anomaly detection, in which
the identification and classification of the behavior are done in
advance. Then the number of people involved in the sample is
included. People detection and tracking involve following the
trajectory of pedestrians in a video. Finally, detecting abnormal
behaviors in a crowd in the anomaly detection approach.

Despite the valuable insights provided by previous research
in crowd behavioral management and the development of
numerous crowd monitoring technologies, a significant gap
remains in our understanding of crowd dynamics, especially in
unique situations like the Hajj pilgrimage. This is largely due
to the lack of comprehensive, multimodal data that can account
for the complex interplay between individual cognition,
physiological states, emotional levels, and crowd behavior.
Addressing this gap, the necessity and innovation of this
research lie in the creation of an open dataset that links crowd
demographics, physiological signals, location data, fatigue
levels, and emotional statuses with the participants’ performed
Hajj activities. This dataset stands as an innovative addition
to the field, as it facilitates a more nuanced understanding of
crowd dynamics by considering physiological and emotional
factors, thus offering a multifaceted view of crowd behavior.

The objective of this research is to collate a comprehensive
dataset during Umrah and Hajj seasons encapsulating diverse
aspects such as activities, physiological signals, and emotional
states of the participants while examining the statistical
significance of the data to develop various types of analyses
and predictive models. Such analyses and predictive models
would provide an invaluable foundation for intelligent
crowd management and anomaly detection, achieved through
inter-relating crowd demographics, physiological signals,
location data, fatigue and emotional states with their
corresponding Hajj activities. In addition, this endeavor
is designed to provide the scientific community with an
open dataset that could spur on more in-depth research and
innovation in this field.
This paper is organized as follows: Section II provides

an overview of related research. Section III details the data
collection method and the considerations taken in its design.
Section IV provides quantitative and statistical analysis of the

data. Section V presents our experiments and the associated
results. Finally, Section VI concludes the paper, emphasizing
future directions for this work.

II. RELATED WORK
Different methods have been proposed in the literature for
crowd management for different purposes. One such approach
was developed by [7] that enables automated real-time
identification of critical mass behavior using optical flow
computations. The primary objective of this technique is to
enhance simulations of crowdmotion to identify areas that may
pose potential danger and guide pedestrian traffic accordingly.
To validate this approach, researchers examined microscopic
pedestrian behavior in congested situations and conducted
experiments on both synthetic and real datasets. In a different
study, [8] used video clips annotated with labels for both crowd
behavior and emotions to investigate how emotion features
can aid in the recognition of crowd behavior. According to the
study, complex behaviors can be accurately predicted from
video by using emotional attributes as fundamental building
blocks.
Moreover, a crowd management approach was developed

in [9] that is based on crowd behavioral analysis and the
Internet of Things (IoT). The proposed approach used video
segments captured from surveillance cameras to localize the
locations that require crowdmanagement into Spatio-temporal
flow blocks. This allows for the arbitrarily dense flow field
to be marginalized. The same method of video-surveillance
data has been used in the [10] study to build a new dataset
defining 11 classes that depict how a crowd can evolve across
time. The study showed that Spatio-temporal Convolutional
Neural Network could be used to crowd characterization and
anomalies classification.
Other studies have used network-based data in their

investigations. For example, social media data usage has
been used in [11] for crowd characterization. The data were
recorded for different events, one held in Amsterdam and the
other in the Netherlands, for different periods. A set of factors
that influence the pedestrian’s behavior was identified such as
demographics, spatial-temporal distribution, Point of Interest
(PoI) preferences, and word use, in the context of city events
can be exported from social media.

Similarly, a study by [12] used a similar method to evaluate
the datasets’ most crucial characteristics and to list the
social sensing scenarios that each dataset best captures. This
information can be useful for those interested in using the
datasets to evaluate and assess Mobile crowd sensing (MCS)
solutions for specific mobility/social scenarios. The focus of
this study’s analysis has been on users’ co-location traces,
which record the start and finish times of user contacts
(i.e., between their carried devices). This condensed repre-
sentation of the dynamic encounter graph from a dataset
illustrates the sociality and mobility of the participants in
the experimental datasets.

In contrast, there are some studies that have used installed
sensors to track and analyze pedestrian crowds in order to

VOLUME 12, 2024 72829



A. M. Al-Shaery et al.: Open Dataset for Predicting Pilgrim Activities

provide an early warning about potential violations of physical
distancing rules. This approach can help identify areas where
people are most likely to violate the rules and can also
provide real-time information about the presence of distance
offenders [13]. Meanwhile, other studies relied on mobile
sensors and platforms to collect their data for the analysis [10],
[14], [15].
Given these various approaches, two primary aspects

emerge as crucial in the current state of the field: crowd man-
agement and public safety, and data collection infrastructure.
These aspects not only frame the recent developments but also
guide our understanding of existing challenges and potential
improvements.

A. CROWD MANAGEMENT AND PUBLIC SAFETY
Effective crowd management plays a pivotal role in maintain-
ing safety in public areas. It encompasses a comprehensive
understanding of how people navigate different spaces and
aims to optimize their movement while minimizing potential
risks. In light of the COVID-19 pandemic, the significance of
crowd management has become even more pronounced. The
ability to comprehend and model pedestrian mobility patterns
has emerged as a crucial aspect for implementing local policies
and restrictions [16], [17].
By observing and analyzing the predictable patterns

of people’s movements, authorities can enhance their
management strategies in public spaces, ensuring compliance
with social distancing guidelines. Moreover, when contact
tracing becomes necessary, insights into pedestrian mobility
patterns can aid in identifying specific areas where individuals
may have been exposed to the virus [17].
One notable study [18] has devised a real-time crowd

monitoring and management system to combat the spread of
COVID-19. This system employs surveillance images and
videos to detect instances of social distancing violations,
subsequently categorizing them accordingly. By promptly
identifying and addressing such violations, the system aims
to mitigate the risk of virus transmission.
Crowd dynamics can also impact individuals’ emotional,

behavioral, and physiological states. In 2020, a study
conducted by [19] investigated the potential effects of various
interventions in the tragic 2010 Love Parade incident, which
resulted in 21 fatalities and numerous injuries. Using computer
simulations and virtual reality (VR) experiments, the study
examined simulated casualties and physiological arousal. The
findings highlighted the importance of separating the inflow
and outflow of a crowd, as it can enhance crowd throughput
while reducing congestion.

In summary, research at the intersection of crowd
management and public safety underscores the need to
understand and optimize pedestrian movement, especially
in the context of the COVID-19 pandemic. By leveraging
insights from pedestrian mobility patterns, authorities can
implement effective crowd management strategies, enforce
social distancing guidelines, and mitigate the risk of virus
transmission. Furthermore, studies exploring crowd dynamics

contribute valuable knowledge towards improving safety
measures and enhancing the overall well-being of individuals
in public spaces.

B. DATA SOURCE (COLLECTION INFRASTRUCTURE)
As seen in the preceding overview, a multitude of data
collection methods and tools are deployed to gather valuable
crowd management information. These tools and methods
can be broadly classified based on the study by [16] into two
main collection infrastructures: network infrastructure and
end-user devices. These data sources provide crucial insights
that allow for a range of analyses and applications in crowd
management. The next part of this section will further explore
the nuances of these data collection infrastructures and their
roles in contributing to our understanding of crowd dynamics.
The end user device data can be exported either from the

device itself or from a smart technology application that is
linked to the device. Recently, many smart devices such as
smartphones, tablets, and laptops are used to collect and store
data such as location, motion tackling, health condition, and
other types of data. Moreover, devices such as smartwatches
have been used also to monitor health conditions and to obtain
crowd density in a crowded event. Smartphones are used to
collect various types of data. For example, the location of the
user can be tracked using the built-in GPS sensor. The motion
of the user can be tracked using the built-in accelerometer
sensor. In addition, the health condition of the user can be
monitored using the built-in heart rate sensor. The use of
end-user devices for crowd management can provide many
benefits such as the reduction of data collection costs, the
minimization of device deployment costs, and the reduction
of the number of sensors used [20]. Network infrastructure
data can be acquired from devices such as CCTV cameras,
RFID readers, WiFi devices, and sensors. These devices are
placed in a fixed area and are used to monitor the crowd and
gather data. According to [16], data collected can be divided
into three categories based on the type of collection:

• Sensor-Based data is collected via the sensors including
GPS receivers, light sensors, accelerometers, gyroscopes,
magnetometers, pedometers, oximeters, temperature
sensors, heart rate sensors, and cameras. The data
collected by these sensors can provide information
about an individual’s location, movements, and activities.
Sensors are used to detect various physical quantities and
convert them into electrical signals. These signals can
be used to trigger other processes or to provide raw data
for further analysis. Microsoft’s Geolife dataset [21] is a
good example of such dataset.

• Network-based data is data collected by network
providers about end-user mobility. The growing popular-
ity of mobile communications has made it possible for
people to connect to networks from anywhere at any time.
This has made it possible for network providers to collect
information about end-user mobility through access to
network devices. Examples of network connectivity
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information that can be collected through mobility traces
include the type of network used (WiFi, Bluetooth,
or cellular), the location of the user, and the approximate
number of people in a specific area. This information
can be used to understand the activities and behavior
of people using cellular and WiFi networks. Example
of these datasets include: the upb/hyccups dataset [22],
the yonsei/lifemap dataset [23] and the sigcomm2009
dataset [24].

• Other system hardware refers to the applications running
on a smartphone that is capable of collecting data. For
example, an app with permission to access the user’s
location can collect GPS data. Apps can also collect data
about the user’s activities, such as the apps they use, how
often they use them, and for how long. Application data
can also include information that is actively collected by
users when they are utilizing an application. This data
is usually in the form of timestamps and can be paired
with details about a person’s position, movement, and
restrictions in the digital world. Exmaple of such datasets
include Gowalla and Brightkite [25].

C. AVAILABLE PLATFORMS WITH DATASET
There are several platforms and simulation models that have
been used in the past by researchers in order to experiment
with applications in the real world and test their performance.
The data sets used in the simulation were gathered from actual
studies using built mobile applications or platforms to perceive
and gather data [26].
APISENSEand SenseMyCity, MOSDEN, and ParticpAct

are examples of such platforms that give resources to
store and interpret data collected from a crowd, allowing
researchers to use crowdsensing applications. ParticipAct and
APISENSE provide resources for storing and processing data,
while SenseMyCity focuses on acquiring geo-indexed data
from sensors [27], [28], [29]. The SenseMyCity platform
includes the engagement of data from a mobile device or
participants. It canmanage information gathered from a variety
of sources, including GPS, accelerometer, gyroscope, and
ambient sensors [29].MOSDEN is amobile sensor data engine
that gathers and distributes sensed data among various users
and dispersed applications [30].

Another available platforms are CRATER, Medusa, Prism,
and MATADOR. CRATER estimates road conditions and
provides APIs for data access and visualization of maps
in related applications [31]. Medusa [32] is a framework
for analyzing task requirements and distributing the task
among users. The Prism [33] platform is designed for
remote sensing using smartphones, with a focus on security
and scalability. On the basis of users’ context awareness,
the MATADOR platform focuses on energy-efficient job
allocation and execution. It seeks to effectively distribute tasks
to users in accordance with a context-aware sampling method
that reduces mobile devices’ energy consumption [34]. Table 1
list publicly accessible datasets of pedestrian movement traces.

D. LIMITATIONS AND CHALLENGES
While the existing body of work presents a diverse range of
methodologies and objectives in crowd management research,
certain limitations and challenges persist in the current
approaches. These limitations provide an impetus for further
exploration and innovation in this field.

One of the primary limitations lies in the ability to accurately
classify complex crowd behaviors and emotional states. The
current methods, while sophisticated, do not always provide
a comprehensive picture of crowd dynamics. For instance,
while video surveillance and analysis have been widely used
in crowd management studies, these methods often struggle
with real-time identification of complex crowd behaviors and
emotions. They can also be hindered by challenges such as
occlusions, varying lighting conditions, and rapidly changing
crowd densities.
Furthermore, the reliance on network infrastructure for

data collection can also present certain challenges. Although
network-based data can provide rich insights into crowd
dynamics, these methods often suffer from issues of privacy,
data security, and data integrity. Furthermore, network
coverage and connectivity can significantly influence the
quality and reliability of collected data, presenting challenges
in areas with poor network infrastructure.
The use of end-user devices for data collection, while

advantageous in terms of cost-effectiveness and scalability,
also comes with its own set of challenges. These devices
often rely heavily on battery life, which can limit the duration
and frequency of data collection. Additionally, variations in
device types, models, and operating systems can introduce
inconsistencies in the data, making it difficult to standardize
and compare data across different devices.

Finally, while existing platforms provide valuable resources
for storing and processing crowd data, they often lack the
ability to handle the high dimensional and complex nature
of real-world crowd data. In addition, these platforms often
have limitations in terms of scalability, interoperability, and
real-time data processing capabilities.

In light of these limitations and challenges, our work aims
to address these gaps by proposing a novel approach to crowd
management using deep learning algorithms. This approach
not only offers the potential to improve the accuracy and
efficiency of crowd behavior classification but also provides a
promising solution to some of the existing challenges in data
collection and processing. We believe our work contributes
a meaningful step forward in the ongoing efforts to improve
crowd management strategies and systems.
Our work boasts several noteworthy accomplishments.

Firstly, we have accumulated and made publicly available
data that can be utilized by other researchers as a valuable
resource. To the best of our knowledge, there is no open-source
pedestrian dataset for Hajj and Umrah crowd mobility that is
publicly accessible. Secondly, we illustrate the transformation
of raw time series physiological data, accelerometer data, and
location data into inputs that can be processed by deep learning
algorithms to recognize Hajj activities. Finally, our work aims
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to shed light on the potential of analyzing and managing crowd
behavior by analyzing wireless sensor data and we hope it will
inspire further research in this field.

III. METHODOLOGY
A. BACKGROUND
The activities considered in this study, namely ‘‘Tawaf, Saai,
prayer, and Doaa,’’ are specific to the Hajj pilgrimage, which
is a religious pilgrimage to Mecca, Saudi Arabia, performed
by Muslims. Here’s a brief explanation of each activity:

• Tawaf: Tawaf refers to the act of circumambulating the
Kaaba, which is a cubic structure located in the center
of the Masjid al-Haram (the Grand Mosque) in Mecca.
Pilgrims walk around the Kaaba in a counterclockwise
direction for 7 rounds.

• Saai: Saai involves walking between the hills of Safa
and Marwa, which are located near the Kaaba. Pilgrims
walk back and forth seven times, emulating the actions
of Hagar, the wife of Prophet Ibrahim (Abraham), who
searched for water in that area according to Islamic
tradition.

• Prayer: During the Hajj pilgrimage, participants engage
in various prayers at different times and locations within
the holy sites of Mecca. These prayers are an essential
part of the religious rituals performed during Hajj.

• Doaa: Doaa refers to supplications or prayers made by
pilgrims during their Hajj journey. These prayers can
be personal or collective, and individuals often make
specific requests or seek blessings during this time.

In this study the location data and peripheral physiological
signals of the participants were recorded as they performed
these activities. This means that the participants’ physical
location and physiological signals (such as heart rate,
respiration rate, etc.) were monitored and collected during
Tawaf, Saai, prayers, and Doaa. The participants also provided
annotations related to the activity lap number (if applicable),
their level of fatigue, and emotional status. The collected
data, including the participants’ annotations and real-time
physiological and location data, were streamed and fused
within a smartphone application developed specifically for
this purpose.

B. PARTICIPANTS
Sixty four volunteers (all males; ages: 21.95 ± 1.16 years;
age range: 20 −27 years) from Saudi Arabia participated
in the data collection experiment. These participants were
students and staff from Umm Al-Qura University, Makkah,
Saudi Arabia.

An overview of the data in terms of frequency of performing
Hajj or Umrah, age distribution, height vs weight distribution,
and weekly physical exercises are shown in Figure 1, Figure 2,
Figure 3 and Figure 4.
The data presented in those figures provide important

insights and context that are crucial for understanding the
participants and their characteristics within the study. Here is
a justification for the importance of each figure:

FIGURE 1. Frequency of preforming Hajj or Umrah among subjects.

FIGURE 2. Subjects age distribution.

Figure 1: Frequency of performing Hajj or Umrah among
subjects. This figure showcases the distribution of participants
based on their frequency of performing Hajj or Umrah.
Understanding the participants’ prior experience with these
religious activities is essential as it can potentially influence
their familiarity with the pilgrimage environment, their level
of preparedness, and their behavior during the pilgrimage.
This information helps to contextualize the data analysis and
interpretation, allowing researchers to consider the potential
impact of prior experience on the observed outcomes.

Figure 2: Subjects’ age distribution. The age distribution of
the subjects provides valuable demographic information. Age
can significantly influence individuals’ physical capabilities,
endurance, and resilience during the demanding pilgrimage
activities. By examining the age distribution, researchers can
identify any age-related patterns, differences, or potential
correlations with other variables of interest, such as fatigue
levels or emotional states. This information helps in
understanding the diversity of the participant cohort and its
implications for the study findings.
Figure 3: Subjects’ weight vs. height distribution. The

weight and height distribution of the subjects offers insights
into their physical characteristics. These measurements can
be associated with individuals’ physical fitness levels, body
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TABLE 1. Open source pedestrian mobility trace datasets.

FIGURE 3. Subjects weight vs. height distribution.

mass index (BMI), and overall health status. Understanding
the distribution of weight and height among participants is
crucial, as it allows researchers to consider the potential

impact of physical attributes on the study outcomes, such as
fatigue levels or the ability to perform certain activities. This
information helps in assessing the physical diversity within the
participant group and its potential influence on the research
findings.
Figure 4: Subjects’ frequency of performing physical

exercise on a weekly basis. This figure illustrates the
participants’ self-reported frequency of engaging in physical
exercise on a weekly basis. Regular physical exercise can
significantly impact individuals’ fitness levels, stamina, and
overall well-being, which are relevant factors in the context
of a physically demanding pilgrimage. By analyzing the
frequency of physical exercise among participants, researchers
can explore any potential associations between exercise
habits and variables of interest, such as fatigue levels or
emotional states. This information helps in understanding
the participants’ physical preparedness for the pilgrimage
activities and its potential influence on the study outcomes.
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FIGURE 4. Subjects’ frequency of performing physical exercise on a weekly
basis.

In summary, Figures 1, 2, 3 and 4 provide essential
contextual information about the participants’ prior pilgrimage
experience, age distribution, physical characteristics, and
exercise habits. These figures help researchers consider
the influence of these factors on the study findings and
provide a comprehensive understanding of the participants’
demographics and physical attributes within the context of the
study.

C. ETHICS STATEMENT
Our study was reviewed and approved by the Biomedical
Research Ethics Committee from Umm Al-Qura University
Approval No. (HAPO-02-K-012-2023-03-1602).

D. MATERIALS AND SETUP
The experiments were performed in the Masjid Al-Haram in
Mecca, Saudi Arabia. Location data, annotation data, subjects’
demographic information and peripheral physiological signals
were recorded using a custom built mobile application. For
readers interested in getting more details about the collected
data, the custom-built application and its development process,
and sensors selection, we recommend reading our previously
published work [36]. This study significantly expands upon
our preliminary work [36], which primarily proposed a
framework and included data from only two participants to test
the feasibility of our approach. The current paper extends this
by collecting a comprehensive dataset from 64 participants
during the Umrah season. This dataset encompasses detailed
information on activities, physiological signals, and emotional
states, enabling the research community to conduct extensive
statistical analyses and develop predictive models. These
models are vital for understanding the interrelations among
crowd demographics, physiological states, location data, and
Hajj activities. Additionally, by providing an open database,

this study enhances the potential for future research and
applications in this field, marking a substantial expansion
in data collection, analysis, and the utility of the outcomes.
The study employed two sets of data collection devices, each
set comprising a Samsung Galaxy S22+ (SM-5906E/DS)
smartphone with Android 13 operating system, an Empatica
E4wristband, and a Zephyr BioHarness 3.0 belt(EC38,Type 3).
This configuration enabled two participants to collect data
simultaneously, rather than each participant carrying two
phones. This methodology was intentionally designed to
optimize the efficiency of data collection and to ensure the
reliability and validity of the data captured during the Hajj
activities. The complete specification of Zephyr BioHarness
3.0 sensors and their values range can be found in [37].
Also, the complete technical specifications about Empatica E4
wristband sensors and values ranges can be found in [38]. The
E4 watch employs an infrared thermopile sensor to accurately
measure skin temperature, achieving a sensitivity of ±0.2◦C
within a temperature range of 36 to 39◦C. The official tourist
season runs from October to March, however the best months
to visit are between November and February when the weather
is coldest. The experiments were conducted between 31-
October-2022 to 25-January-2023. This time of the year was
chosen to minimize the effect of atmospheric temperature on
the subject’s mood and emotion and sensors. Table 2 presents
the sampling rate of the recorded data.

E. EXPERIMENT PROTOCOL
Our research protocol was approved by the Biomedical
Research Ethics Committee of Umm Al-Qura University,
Approval No. HAPO-02-K-012-2023-03-1602. Participants
were informed that their involvement in the study was
completely voluntary and that they were free to withdraw
from the experiment at any point without any consequences.
Before the commencement of the experiment, each participant
provided their consent by signing a consent form. They
were provided with a set of guidelines outlining the
experimental protocol and the significance of various scales
employed for self-evaluation of fatigue and emotional state.
An experimenter was available to address any queries. Once
the participant had a clear understanding of the instructions,
the two sensors were attached to the participant, and they
began operating the application, which presented demographic
questions for the participant to answer (see Figure 5), also the
participants performed a practice trial(unrecorded) with the
help of the experimenter to familiarize themselves with the
system and make sure the sensors are working. There is a
setup in the app that shows if the two sensors are connected
and collecting data or not. Also, there is a button to actually
start collecting, recording and sending the collected data (see
Figure 13 in Appendix A). After that, he/she was led to Grand
Mosque in Mecca to perform real Umrah(the experiment).
Next, the participant initiated the experiment by pressing
the (STOPPED/COLLECTING DATA) toggle button on the
app annotation UI which will start the physiological signals,
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FIGURE 5. The demographic information user interface where subject is
required to fill in his/her name, height, weight, gender, date of birth, How
many times they performed Hajj or Umrahh before, chronic diseases they
have, nationality and how many times he/she exercise per week (a)
English UI. (b) Arabic UI.

location data, and annotation recording (see Figure 13 in
Appendix A).

Each subject is asked to perform from the experiment
consisting of the following steps:

1) Perform Umrah activity Tawaf for 7 rounds while
annotating the data with the Tawaf round number.

2) Perform Umrah activity Saee for 7 rounds while
annotating the data with the Saee round number.

3) While performing step 1 and step 2 make sure to change
your fatigue level in the app UI when it change.

4) While performing step 1 and step 2 make sure to change
your emotional status in the app UI when it change.

5) Save and send the data to back-end database.

Figure 6 shows a participant before the experiment. Each
session last about 45 minutes.

F. DESIGN CONSIDERATIONS
Many design consideration were taken to minimize data
loss and prevent app killing by the operating system. Those
consideration included the following:

• The status of the connections to the two sensors is
displayed in the annotation UI all the time for the
participant. If any of the connection were lost or broken
the participant is instructed to reconnect the two sensors;

• The app consumes huge amount of mobile battery since
it uses GPS, legacy Bluetooth to connect to the Zephyer
belt and Bluetooth Low Energy (BLE) to connect to
the E4 watch. This cause the Android operating system
(OS) to kills the app if it goes to the background. The
Android OS moves apps to background if the user is not
directly interacting with it. Therefore, we made the app

FIGURE 6. A subject wearing the two sensors and holding the mobile
before the beginning of the experiment.

to beep and vibrate for 1 second every 3 minutes.The
sound will remind the user to interact with the app. Every
time participant hears the sound he/she have to log either
his/her emotional status or fatigue level, if neither have
changed he/she can click a button that indicate nothing
has changed. Clicking that button has no effect on the
collected data, it just keeps the app in the foreground
and prevent the OS from moving it to the background or
killing it.

• Mobile data was used to make connection to the firebase
database all the time during the experiment. Data is not
saved locally in the mobile rather it is sent to the backend
as soon as it is collected. This increase cost but insure no
data is lost if the app gets killed by the OS at any point
in time.

• Both sensors are recharged after each experiment to get
optimal performance. Specially, the belt since its battery
runs out faster than the E4 watch.

G. PARTICIPANT SELF-ASSESSMENT
During the experiment, participants performed a self assess-
ment of their fatigue level and emotional status specifically
the level of valence. Self-assessment using visual analog
fatigue Scale (VAFS) [39] were used to measure participant
fatigue level (see Figure 7 (a)). The fatigue scale range from
No Fatigue or mild or moderate to extreme or the worst
fatigue. Self-assessment smiles with descriptive language was
employed to represent the emotional valence scales in a visual
manner(Figure 7 (b)). The emotional valence scale ranges
from very positive or positive or neutral to negative or very
negative.

IV. DATA QUANTITATIVE AND STATISTICAL ANALYSIS
A. DATA CONSOLIDATION AND MISSING VALUE HANDLING
In our dataset, we are consolidating data from various
types of sensors, each with its own sampling frequency as
depicted in Table 2. For instance, the E4 wristband consists
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FIGURE 7. Visual scale for fatigue level and emotional status. (a) Fatigue
level visual scale (b) Emotional status valence visual scale.

of four sensors, namely the Blood Volume Plus (BVP) sensor
(64Hz), Temperature sensor (4Hz), Accelerometer (32Hz), and
Electrodermal activity sensor (EDA) (4Hz). Meanwhile, the
Zephyr Bioharness belt recorded data at 1Hz, and location data
was registered at a frequency of 1Hz. Due to this discrepancy,
some values are missing, prompting us to establish a protocol
for filling in these gaps in the dataset. To accomplish this,
we adopted the last observation carried forward (LOCF)
technique, where the most recent observation replaces any
missing values. However, it assumes that the missing data
does not affect the outcome, which is reasonable in our current
setting. To fill the initial missing values, we also used the
Next Observation Carried Backward (NOCB) approach after
applying LOCF to fill the missing values in-between.

B. DESCRIPTIVE STATISTICS
In this study, the original feature set comprised an extensive list
of 48 variables(see Table 2), including timestamps, sensor read-
ings, and various physiological and environmental measures.
After careful consideration, we decided to exclude certain
features due to redundancy or their limited relevance to our
analysis. For instance, features like ‘gsrTimestamp’, ‘times-
tampDay’, ‘timestampMilliseconds’, ‘timestampMonth’, and
‘timestampYear’ were removed as they could be effectively
substituted by the more comprehensive ‘createdAt’ timestamp.
This particular timestamp played a crucial role in consolidating
data from various sensors with distinct sampling frequencies,
as indicated in previous section. Additionally, certain features
like ‘battery’ and ‘batteryTimestamp’ were excluded from the
analysis due to their limited relevance for our specific research
objectives. By carefully curating the feature set, we ensured
that the subsequent data analysis was focused and meaningful.
Furthermore, the term ‘‘noise’’ is used to describe two

distinct types of signal interference as measured by the belt
sensor: ‘breathingWaveNoise’ and ‘ecgNoise.’ ’Breathing-
WaveNoise’ is defined as the variability in the breathing signal
that arises not from the respiratory activity itself, but from
ancillary sources such as sensor displacement, environmental
factors, or other non-respiratory influences. ‘EcgNoise’
refers to similar variability in the electrocardiogram signal,
which captures interference not related to cardiac function,
such as muscle movements, electrical noise from nearby

TABLE 2. The type of data collected along with the sampling rate for each
type.

equipment, or issues with sensor-skin contact. These values
are quantifications of the extraneous signals that are captured
during the monitoring of breathing and ECG waveforms and
represent the inherent variability in signal acquisition. They
are not errors per se but are indicative of the multifactorial
noise that can affect the quality of physiological data.
Table 3 displays the descriptive statistics of the variables

collected. It includes minimum, first quartile, median, mean,
third quartile, maximum, standard deviation, and mode for
each variable. This table provides a comprehensive overview
of the data distribution, essential for understanding the
dataset’s characteristics.

Overall, this table provide a detailed picture of the dataset’s
descriptive statistics, offering a valuable foundation for further
data exploration and analysis in our research.

C. QUANTITATIVE ANALYSIS OF ACTIVITY ANNOTATIONS
This subsection presents a detailed examination of the quantity
of examples generated for each subject during different Hajj
or Umrah activities. The varying numbers of examples are
attributed to time constraints faced by some subjects or
their failure to respond to the app’s prompts for annotation
input during specific activities. Figure 8 showcases the
quantity of records produced for each Umrah activity, with
TawafOne activity, representing the first round of the 7 Tawaf
rounds, having the largest number of training examples.
This abundance of examples is expected to enhance the
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TABLE 3. Descriptive Statistics of Variables.

classification accuracy for this particular activity. Additionally,
it suggests that subjects tend to log their annotations more
frequently at the beginning of each activity, as evidenced by
SaeeOne activity, which has the second-largest number of
training examples.
The count of records generated for each emotional status

is presented in Figure 9. The data demonstrates that ‘‘very
positive’’ emotion was the most frequently reported emotion
among the subjects. Conversely, ‘‘negative’’ and ‘‘very
negative’’ emotions had the fewest number of training
examples, which could potentially affect the algorithm’s
learning of these emotional states. This outcome was
foreseen by the research team during the study design
phase, considering the nature of Hajj and Umrah as religious
activities often associated with positive feelings, blessings,
and happiness. Thus, expressing negative emotions in such a
context may not be socially acceptable.
Moreover, Figure 10 presents the number of records

generated for each level of physical fatigue, ‘‘Physical Fatigue
Level’’ on the x-axis represents the degree of physical fatigue
recorded, with each bar corresponding to the count of records
for that fatigue level. The scale is as follows:

• 1.0 indicates ‘No fatigue’, representing a baseline or
rested state.

• 2.0 signifies ‘Mild fatigue’, typically characterized by a
slight decline in alertness and performance.

• 3.0 denotes ‘Moderate fatigue’, where signs of tiredness
become more evident, and some decrease in physical
capability may occur.

• 4.0 represents ‘Considerable fatigue’, associated with
a substantial reduction in both mental and physical
performance.

• 5.0 corresponds to ‘Extreme fatigue’, indicating a state
where performance is significantly impaired, and rest or
intervention is immediately required.

Each increment on the scale reflects an intensifying level
of physical tiredness as reported by subjects during the
experiments. The analysis reveals that most subjects reported
feeling no physical fatigue. Possible explanations include the
demographic characteristics of the participants, as all of them
were male and within the age range of 20-27 years (21.95 ±

1.16 years). This finding prompts the consideration of potential
variations in responses for female or elderly participants in
similar situations. The subsection offers valuable insights
into the quantity of data generated for different activities and
emotional states, providing essential information for further
analysis and modeling.

D. CORRELATION ANALYSIS
Figure 11 presents a heatmap visualizing the correlationmatrix
of sensor data collected during Hajj activities. Each cell
represents the correlation coefficient between two variables,
indicated on the x and y axes. The correlation coefficients
range from -1 to +1, with positive correlations shown in
orange and red shades, implying a direct relationship between
variables. Conversely, negative correlations appear in blue
shades, indicating an inverse relationship. The diagonal from
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FIGURE 8. The quantity of records generated for each Hajj activity.

the top-left to the bottom-right, colored in dark red, represents
the perfect correlation of each variable with itself.
Analysis of this heatmap offers insights into the interrela-

tionships among different physiological parameters and their

FIGURE 9. The number of records generated for each emotional status.

FIGURE 10. The number of records generated for each physical fatigue
level.

influence on participants’ emotional states, fatigue levels, and
Hajj activities. Identifying these correlations is crucial for
developing predictive models tailored to the Hajj experience.
Based on the matrix, it appears there are several variables

with strong correlations, both positive and negative.
1) Strong Negative Correlation between Longitude and

Latitude: This might indicate a geographical pattern or
trend within the dataset. In the context of the dataset,
perhaps the data points are from a region where changes
in longitude and latitude are inversely related due to the
specific routes or movements being monitored. It could
be worth exploring if this pattern holds across different
segments of the data or if it’s influenced by specific
conditions or events.

2) Moderate Negative Correlation between BreathingRate-
Confidence and BreathingWaveAmplitude:
A moderate negative correlation suggests that higher
confidence in the breathing rate may be associated
with lower amplitude in the breathing wave. This could
imply that a more stable or consistent breathing pattern
results in a higher confidence value for the breathing
rate estimation.

3) Strong Positive Correlation between BreathingRateCon-
fidence and BreathingWaveNoise:
This is somewhat counterintuitive, as one might expect
higher noise levels to lead to lower confidence in the
breathing rate. It’s possible that in this context, ‘noise’
refers to a feature that, when high, actually indicates a
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FIGURE 11. Correlation Heatmap of features.

clearer signal of the breathing pattern, thus increasing
confidence in the measurement.

4) Moderate Positive Correlation between BreathingRate-
Confidence and ECG Amplitude:
This indicates that as the amplitude of the ECG signal
increases, so does the confidence in the breathing rate.
A stronger ECG signal might be associated with clearer
physiological signals overall, which could explain the
increased confidence.

5) Moderate Positive Correlation between Breathing-
WaveNoise and ECG Amplitude:
Similar to the previous point, this suggests that when
the ECG amplitude is higher (indicating a strong heart
signal), the ‘noise’ in the breathing wave is also higher.

Again, ‘noise’ might not be detrimental in this context
but could be related to the strength or clarity of breathing
signals.

6) Weak Positive Correlation between Temp (Temperature
from Wristband) and SkinTemperature (Temperature
from Belt):
A weak positive correlation indicates that there is a
slight tendency for these two temperature readings to
move in the same direction, but the relationship is
not strong. This could be due to differences in how
the devices measure temperature since the belt use
a formula to extract the temperature reading while
the wristband has a physical sensor to measure the
temperature.
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7) Weak Negative Correlation between Temp (Temperature
from Wristband) and PhysicalTiredLevel:
This suggests that as the wristband temperature
increases, there’s a slight tendency for the physical tired-
ness level to decrease, although the relationship is not
strongly pronounced. The physiological implications
might be subtle and would require further investigation
to understand the causation, if any.

8) Weak Positive Correlation between Altitude and
PhysicalTiredLevel:
The slight positive correlation here could indicate that
higher altitudes might be associated with a higher level
of physical tiredness. This makes sense as altitude can
affect oxygen levels and thus fatigue levels, but the weak
correlation suggests other factors are also at play.

9) Weak Positive Correlation between Activity and (Breath-
ingWaveAmplitude, HeartRate, and RespirationRate):
These weak positive correlations are logical, as one
would expect that with increased activity, there might
be increases in respiratory and heart rate measures.
The weakness of the correlations may indicate that the
relationship is not straightforward and that individual
differences or other variables also influence these
measures.

V. USAGE NOTES
The dataset is saved in .csv and .json formats, while the
metadata is in .xls format. It can be used for various
purposes such as testing hypotheses for fatigue detection,
emotional classification, and activity recognition, as well as
developing real-time algorithms for detecting Hajj activities.
The dataset is particularly relevant for crowd management
engineers who are responsible for designing and implementing
systems for managing the safety and comfort of large
crowds. Additionally, scientists from different backgrounds,
such as psychologists, health data scientists, and biomedical
engineers interested in wearable solutions for fatigue detection,
emotional classification, and activity recognition, will also
find this dataset useful.

VI. EXPERIMENT AND RESULTS
A. EXPERIMENTAL SETUP AND COMPUTING
INFRASTRUCTURE
The data preprocessing and experimental tasks were conducted
on Google Colab Pro+, which was deemed necessary due to
the limitations of the RAM memory offered by the standard
and Pro versions of Colab. All programming was performed in
Python 3, leveraging the capabilities of Keras (version 2.9.0)
and TensorFlow (version 2.9.2) libraries.
The computational environment was equipped with an

Intel(R) Xeon(R) CPU, operating at 2.20 GHz. This central
processing unit featured seven cores, each with a cache size
of 56320 KB. The system boasted a substantial memory
capacity, with total system RAM reaching 83.5 GB.

In addition to the robust CPU capabilities, the environment
was further enhanced with substantial GPU RAM of 40.0 GB,

aiding in the efficient execution of deep learning computations.
The system also provided a generous disk space of 166.8 GB,
accommodating the storage needs for the data-intensive
operations. The amalgamation of these resources facilitated
the successful execution and evaluation of the deep learning
models in our study.

B. FEATURE ENGINEERING
In order to format the data for deep learning, a sliding
window approach was employed on the output from each
sensor. Classification algorithms cannot be directly applied
to raw time-series such as physiological data, accelerometer
data and location data. Instead, the initial step involves
converting the raw time series data into a series of consecutive,
consistent windows of fixed size and fixed overlap. This
was achieved by dividing the data into 10-second intervals,
each comprising 640 readings from every feature. We have
640 reading because the E4 watch collects 64 reading for BVP
every second. Now, since we have used two techniques to
handle null/missing value resulting from the features merge
namely we used:Last Observation Carried Forward (LOCF)
followed by Next Observation Carried Backward (NOCB).
Therefore, now we have 64 readings from each feature every
second. Experiments were not conducted to determine the
ideal segment duration value (window-size). Instead, a 10-
second duration was chosen for each segment (window) based
on a heuristic approach. We believe this duration provided
sufficient time to capture patterns and repetitions involved
while performing Hajj activities. The overlap duration was
also choose heuristically to be 2-seconds (128 readings).
In our study, we further enhance the data’s structure and

quality by employing advanced feature engineering tech-
niques, which involve creating new variables from the existing
ones to uncover additional insights. We chose to apply inter-
action and polynomial features to our dataset, both of which
have proven beneficial in multiple data analysis scenarios.
We generate interaction features through combining ‘x’,

‘y’, and ‘z’ accelerometer readings using polynomial features
of degree 2. These readings, initially recorded separately,
are combined to capture the potential combined effect of
these variables on the Hajj participants’ experience. The
PolynomialFeatures function from sklearn.preprocessing is
utilized to carry out this process [40], resulting in a new set of
features representing all the polynomial combinations of ‘x’,
‘y’, and ‘z’ up to the specified degree.

Additionally, we handle the categorical variables in our
dataset by using one-hot encoding, a common technique for
transforming categorical data into a format that can be used
by machine learning algorithms. In our study, we apply one-
hot encoding to the ‘rukun’ variable, which represents the
type of Hajj activity being performed. The OneHotEncoder
[41] function from sklearn.preprocessing is used to create
binary, or ‘‘dummy’’, variables for each category in the ‘rukun’
feature.
Following these transformations, we concatenate the

original DataFrame with the newly created polynomial and
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FIGURE 12. Deep learning model construction and performance evaluation.

one-hot encoded features. This results in a comprehensive
DataFrame, ready for deep learning analysis. By employing
these feature engineering techniques, we hope to uncover
complex patterns and relationships in the data that could
significantly enhance our deep learning model’s performance.

The benefit of these transformations and the quality of the
newly generated features will be further evaluated during
the model training and testing phases. If these engineered
features prove beneficial for the model performance, they
will be included in the final model; otherwise, they will be
excluded to avoid overfitting and unnecessary computational
complexity.

C. DEEP LEARNING MODEL CONSTRUCTION AND
PERFORMANCE EVALUATION
Figure 12 represent the deep learning model construction and
performance evaluation process.The construction of our deep
learning model involved the creation of a simple feedforward
neural network with one hidden layer and an output layer. The
hidden layer comprised 10 nodes and utilized the Rectified
Linear Unit (ReLU) activation function, a popular choice for
deep learning models due to its ability to reduce the likelihood
of vanishing gradients and speed up the training process.

The output layer used the softmax activation function, which
is appropriate for multi-class classification problems as it

produces a probability distribution over the output classes,
allowing us to interpret the outputs as the model’s confidence
in each possible class.
The model was compiled using categorical cross-entropy

as the loss function [42], a suitable choice for multi-class
classification problems as it measures the dissimilarity
between the predicted and true distributions. The Adam
optimizer was employed due to its efficiency and little
requirement for hyperparameter tuning [43].

In the training phase, we employed a batch size of 128 and
trained the model for one epoch in each fold of the cross-
validation process. The ‘verbose’ parameter was set to 0 to
limit the output during the training process, providing a cleaner
output that highlights the final validation accuracy of each
fold.
We performed k-fold cross-validation with stratified

sampling for a more robust evaluation of our model’s
performance [44]. The dataset was split into ten folds, and
in each iteration, the model was trained on nine folds and
validated on the remaining fold.

For the target variable ‘physicalTiredLevel’, the model
achieved an average cross-validation accuracy of 85.59%with
a standard deviation of 0.78%. The model’s accuracy on the
holdout set was 85.27%, suggesting that the model generalizes
well to unseen data.
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TABLE 4. Performance comparison of our proposed model with other leading methods for emotion classification from physiological signals and fatigue
detection.

The process was then repeated for ‘emotionalMoodLevel’,
where the model achieved a cross-validation accuracy of
82.19% with a standard deviation of 0.78%, and a holdout set
accuracy of 82.47%.
Finally, for the ‘rukun’ target, despite a warning about the

least populated class having fewer members than the number
of splits, the model achieved a cross-validation accuracy of
41.71% with a standard deviation of 0.78%, and a holdout
set accuracy of 42.03%. The relatively lower performance on
‘rukun’ might be due to the imbalanced distribution of the
classes.
Overall, our model showed acceptable performance on

all the target variables, albeit with varying degrees of
accuracy. The model’s performance on ‘physicalTiredLevel’
and ‘emotionalMoodLevel’ was particularly noteworthy,
indicating its potential for reliable predictions in these areas.
However, the performance on ‘rukun’ suggests that there may
be room for improvement, potentially through techniques for
handling class imbalance or gathering more data for under-
represented classes.
To the best of our knowledge, no previous research has

investigated the application of physiological sensors for the
task of classifying Hajj ritual activities. In forthcoming work,
we plan to collect more data using this framework to construct
a comprehensive model capable of recognizing and classifying
Hajj rituals and activities. Despite the novelty of our approach,
we present Table 4 as a way to contextualize our results in
relation to prior studies focused on fatigue and emotional
recognition utilizing physiological signals.

This table provides a comparison between the performance
of our model and other state-of-the-art methodologies for
emotion classification based on physiological signals and
fatigue detection.

VII. DISCUSSION
In this study, we applied a range of advanced statistical
methods and analytical techniques to the data collected, with
the aim of gaining a deeper understanding of the dynamics
of the Hajj season. Although the results might not display
statistical significance in the conventional sense, they do
provide a wealth of insights into the interplay between
Hajj activities and the physical fatigue and emotional states
of the participants. For example, the inclusion of latitude
and longitude is essential for accurately determining the

participants’ locations without manual annotations. These
coordinates allow us to distinguish whether a participant is
engaged in Tawaf or Saai, activities specific to different areas
of the Hajj. This automated geographical tagging significantly
enhances the precision of activity classification in our
dataset.
It is important to recognize that certain aspects of our

research, such as participants’ emotional states and levels of
fatigue, inherently require subjective input to capture personal
experiences accurately during the Hajj. These subjective
annotations are crucial for the detailed insights they provide
into individual participant experiences. However, we also
collected a substantial amount of objective data through
devices like the SamsungGalaxy S22+ smartphones, Empatica
E4 wristbands, and Zephyr BioHarness belts. While our
current predictive models are primarily based on these
subjective annotations, the objective data we’ve gathered offers
substantial potential for future research avenues. For instance,
we could develop unsupervisedmodels for fatigue and emotion
detection relying solely on physiological data collected, which
would enhance the objectivity of our findings. Additionally,
using only the location data from the mobile devices and
timestamps, we can infer critical aspects such as which specific
ritual (Rukun) a participant is performing. This capability
underscores the valuable and multifaceted nature of the dataset
we have compiled, supporting both our current analyses and
future explorations that could further minimize subjective
biases and maximize the use of objective data.
Participants were engaged in actual Umrah rituals, not

a simulation, which typically lasts about 45 minutes. This
duration reflects the genuine time it takes to perform
Umrah, ensuring that our study mirrors real-world conditions.
We observed that participants initially logged data more
frequently, with the frequency diminishing towards the end of
the ritual. To counteract this, we introduced auditory alarms
as reminders to ensure consistent data logging throughout the
Umrah process. Despite thesemeasures, we recognize the need
for further enhancements to sustain participant engagement for
the duration of the ritual. We are exploring additional methods
such as more frequent reminders or an enhanced interactive
interface for the data logging app to improve consistency and
reliability of the data collection. These adjustments will help
ensure that our dataset comprehensively captures the entire
Umrah experience.
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FIGURE 13. The custom made Android application different user interfaces is presented here. For example (a) Instruction UI. (c) Sensors UI
showing watch and belt bluetooth connection status.
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We acknowledge that the sample size of our study is
relatively small when juxtaposed with the vast scale of the Hajj
phenomenon. A larger sample size would undoubtedly provide
greater generalizability to our findings, as well as lead to more
robust conclusions. However, the unique context of the Hajj
season, with its specific constraints and challenges, especially
in terms of data collection and participant recruitment, makes
a larger sample size challenging to achieve.

In spite of these limitations, we made every effort to ensure
a diverse array of experiences within our participant group,
with individuals engaged in various Hajj activities such as
Tawaf, Saai, prayer, and Doaa. Although our findings might
be specific to the sample group, they nonetheless provide
an initial exploration into the complex relationship between
crowd management and activity prediction within the Hajj
context.
Moreover, the study employed tools specifically designed

for research purposes, with the developers rigorously selecting
and validating the metrics used in the study. These metrics
were chosen based on their established relevance in the field
and their alignment with our research objectives. Even with
a smaller sample size, our study yields insightful results,
contributing valuable knowledge to the field and paving the
way for future research.

Additionally, the significance of our research extends
beyond the statistical findings. The study highlights the
potential of deep learning algorithms in managing crowds
during large-scale events, such as Hajj. By using physiological
signals to predict fatigue levels, emotional states, and types
of activity, our research introduces an innovative approach to
crowd management, offering a promising solution to existing
challenges.

In conclusion, while our study may have its limitations, its
value lies in the unique insights it provides into the dynamics
of crowd management during Hajj, as well as the innovative
approach it introduces in using deep learning algorithms for
crowd management. We believe that our work will inspire
further research in this field, ultimately leading to more
efficient and effective crowd management strategies during
large-scale events.

VIII. CONCLUSION
This research endeavor has led to the successful collection
of a comprehensive dataset, capturing a wide array of
activities, physiological signals, and emotional annotations
of participants during Hajj and Umrah. As a rich source of
information on crowd dynamics and behavior in the unique
context of pilgrimage, this dataset is not only valuable for the
insights it already provides but also for its vast potential for
future applications.
The dataset lends itself naturally to the development

and evaluation of predictive models aimed at optimizing
crowd management during pilgrimage events. The wealth
of information captured, including activity patterns, phys-
iological signals, and emotional annotations, presents an
exciting opportunity for researchers to apply advanced

machine learning and statistical techniques to anticipate crowd
behaviors, identify potential congestion points, and enhance
crowd management strategies.
Furthermore, the dataset serves as a robust benchmark for

the assessment of existing crowd management algorithms
and methodologies. It offers researchers a means to test
their proposed techniques against real-world data, thus
promoting the evolution of crowd management systems that
are specifically designed for pilgrimage contexts.
Our dataset also facilitates further exploration of the intri-

cate relationships between pilgrimage activities, participant
well-being, and crowd dynamics. By examining correlations
between specific activities, fatigue levels, and emotional states,
researchers can glean insights into the factors influencing
crowd behavior and the impact of various activities on the
overall pilgrimage experience.
We stress that our study’s main goal was not to use the

data for prediction purposes. Instead, we aimed to provide
the research community with a unique dataset to dissect and
characterize Hajj and Umrah crowd behaviors. While we have
illustrated one potential use-case of the dataset in our study,
we eagerly encourage the research community to explore the
full depth and breadth of its potential.
In making this dataset publicly available, we hope to

stimulate collaborations and catalyze further investigations
into crowd analysis, management, and optimization during
Hajj and Umrah. We are confident that sharing this dataset
contributes to pushing the frontiers of the field forward,
spurring researchers to unearth new patterns and insights that
can significantly enhance crowd management practices during
large-scale events like Hajj and Umrah.

APPENDIX A
EXTRA FIGURES
See Figure 13.
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