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ABSTRACT In this paper, we propose an innovative approach to multi-band source-segmentation that
addresses the constraints of single-band max-tree-based methods and effectively manages component-
graph complexity. Our method extends multiple max-trees by integrating semantically meaningful nodes,
derived from statistical tests, into a structured graph. This integration enables the exploration of correlations
among cross-band emissions, enhancing segmentation accuracy. Evaluation with artificial multi-band
astronomical images shows our method’s superior accuracy in detecting and segmenting multi-spectral
imagery. We achieve 98% accuracy in identifying correlated cross-band sources. Compared to state-of-
the-art methods, our approach improves detection precision from 0.92 to 0.95 without sacrificing recall.
Furthermore, quantitative analysis demonstrates significant speed enhancements, particularly on 3-channel
images sized at 1,000 pixels squared, our method achieves up to an approximately 31× acceleration when
compared to a component-graph-based approach. The versatility and effectiveness of the proposed method
suggest applications in remote sensing and multi-spectral large-scale image data analysis.

INDEX TERMS Hierarchical structures, connected components, multi-band source-segmentation.

I. INTRODUCTION
Multi-spectral image data is essential for scientific research
in fields such as remote sensing [1], exploration [2], and
medicine [3]. Fluorescence microscopy images [4] use
multiple color channels to visualize cellular components
and molecular interactions, providing insights into biological
processes [5]. Multi-band imaging is particularly useful
in astronomy, where it is used to study a wide range of
objects, from stars and galaxies to planetary nebulae and
supernovae [6].

The most commonly used astronomical source detection
and segmentation method SExtractor [7] and its alterna-
tives [8], [9], [10], [11] are limited to single-band image
processing. As a result, researchers have had to turn to
alternative methods to extract information from multi-
channel images, such as component graphs [12] where the
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dense graph structure results in a more complex construction,
storage, and processing procedure, thus becoming the major
obstacle in handling large-scale multi-band image data.

Several studies have aimed to extend themax-tree structure
to multivariate images [13], [14], [15]. The primary challenge
in this endeavor is the absence of a natural order relationship
between pixel values in multi-valued images, which possess
a vectorial nature. To address this issue, Carlinet and
Géraud [16] employed a graph structure to extend the tree
of shapes to multivariate image data, based on the level of
inclusion within the graph, rather than on attributes.

In this study, we introduce a new algorithm called
MMTO (multi-band max-tree objects) designed to accu-
rately find correlated cross-frame sources in multi-spectral
image data. This method extends precise grey-level max-
tree node attributes, into a topologically ordered graph in
which the ordering of initial tree structures are preserved,
thereby enabling the efficient processing of hierarchical node
partitions in a semantic manner.
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A. RELATED WORK
Robust algorithms are necessary for the automatic detection
of objects in astronomical images. These images exhibit a
large dynamic range of intensities, a high quantity of noise,
and numerous objects with uncertain boundaries, posing
challenges to the detection process. Several methods have
been proposed for faint object detection in astronomical
image data. In this section, we will describe some of these
methods briefly.
SExtractor [7] is widely used in astronomy for source

extraction. It identifies objects as groups of pixels where the
flux from a source dominates. Segmentation is done through
thresholding, identifying connected pixels above a certain
threshold as detections. Each pixel’s value is a combination
of background signal and light from objects. SExtractor
constructs a backgroundmap by computing local background
estimators in a grid covering the frame.

After extraction, objects pass through a filter to split
them into final components, especially in crowded fields
or with low detection thresholds. SExtractor uses a
multi-thresholding deblending method, which struggles with
closely spaced components.
NoiseChisel [9] is a faint object detection method designed

to operate effectively amidst noise while requiring minimal
signal inputs. The approach involves convolving a small
FWHM1 kernel with the image to enhance the signal-to-
noise ratio by smoothing the image and reducing high spatial
frequencies.

A low threshold, determined from the cumulative distribu-
tion of pixel values in the convolved image, is then applied
to the smoothed image. The threshold is set to less than the
sky value, to detect the faintest pixels. After applying the
threshold, the image results in a binary image with pixels
either having a count above or below the threshold.

Foreground pixels neighboring background pixels are
iteratively converted to background pixels using erosion
and dilation operations, collectively known as opening,
to separate objects. To address potential false detection due
to proximity, a classification scheme is employed to preserve
valuable faint pixels while removing spurious detection.
ProFound [10] is another detection method that uses

a single threshold stage to discriminate pixels containing
sources, and processes these pixels in descending order of
brightness, with a watershed process being used to allocate
less bright neighboring pixels (within some tolerance) to
the object of the brightest pixel in a region until all pixels
bordering the object are either allocated to other objects, are
marked as background, or have higher flux than neighboring
pixels within the object.

Using the saddle-point segmentation approach, ProFound
lacks the flexibility to create segments deeply embedded
within segments and does suffer memory limitation issues for
very large images.

1Full width at half maximum.

DeepScan [8] is an automatic detection method that has
been designed specifically to detect extended low surface
brightness objects without fragmenting the source structure,
using the DBSCAN2 algorithm, that gradually identifies
neighboring pixels, grouping them based on the density of
pixels above a signal-to-noise threshold within a certain
distance (ϵ radius). One notable issue with this method is that
there is no source deblending other than that of the source
mask (SExtractor is used to create masks).
In DeepScan, like many detection methods, there is a

trade-off between completeness and output purity, deter-
mined by input parameters: clustering radius (ϵ), confidence
parameter (k), and detection threshold. Higher ϵ values detect
fainter objects but may cause source confusion. k should be
sufficient to avoid spurious detection yet not too high to
sacrifice completeness.

MTObjects uses morphological operators for source
detection. Its hierarchical approach handles nested objects
efficiently by constructing a max-tree from a smoothed,
background-subtracted image. Statistical tests are then
employed to identify nodes with flux levels statistically
differing from their backgrounds.

The algorithm starts by estimating the background through
statistical tests on image tiles. Selected background tiles have
their mean subtracted from the image. Then, MTObjects
identifies significant branches in a max-tree, evaluating their
power attributes. Finally, the hierarchical structure is labeled
for object representation.

A comparison3 [17] of SExtractor, ProFound, NoiseChisel,
and MTObjects, determined that MTObjects produces the
highest scores on all quality measures. All the mentioned
methods have been effective in single-band processing but
cannot fully utilize multi-band information.

CGO (component-graph objects) [18] is a framework
that has been proposed for multi-band image segmentation.
This method extends MTObjects to multi-band data, on a
component-graph structure, to enhance object detection and
deblending capacity. The framework extends the principles of
component-graphs to address the limitations posed by single-
band processing, where the lack of combined information
often leads to reduced sensitivity in detecting celestial objects
and difficulties in deblending overlapping sources. As a result
of intricate data structure, CGO fails to efficiently process
high-resolution large-scale images within a reasonable time
frame.

In this study, we introduce a method that offers significant
advantages over the component-graph methodology, exhibit-
ing superior efficiency in construction, storage, and process-
ingwhile achieving heightened accuracy by leveraging partial
grey-level information.

The preliminary sections of this article are structured as
follows. Section II offers a concise overview of grey-scale
astronomical image representation using the max-tree data

2Density-based spatial clustering of applications with noise.
3DeepScan was excluded, due to its time complexity issue.
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structure. Within this section, we define sources as partitions
of max-tree nodes. Section III introduces the expansion
of these sources into a graph structure, serving as a
framework for cross-frame source comparison. This section
encompasses precise definitions, feature selection process
based on max-tree attributes and time complexity analysis.

Section IV presents our experimental results. Initially,
we describe the multi-band complex simulations with
ground truth, facilitating a robust evaluation. Following this,
we illustrate the accuracy of MMTO in detecting correlated
cross-band sources and highlight its advantages over the
state-of-the-art methods. This demonstration showcases the
method’s superior efficiency in time performance while
achieving heightened accuracy.

II. BACKGROUND
A. ASTRONOMICAL IMAGE DATA
Astronomical image data is a representation of the elec-
tromagnetic radiation received from celestial objects and
captured by telescopes. This data is collected using detectors
that are sensitive to different ranges of the electromagnetic
spectrum, such as visible light, infrared, or ultraviolet. The
detectors convert the incoming light into an electrical signal,
which is then quantified and stored as 16-bit floating-point
numerical data.

The resulting data is processed to remove various types of
noise, correct for instrumental effects (such as flat fielding,
bad pixel correction), stack various frames to get a higher
signal-to-noise ratio and get rid of artifacts. The final step
in the processing is to convert the data into an image format,
where the brightness of each pixel represents the intensity of
the light received from a particular part of the sky. Multiple
channels are used to represent the intensity across various
electromagnetic spectrum.

Astronomical image data provide crucial information
about the physical properties of celestial objects, such as
their size, temperature, mass, and chemical composition. This
information are used to study the formation and evolution of
stars, galaxies, and other astronomical objects, as well as to
understand the properties and dynamics of the universe as
a whole. The analysis of astronomical image data requires
specialized software and expertise in areas such as image
processing and statistical analysis.

B. SOURCE REPRESENTATION USING MAX-TREES
In mathematical morphology, digital images can be repre-
sented in various ways, instead of just considering the grid
of pixels and their values. Alternative representations often
organize the data from a structural perspective using region-
and connectivity-based methods [19]. Such representations
rely on tree or graph hierarchies of connected components.

The max-tree [20] is a commonly used data structure to
represent and analyze the hierarchical structure of digital
images, constructed based on the concept of regionalmaxima,
where each node in the tree corresponds to a connected region
of the image.

FIGURE 1. Representation of a grey-scale image and its corresponding
max-tree with the parent-child relationships. (a) Original image, (b) it’s
schematic inclusion of peak components, and (c) max-tree
representation.

This tree representation allows efficient and effective
analysis of image properties such as shape, size, and topology.
The max-tree has proven to be a valuable tool for image
analysis and is widely used in various applications, such as
morphological filtering [21], text recognition [22], feature
extraction [23], and image segmentation [24] in a hierarchical
manner. Figure 1 illustrates an example of a grey-scale image
and its corresponding max-tree.

We consider the emissions as groups of max-tree nodes
that reconstruct a specific partition of connected pixels
with different intensities in a neighborhood on the 2D
grid (typically the 4- or 8- connectivity). To discriminate
these significant nodes from irrelevant max-tree nodes
and extrema, i.e. noise and background, and assign them
into source segments, we used the simplification and tree
partitioning method that MTObjects uses.

MTObjects statistical tests aim at identifying significant
nodes within a tree structure, particularly focusing on nodes
representing emissions in an image. These tests use attributes
derived from pixel intensities to distinguish between nodes
representing objects and those due to noise. The significance
test, employs the power attribute, which measure the intensity
difference within a node and its closest significant ancestor.
This test evaluates whether the observed intensity within
a node is significantly higher than the background level,
assuming that the distribution of the power attribute scaled by
the variance σ 2 for noise nodes follows a χ2 distribution [11].
Algorithm 1 gets the initial max-tree of a grey-level image

and returns the simplified tree including only the significant
nodes. Algorithm 2 partitions the simplified tree into sub-
trees, each one representing a source. Figure 2 illustrates
a part of an astronomical image simulation, significant
nodes, and its corresponding segment map. A more detailed
description of the algorithms used to find significant nodes
can be found in [11].
To extract the attributes of the sources, we represent their

corresponding groups of pixels as sub-trees of a simplified
max-tree.
Definition 1: Let T be a max-tree. A sub-tree ⌞T of T is

a non-empty set of nodes satisfying the following condition:
for every node ni ∈ ⌞T , there exists another node nj ∈ ⌞T
such that ni = parent(nj) or nj = parent(ni), if and only if
|⌞T | ̸= 1.

According to the definition, every sub-tree ⌞T has a node
with the largest area (local root), which we call a semantic
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Algorithm 1 Get Significant Nodes of a Max-Tree
Require: Initial max-tree T
Ensure: Significant node labeled max-tree T
1: for each node n in T do
2: if significantTest(T , n) is True then
3: mark n as significant
4: end if
5: end for
6: return T

Algorithm 2Max-Tree Node Partitioning
Require: Initial max-tree T
Ensure: Tree partition PT of T
1: for each node n in T (root to leaf iteration) do
2: if n has no significant ancestor then
3: mark n as semantic node Sn
4: else if checkNewSource(n) is True then
5: mark n as semantic node Sn
6: else
7: assign n to it’s immediate semantic node ancestor
8: end if
9: end for

10: return tree partitions as PT

node. We denote this node by Sn, where n is the semantic
node index in T . Sn determines the segment boundary of the
corresponding sub-tree.
Definition 2: A tree partition PT is a division of a max-

tree T into a set of non-empty sub-trees ⌞T0, . . . , ⌞Tℓ such
that each tree node belongs to exactly one sub-tree. This can
be expressed mathematically as

∀i, j ∈ 0, . . . , ℓ, ⌞Ti ∩ ⌞Tj = ∅ if i ̸= j. (1)

If N is the set of nodes in the max-tree T , then

N =
ℓ⋃
i=0

⌞Ti. (2)

The partitioning of the max-tree into sub-trees provides a
framework for grouping connected pixels and extracting their
grey-level information based on the image partition they
reconstruct.

III. MMTO ALGORITHM
A. GRAPH REPRESENTATION OF MULTI-BAND SOURCES
We use a directed acyclic graph G = (N ,E) to represent the
multi-band sources, where N = n1, n2, . . . , nℓ is the set of
nodes and E is the set of edges. The graph is topologically
ordered by a relation ≺ on N such that for every edge
(ni, nj) ∈ E , nj ≺ ni.
Proposition 1: Let T1,T2, . . . ,Tℓ be separate max-trees

with roots r1, r2, . . . , rℓ respectively. If a new node r0 is
added such that r1, r2, · · · , rℓ ≺ r0 and the edges
(r1, r0), (r2, r0), . . . , (rℓ, r0) are created, then the resulting
graph G is also topologically ordered.

FIGURE 2. (a) A small piece of the astronomical simulated image,
(b) image reconstruction of max-tree significant nodes, and
(c) segmentation map of groups of pixels with different
intensities as a single source.

Proof: Let G be the graph resulting from adding r0 node
and (r1, r0), (r2, r0), . . . , (rℓ, r0) edges.
In a topologically ordered graph, if (ni, nj) is a directed

edge, then nj precedes ni. Since r0 precede r1, r2, . . . , rℓ,
adding these edges doesn’t introduce any directed cycles in
G, preserving its topological ordering, thus, the proposition
holds.
Definition 3: A semantic tree T is a partitioned max-tree

with semantic nodes (local roots) holding grey-level informa-
tion of corresponding partition nodes.

Figure 3 illustrates how a semantic tree is derived from a
max-tree partition of significant nodes.

We integrate a set of semantic trees T1, T2, . . . , Tℓ, to a
graph G by assigning their roots to a new root node while
preserving the node area orders. Figure 6-a illustrates the
initial graph, constructed from two semantic trees.
Proposition 2: If new edges are added to a topologically

ordered graph without violating the partial order relationship
between the vertices, the resulting graph will also be
topologically ordered.

Proof: Let G be a topologically ordered graph and N be
it’s set of nodes with a partial order relationship denoted by
≺. For every directed edge (ni, nj), nj precedes ni.
We need to show that the resulting graph G′, obtained by

adding new edges to G, remains topologically ordered. G
was initially a directed acyclic graph (DAG), as no cycles
were present. The addition of new edges with directions
consistent with ≺ does not introduce cycles into G′, because
the new edges maintain the acyclic property of G. Thus,
G′ is also a DAG. Moreover, G′ preserves the partial order
relationship ≺ among its nodes since the new edges adhere
to this relationship. Therefore, G′ is a topologically ordered
graph.

MMTO, utilizes partial grey-level information of max-
trees as vector elements and identifies correlated cross-tree
semantic nodes using the hierarchical order of inclusion,
center-to-center distance, and cosine similarity of the vector
elements

B. SOURCE COMPARISON THROUGH SEMANTIC
SIMILARITY
In multi-band source representation, similar sources should
be identified as the same entities with intensity variations,
as a result of different image acquisition parameters of
different bands. To address this, we utilize the cosine
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similarity measure to quantify the similarity of sources that
are located in close proximity to one another in individual
frames, thereby merging them into the same source in the
multi-band segmentation map. To achieve this, we first map
the semantic nodes of two (or more) semantic trees into
a vector space. Then, we compute the cosine similarity of
cross-tree semantic nodes, which represent sub-trees precise
grey-level information, using

similarity(V⃗n, V⃗m) =
V⃗n · V⃗m
∥V⃗n∥∥V⃗m∥

(3)

where V⃗i is the vector corresponding to Si semantic node.
Using the cosine similarity measure, we can find the
correlated sources that display a high degree of similarity,
while maintaining the order of sources that are dissimilar
providing a means of enhancing the precise identification of
multi-band emissions.

To ensure the accuracy of cosine similarity measurements,
we employed preprocessing on our dataset. The goal is to
identify a subset of features that are most relevant to the target
variable, for a robust subsequent analyses such as similarity
computation. First, we applied winsorizing to limit the effect
of outliers by replacing extreme values with less extreme
ones. Let’s assume we have an array X . We can represent
winsorizing mathematically as

x ′i =


pα(X ), if xi < pα(X )
p1−α(X ), if xi > p1−α(X )
xi, otherwise

(4)

where xi is the i-th element of the original array, x ′i is the
winsorized i-th element, pα(X ) is the α − th percentile,
and p1−α(X ) is the (1 − α) − th percentile of the array.
The parameter α represents the proportion of extreme values
to be winsorized. We set α = 0.05, and the values above
the 95th percentile and below the 5th percentile will be
winsorized. Next, we normalized the features using min-max
normalization to ensure that each feature has a similar
range of values, preventing features with larger values
dominating the cosine similarity calculation. By winsorizing
and normalization techniques, we can fortify our feature
selection process against outliers and ensure that the selected
features are highly informative for the task of similarity
measurement.

We selected five potential features, namely mean-
normalized area, mean-normalized flux, flux/area, first
Hu moment, and circularity of the max-tree attributes,
to construct vectors that capture information about the
intensity, size, and shape of each individual semantic node.
The area of a sub-tree is defined as the number of pixels
covered by its corresponding semantic node

an =
∑

(x,y)∈Sn

1, (5)

FIGURE 3. (a) Simplified max-tree (solid and dashed edges represent the
hierarchical inclusion between significant and non-significant nodes
respectively). (b) A potential tree partition with three sub-trees
(significant nodes are partitioned based on their attributes; non-
significants are assigned to the root). (c) Semantic tree T and the vectors
assigned to semantic nodes constructed from their corresponding
sub-tree nodes attributes.

while the flux is the sum of the intensity of these pixels,
defined as

fn =
∑

(x,y)∈Sn

i(x, y) (6)

where x and y are 2D image data coordinates.
In order to account for differences in size and intensity

of emissions across individual bands, these elements are
mean-normalized by dividing them by the mean values of all
semantic nodes on individual semantic trees as

ā =

∑
(x,y)∈Sn∈T 1∑
Sn∈T 1

(7)

and

f̄ =

∑
(x,y)∈Sn∈T i(x, y)∑

Sn∈T 1
(8)

Given a semantic nodeSn the rawmomentsMkl are defined
as

Mkl =
∑
x

∑
y

xkyl (9)

where x and y are the coordinates of every pixel in Sn. The
centroid (x̄,ȳ) of Sn is given by

x̄ =
M10

M00
and ȳ =

M01

M00
. (10)

Central moments of Sn used in the following are

µ00 = M00, (11)

µ20 = M20 − x̄ ∗M10 (12)

and

µ20 = M02 − ȳ ∗M01. (13)

Normalised moment of inertia (first Hu moment invari-
ant [25]) of Sn is given by

fhm = η20 + η02 (14)
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where

ηkl =
µkl

µ
1+ k+l

2
00

. (15)

The circularity cn of the source can be computed as

cn =
an
p2n

. (16)

Here, pn is the perimeter length of Sn defined as

pn =
∑

(x,y)∈∂Sn

1 (17)

where ∂Sn denotes the boundary of the semantic node Sn.
This equation computes the perimeter length of a connected
component in terms of the sum of the lengths of its boundary
edges.

To assess the performance of the similarity measure,
we used the

F-score = 2 ·
precision · recall
precision+ recall

(18)

a widely used evaluation metric that combines precision,
defined as

precision =
true positives

true positives+ false positives
(19)

and recall, defined as

recall =
true positives

true positives+ false negatives
(20)

into a single score. Specifically, we computed precision and
recall by comparing the cosine similarity between artificial
sources in an image data simulation with ground truth to a
predefined similarity threshold.

True positives were defined as the number of source
pairs that had a cosine similarity greater than the threshold
and were marked as similar sources in the ground truth,
while false positives were the number of pairs that had a
cosine similarity greater than the threshold but were marked
as dissimilar sources. Similarly, false negatives were the
number of source pairs that had a cosine similarity less
than the threshold but were marked as similar sources, and
true negatives were the number of source pairs that had
a similarity less than the threshold and were marked as
dissimilar sources in the ground truth. The F1-score was then
computed using these values, where a perfect score is 1.0 and
a score of 0 indicates poor performance.

According to the data presented in figure 4, the elements
of

V⃗n =
〈
an
ā

,
fn
f̄

,
fn
an

, fhmn

〉
(21)

achieve the highest F-score when the optimal similarity
threshold of 0.94 is used. The procedure of mapping sub-trees
into a vector space is summarised in algorithm 3. Each
semantic node in the semantic tree, and its corresponding
vector represents a source emission in the image data.

FIGURE 4. Line plot showing the F-score of cosine similarity as a function
of cosine similarity threshold. Each line represents a different feature set,
with color indicators. The plot highlights the optimal threshold value for
each feature set, with corresponding F-score values. Results suggest that
the feature set an

ā ,
fn
f̄

,
fn
an and fhmn provides the best performance

across all threshold values, with the highest F-score of .846 at a similarity
threshold of 0.94.

Algorithm 3 Semantic Tree Construction
Require: Tree partition PT
Ensure: Semantic tree T
1: V ← ∅
2: for each sub-tree ⌞T in PT do
3: an← getArea(⌞T )
4: fn← getFlux(⌞T )
5: fhmn← getFirstHuMoment(⌞T )
6: V⃗n←

〈
an, fn,

fn
an

, fhmn
〉

7: V ← V ∪ {V⃗n}
8: end for
9: V ← winsorize(V )
10: V ← normalize(V )
11: V ← meanNormalizeAreas(V )
12: V ← meanNormalizeFluxes(V )
13: return T and V

C. CROSS-TREE CORRELATED SOURCE MERGING
Let G be the topologically ordered graph derived by
integration of T1, T2, . . . , Tℓ semantic trees. Let Sn ∈ Ti be
a semantic node that we want to find its correlated source
Sm ∈ Tj. Using the hierarchical order of nodes in G, we only
compare the cosine similarity and center of mass to center
of mass distance of siblings of Sn in Tj, to prevent irrelevant
comparisons. Let Sm be a sibling of Sn (both Sn and Sm
have the same parent in Tj); Sm and Sn are the same sources
in different bands if their center of mass distance is less
and their corresponding vectors V⃗n and V⃗m have a cosine
similarity greater than certain thresholds; we add an edge
from parent(Sm, Tj) to Sn to merge their segment border
in the final segmentation map (adding this edge keeps G a
topologically ordered graph as the area of parent(Sm, Tj) is
larger than the area of Sn).
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FIGURE 5. MMTO implementation overview. Solid arrows denote the algorithm sequence, while dashed arrows provide an overview of the data
processing flow. Following the construction of max-trees on individual channels, grey-level attributes of significant nodes are transformed into a
vector space, facilitating the generation of the final multi-band segmentation map. Correlated sources are identified within the graph structure to
extract multi-band information.

FIGURE 6. (a) Graph G derived by two semantic trees; solid lines
correspond to semantic and dashed lines represent initial inclusion
relations. Nodes with the same colors in different trees represent
correlated sources; vectors are assigned to semantic nodes of each
sub-tree. Cross-tree (colorful) edges are added to G to unify the path
from the root to correlated sources. (b) Final segmentation map
preserving the order of overlapping non-related sources.

In graph G, a pixel of the image may belong to several
nodes. It means two irrelevant sources from different bands
may overlap. To preserve the order of overlapping sources
that do not merge as correlated semantic nodes, we add an
edge from the node with the larger area to the smaller one,
each one from a different semantic tree (line 7 of algorithm 4).

Figure 6 is a schematic illustration of the construction
of graph G and merging cross-band correlated sub-trees by
adding edges to unify their path (the longest path from
the root is considered for each node in G, to preserve the
cross-band hierarchical order). Using this graph structure
we simultaneously elevate multiple max-trees to a higher
dimension, enabling the identification of cross-tree correlated

Algorithm 4Merge Similar Semantic Nodes
Require: Topologically ordered graph of semantics G
Ensure: Unified graph G
1: for Sn ∈ Ti ∈ G do
2: for Sm ∈ siblings(Sn, Tj) ∈ Tj ∈ G − {Ti} do
3: if distance(Sn,Sm) ≤ δ then
4: if similarity(V⃗n, V⃗m) ≥ β then
5: E ← E ∪ {(parent(Sm, Tj),Sn))}
6: end if
7: else if area(Sn) ≤ area(Sm) then
8: E ← E ∪ {(Sm,Sn)}
9: else
10: E ← E ∪ {(Sn,Sm)}
11: end if
12: end for
13: end for
14: for n ∈ G do
15: path(n)← longestPath(n, root)
16: end for
17: Return G

sources. We then reintroduced these sources as a single
segment, which led to the construction of the final multi-band
segmentation map. The proposed method is implemented as
shown in figure 5.

D. TIME COMPLEXITY ANALYSIS
This section analyzes the time complexity of the proposed
method for constructing a segmentation map from b indi-
vidual images. Let ns and np be the number of semantically
meaningful nodes and pixels in each image, respectively.
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The initial step is to build the max-trees for each image,
which has a time complexity ofO(bnp log np). Then, for each
semantic node in the max-trees, we need to find its Parent
in the other trees, which has a time complexity of O(b2n2s ),
where b≪ ns ≪ np.

Next, we construct the directed acyclic graph G. The first
step is to add nodes to the graph, which has a time complexity
ofO(bns). Since there are b images, the total number of nodes
in G is bns. Each node can have up to 2b edges. We then add
edges to G, with a time complexity of O(b2nsms), where ms
is the number of direct children of a node (ms ≪ ns).

After constructing the graph G, we add edges between each
node and the parents of related nodes in other max-trees based
on cosine similarity over feature vectors. This process has a
time complexity ofO(n2s ). Finally, we convert the graph G to
a final unique tree using a distance map from the root to each
component. Since G is a topologically ordered graph, this step
can be accomplished with time complexity of O(|E | + |V|),
where |E | and |V| are the number of edges and vertices in G.

IV. EXPERIMENTS
In this study, we evaluate the effectiveness of the proposed
method, referred to as MMTO, in detecting and merging
correlated segments in multi-band image data. To assess
its accuracy, experiments were carried out to compare
the performance of MMTO with CGO, a framework for
multi-band astronomical image segmentation. Our results
demonstrate thatMMTO surpasses CGO in terms of accuracy
and computational efficiency. Furthermore, we apply the
MMTO method to medical images and present a visual
representation of the multi-band segmentation result to
indicate its generality.

1) ASTRONOMICAL IMAGE SIMULATIONS
Evaluating the performance of astronomical image analysis
algorithms can be challenging due to the lack of known
ground truth in real image data. This is because many
important features, such as very faint objects, may not be
present in the captured data. To address this issue, simulated
astronomical image data can be utilized as a substitute. The
use of simulated data offers the advantage of providing a
known ground truth, enabling the evaluation of algorithms
based on the parameters of generated sources. Using the
simulations, we can evaluate the performance of astronomical
image analysis algorithms in a controlled environment,
to ensure that the algorithms are robust and reliable when
applied to real astronomical image data.

In this study, two types of three-channel data frames
were generated to simulate astronomical images. We have
restricted the simulations to this number of frames because,
unlike MMTOwhich is able to handle any number of frames,
CGO is limited to 3-band images. The first type mimics
actual multi-band observations of a specific section of the
sky and includes various sources such as stars, galaxies, and
background galaxies, each with its own unique parameters,
such as surface brightness, flux per unit solid angle of

FIGURE 7. Three-band astronomical image simulation with different (a, b,
and c) and same (d, e, and f) parameters of surface brightness, effective
radius, axis ratio, and noise distribution. All the frames have a size of
4,000 pixels squared.

the image, effective radius, and axis ratio. To each frame,
different Gaussian and Poissonian noises were added. The
second group of simulations used the same parameters and
noise distribution across different frames to evaluate the
accuracy of semantic merging. Two three-channel datasets
of these simulations are presented in figure 7, where the two
types of simulations are shown in two separate columns.

2) MMTO MERGING ACCURACY ON ASTRONOMICAL IMAGE
SIMULATIONS
To test the accuracy of semantic merging, we used three-
band simulations with sources generated using the same
parameters and noise distribution in each frame, as shown
in figure 7 (b, d, and f). It was expected that each semantic
node would be merged into precisely two other segments
representing the corresponding source in the other two
channels. A total of 100 datasets of three-band simulations,
comprising 300 frames, were generated with each having a
size of 1,000 square pixels.

To build the semantic tree nodes, we utilized MTObjects,
which has been shown to be an accurate single-band source
detection and segmentation tool for astronomical image
data [17]. The detection process performed by MTObjects
involves subtracting the background and constructing a
max-tree from the smoothed background subtracted image.
This tree is then filtered using statistical significance tests
to identify sources by determining nodes with an amount of
flux, given their area (both flux and area are considered as
elements of the vector representing the segment map) that are
statistically distinct from the background.

The position of the center-of-mass of sources in three
individual bands and the MMTO merger map is shown
in figure 9 based on the ground truth of the simulations.
The pale dots represent central position of the faint sources
in the simulations that MTObjects does not mark their
corresponding nodes as significant. MMTO merges the
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FIGURE 8. MMTO multi-band segmentation map output, where cosine
similarity threshold (β in algorithm 4), is set to (a) a value greater than
one or less than zero, (b) optimal value (.94 for this data set).

FIGURE 9. Accurate merging of ground truth sources in a three-band
simulated dataset. Grey-level panels: bold dots represent detected
sources, while pale dots represent non-detected sources in individual
bands. Color points in the bottom-right panel indicate the position of
sources that have been successfully merged, as shown by the number of
mergers.

semantic nodes with their corresponding segments in other
frames with an average accuracy of 98% ± 1 on 100 3-
channel simulated image datasets. As shown in algorithm 4,
MMTO has two adjustable parameters: the center-of-mass
distance δ and the cosine similarity threshold β [of sources].
In this study, we set these parameters to 10 pixels and 0.94
(as illustrated in figure 4), respectively.

Figure 8 illustrates the multi-band segmentation map using
the simulated image data with a different number of sources
having different parameters on each channel (figure 7, a,
c, and e) where the correlated segments have been merged
(left panel) or not (right panel). To prevent merging similar
segments, we simply set the cosine similarity threshold, β,
to any value out of the [0, 1] range. Even if similar segments
fail to merge, the algorithm preserves all the segments in the
order of area, which is the property that we use to construct
the DAG.

FIGURE 10. Multi-band detection completeness for MMTO (bottom-right
panel) and single-band detection using max-tree-based method,
MTObjects as a function of mean effective surface brightness and axis
ratio of the sources. The grey scales correspond to the completeness
indicated by the color bar.

3) DETECTION COMPLETENESS
To further evaluate the efficacy of MMTO, we conducted an
empirical evaluation comparing the multi-band completeness
against single-band detection using MTObjects. Our inves-
tigation utilized artificial images with known ground truth,
incorporating a diverse array of sources appearing across
multiple frames, each characterized by distinct parameters
such as surface brightness. Additionally, certain sources
exhibited emissions exclusively in one or two bands,
contributing to the complexity of the assessment.

This analysis is depicted graphically in figure 10. Four
plots were generated to illustrate the detection completeness
of three single-band max-tree based and multi-band MMTO
detection. Overall, MMTO exhibited superior completeness
across a greater number of blocks compared to its counterpart
operating on single bands. However, in specific instances,
such as the second band, individual single-band displayed
higher completeness. This phenomenon stems from the
completeness metric capturing emissions distributed across
multiple channels collectively for multi-band detection
evaluation.

4) MMTO VS. CGO
The Component-Graph Object (CGO) framework, which is
a multi-band astronomical object detection and segmentation
approach, extends the single-band significance test concept of
MTObjects into the multi-band domain using a component-
graph structure. Similar to MTObjects, the node power
attribute in CGO is calculated as the sum of the squared
difference between the corresponding pixel values of the node
and the level of its parent node. In the component-graph
data structure, the supremum of the parent levels is used
as a reference (alternative references such as the average,
infimum, or maximum have also been proposed). The power
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FIGURE 11. Execution time of MMTO and CGO as a function of image
data size. Both axes are logarithmically scaled. The line chart illustrates
the relative computational cost of MMTO and CGO for different image
sizes measured in pixels. The point of intersection between the two lines
indicates that the computational cost of attribute extraction for MMTO is
higher than statistical tests on the component-graph structure for very
small images. As the number of connected components increases with
increasing image sizes, MMTO outperforms CGO in terms of execution
time. These findings demonstrate that MMTO is a more efficient image
segmentation technique for larger images with a significant number of
connected components.

FIGURE 12. The scatter plot illustrates the comparison of precision and
recall for MMTO and CGO on 3-band datasets. MMTO exhibits slightly
better precision values than CGO, and the points are less scattered,
indicating that the performance of MMTO is more consistent across the
different test cases. These findings suggest that MMTO is a more reliable
image segmentation technique for complex visual data with varying
degrees of complexity.

attributes of MTObjects and CGO, are

powerMTObjects(N ) =
∑
x∈N

(f (x)− f (parent(N )))2 (22)

and

powerCGO(N ) =
∑
x∈N

(f (x)− sup
y∈parent(N )

f (y))◦2 (23)

respectively, where ◦ is the element-wise power in CGO. For
multi-band images, CGO uses a significance test combining
separate bands and the synthesized band.

As a result of merging the full max-trees, grey-level by
grey-level, CGO fails to generate the output in a reasonable

time. The largest image we could use to evaluate CGO was
1,000 square pixels in dimensions and it crashed on some of
these (in [18], sliced simulation tiles of 500 square pixels are
used to test CGO); any larger image needs drastically more
time, whereasMMTO can handle multi-band image data with
the size of 20,000 square pixels per band. To have a decent
comparison between these two methods, we limited the size
of our simulations to 1,000 square pixel images or smaller
and executed both methods on the same machine.

We generated 60 3-band datasets with the sizes of 100,
200, 300, 400, 500, and 1,000 square pixels (ten datasets for
each size, 5 with the same parameters and 5 with different
parameters) to compare the execution time of MMTO and
CGO. Figure 11 shows the huge time difference between
these two algorithms. Compared to CGO, MMTO has less
dispersion from the mean value of each 10 3-band data for
each size. The efficient and deterministic execution time of
MMTO is due to it’s selection of statistically significant nodes
in each max-tree, including extracted grey-scale features
mapped into a vector space instead of a grey-level by grey-
level in an expensive non-hierarchical graph which is used
by CGO.

In component trees and component graphs, objects are
represented as sequences of significant nodes that appear
differently at varying thresholding levels. Each node in
MMTO and its primary sub-tree belong to the same object.
However, in the context of the component graph with partial
orders, multiple sub-trees containing incomparable nodes
that belong to a single object may exist. To address this,
CGO assumes that the sub-trees corresponding to an identical
object will converge to similar centers. Despite the increased
time complexity of identifying sub-trees in the component
graph, CGO results in more false positives in assigning nodes
to sub-trees. Figure 12 demonstrates the precision and recall
of source-segmentation for both MMTO and CGO. While
both methods have similar recall values, MMTO exhibits a
less scattered distribution in terms of precision, improving
detection precision from 0.92 to 0.95.

5) RESULTS ON INSERTED ACTUAL GALAXIES
We assessed the efficacy of the proposed method on a
subset of three-band real galaxies that were embedded within
a vacant part of the sky in three different Fornax Deep
Survey (FDS) frames that do not contain large galaxies
or stars. By evaluating the tool on these real galaxies,
we aimed to validate the generalizability of its behavior
to more complex galaxy structures like spiral galaxies. For
this study, we extend the approach previously utilized by
Haigh et al. [17] to multi-band. Specifically, we employed an
empty region of the sky from a three-band FDS image as the
template and inserted actual galaxies into this region such that
the centers of the corresponding galaxies in different bands
were cross-frame identical.

We selected a sample of eight galaxies from the EFIGI
catalog [27], which contains multi-band galaxies from the
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FIGURE 13. Top row: one of the inserted actual SDSS-galaxies in g, r and i
bands (from left to right). Bottom row: The corresponding isolated
galaxies determined through the use of k-flat zones [26].

FIGURE 14. (a) Single-band segmentation map on the frame with the
highest SNR. (b) Single-band segmentation map on the 3-band stacked
image. (c) MMTO three-band segmentation map. (d) CGO three-band
segmentation map.

fourth data release of the Sloan Digital Sky Survey (SDSS).
The galaxy located at the center of each SDSS image was
isolated through the application of k-flat filtering [26]. This
method effectively removed regions of light that were not
connected to the central pixel, while maintaining the intricate
details internal to the galaxy. The first row of figure 13 shows
one of the selected SDSS-galaxies to insert in three different
g, r, and i bands. Their corresponding processed data are
illustrated at the bottom row, in the same order.

To ensure that the inserted galaxies were consistent with
the range of signals, we first transformed their pixel values

to align with those of the template. We then identified and
removed any pixels in the template that were masked by
the isolated galaxies before adding the intensity of each,
along with Poisson noise, to the template of each individual
band. The normalized outcome of inserted galaxies have been
rescaled to a factor of 10−10 to conform to the FDS frames.

Figure 14 depicts the multi-band segmentation map gener-
ated from three raw frames using MMTO and CGO, a single-
band segmentationmap on the best signal-to-noise frame, and
the stackedweighted cross-band intensities. Image stacking is
commonly used in astronomy to improve the signal-to-noise
ratio and enhance the quality of the final image as single-band
data. The normalized flat field characterizes the response of
the telescope and instrument to uniform radiation, indicating
the relative amount of light received by each pixel position.
This weight is used to assess the relative importance of a pixel
in comparison to other pixels within the image.

The presence of defect pixels, which may count too few
or too many photons, is accounted for by storing them in
hot- and cold-pixel maps. In addition, pixels may be deemed
unusable for various reasons, including saturation, cosmic
ray hits, or satellite tracks. Pixel maps are created to identify
these issues, and weights are adjusted accordingly. Saturation
occurs when a pixel’s count exceeds a predefined threshold,
which may also lead to neighboring pixels becoming ‘‘dead’’
with counts below a lower threshold. Cosmic ray events
are detected using specialized source detection filters, such
as Retina filters trained to identify cosmic rays using
neighboring pixels as inputs. Satellite tracks can be identified
through a line detection algorithm like the Hough transform,
which produces a ‘‘peak’’ in the transformed image where
there is a significant signal along a line. This peak can be
clipped and transformed back into a pixel map that masks
the track. The weight of a given pixel with x and y as the
coordinates can be written as

Wx,y =
1
σ 2 ·

Fx,y
Ix,y
· Photx,y · P

cold
x,y · P

saturated
x,y · Pcosmicx,y · Psatellitex,y

(24)

where σ 2 is the variance of the raw image, Fx,y is the flat
field pixel value, I is the illumination correction, and Phot ,
Pcold , Psaturated , Pcosmic, Psatellite are the hot, cold, saturated,
cosmic ray and satellite pixel maps. The weight images are
used for masking unwanted pixels before stacking [28]. The
pixel values of the stacked image of b bands are written as

stackedx,y =

∑
b(
bWx,y ×

bImagex,y)∑
b
bWx,y

. (25)

To evaluate the quality of segmentation in figure 14, the
ground truth segmentation map of inserted galaxies was
employed and the Intersection over Union (IoU) metric was
computed, as illustrated in figure 15. The results indicate
that MMTO outperforms other methods in segmenting the
inserted galaxies. While the single band segmentation of the
stacked image and the frame with the highest signal-to-noise
ratio (SNR) exhibit a similar IoU score, they also manifest
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FIGURE 15. The Intersection over Union (IoU) plot illustrates the
segmentation performance of different methods, where MMTO
demonstrates the highest IoU score, while CGO exhibits the lowest due to
the presence of hollow detections. The single band segmentation of the
stacked image and the frame with the highest signal-to-noise ratio (SNR)
show similar IoU scores but with some limitations in certain regions.

some drawbacks. Specifically, the stacked image displays
[malformed] under-segmentations in certain regions. CGO
demonstrates the lowest IoU score due to the presence of
hollow detections for most of the sources.

6) MMTO VS. MASK R-CNN DEEP LEARNING
To underscore the effectiveness of our approach, we present
an comparison between MMTO and a fairly recent deep
learning methodology leveraging the Mask Region-based
Convolutional Neural Network (Mask R-CNN) [29]. This
method enables the execution of multi-band source detection
and deblendingwithin a unifiedmachine learning framework.
This work extends the implementation of Mask R-CNN by
Abdulla,4 enabling the utilization of multi-band FITS files
for input during training and detection phases.

To ensure a fair comparison, we used the Photon Simulator
(PhoSim) dataset for evaluations, which served for training
the Mask R-CNN model (they generated 1000 simulated
DECam images for the training set, with a total training set of
approximately 150,000 astronomical sources; each image has
around 150 object masks corresponding to a star or galaxy).

The results showcased in figure 17 depict precision
and recall metrics for both MMTO and R-CNN. While
both methods exhibit comparable recall rates, MMTO
demonstrates superior precision. Notably, MMTO displays
a more concentrated distribution, indicating robustness, par-
ticularly in datasets characterized by heightened complexity.
An example of a typical PhoSim training set image with
its detection mask corresponding to both galaxy and star
classes, usingMask R-CNN andMMTO segmentation output
is shown in figure 16 where MMTO preserves nested sources
segmentation as a result of it’s hierarchical structure and
captures fainter outer parts of the sources missed by R-CNN.

In upcoming investigations, wewill enhance our evaluation
by training deep learning models on custom multi-band

4https : //github.com/matterport/Mask_RCNN

simulations, including segmentation ground truth. Notably,
we will highlight the capacity of our MMTO method
to accurately preserve nested sources, a critical aspect
for effectively segmenting intricate astronomical images.
This comprehensive analysis will yield deeper insights into
the comparative performance across diverse astronomical
datasets.

7) RESULTS ON MULTI-COLOR FLUORESCENCE IMAGE
The proposed method has been primarily evaluated on
astronomical image data. To demonstrate its applicability to
other sensors, we applied it to a skin image acquired using
a 3-channel fluorescence microscope. The visual showcase
results demonstrate the potential for adaptation based on
the image data characteristics, making it a significant
contribution to the field and opening up new possibilities
for efficient and accurate multi-band image segmentation,
particularly in processing large-scale images.

Multi-color fluorescence imaging is a powerful tool in the
field of molecular biology, allowing researchers to visualize
the expression, localization, and interactions of multiple
proteins in a single sample. This technique involves the use
of fluorescent probes, each with a unique spectral signature,
which binds to specific targets in the sample. When exposed
to light of the appropriate wavelength, these probes emit
fluorescence, which is then captured and imaged by a
microscope equippedwith filters. The simultaneous detection
of multiple fluorescent signals can reveal complex patterns of
protein distribution, providing valuable insight into cellular
processes such as cell division, differentiation, and signaling
pathways. Multi-color fluorescence imaging has become an
indispensable tool in a wide range of biological research
applications, including studies of development, disease, and
drug discovery.

Figure 18(a) presents visual outcomes obtained from a
fluorescencemicroscope-acquired 3-channel 640×390 pixels
image and its multi-band segmentation map generated by
MMTO (figure 18(b). The sample was stained by the
procedure in [30], in which both the red and green fluorescent
dyes are targeted collagen Type VII as geometric verification
marker, and the blue dye targets DNA in the cellular nuclei.
Thus, the red channel structures should correlate with the
green, but not the blue.

As multi-color fluorescence has less complexity compared
to astronomical images, we could mark the significant
nodes representing the emissions using a simple attribute
filtering (based on the intensity of connected components)
and partition them into max-tree group nodes representing
individual sources; we filtered the raw images based on
intensities higher than 100, 100, and 50 for red, green, and
blue channels, respectively. Figure 19 (a, c, and e) shows the
color maps of the raw grey-level images of different bands,
along with the reconstructed sources from the simplified
max-trees of the raw images, holding significant nodes.
We used the same feature set to apply MMTO on multi-color
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FIGURE 16. An example of PhoSim DECam image. (a) The simulated color image of a crowded field was used as Mask R-CNN training data.
(b) Detection mask corresponding to both galaxy and star classes, of Mask R-CNN. (c) MMTO three-band segmentation map.

FIGURE 17. The scatter plot illustrates the comparison of precision and
recall for MMTO and Mask R-CNN on one hundred 3-band PhoSim
dataset. MMTO exhibits slightly better precision values than Mask R-CNN,
and the points are less scattered, indicating that the performance of
MMTO is more consistent across the different test cases.

fluorescence imaging, with the same parameters optimized
for astronomical simulations (cosine similarity threshold set
to .94 and the distance threshold set to 10 pixels).

We acknowledge the possible need for further examination
of the feature selection process to represent the sources
and measure their similarity for other applications. In astro-
nomical contexts where we have extensively evaluated our
approach to complex multi-band astronomical simulations
with known ground truth, we found that the normalized flux
and area, first Hu moment, and flux over the area were the
most effective features (figure 4); adjusting these features
based on specific sensor characteristics may be necessary for
optimal accuracy.

V. DISCUSSION
We proposed an algorithm for multi-spectral source-
segmentation. Our innovative approach involves constructing
a topologically ordered graph from multiple max-tree node
partitions, holding single-band precious grey-level features;

FIGURE 18. (a) A 640 × 390 pixel skin image acquired using a 3-channel
fluorescence microscope [30], and (b) its multi-band segmentation map
generated using MMTO.

these features are obtained from the max-tree node attributes,
that are an accurate representative of the shape, size, position,
and intensity of a partition of the image.

When compared to the component-graph-based approach,
our method showed significant improvements in terms
of time complexity due to the efficient data structure
construction and process. Moreover, our method, which
employs statistical tests on individual bands to designate
significant max-tree nodes as partitions representing the
sources, achieves superior detection accuracy.

The presented methodology showcased exceptional seg-
mentation accuracy when applied to real galaxies with
diverse characteristics. Comparative analysis was conducted
against three approaches: a max-tree-based method applied
on the single-band image with the best signal-to-noise ratio,
the fusion of multi-band image data into a single-band
representation of a higher resolution using the weighted com-
bination (known as stacking in astronomy) and multi-band
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FIGURE 19. Left column: the color map of three channels of figure 18-a
(red, green, and blue channels from top to bottom). Right column:
significant nodes color map. The single-band max-trees have been
simplified using attribute filtering with the intensity threshold set to 100,
100, and 50 from the top to the bottom.

detection using an state-of-the-art method named CGO.
Across these comprehensive evaluations, MMTO consis-
tently outperformed the comparatives, affirming its superior
performance in accurately segmenting complex features and
highlighting its robustness in handling diverse structures and
imaging conditions.

The method’s adaptability was tested using a multi-color
fluorescence microscope image, showcasing its potential
beyond astronomy. Our method effectively separated distinct
emissions through max-tree attribute filtering and node parti-
tioning based on intensities. Despite initially being optimized
for astronomical simulations, this successful application

hints at the method’s broader utility in diverse scientific
fields, underlining its potential for accurate multi-band image
segmentation, by fine-tuning according to specific sensor
characteristics to optimize accuracy in various domains.

VI. FUTURE WORK
The proposed algorithm has shown promising results in
terms of accuracy and time efficiency; however, there is still
room for improvement. Future research will aim to improve
the statistical tests used to identify and partition significant
nodes on initial max-tree structures and to deblend separate
overlapping sources having short center-to-center distances
that can result in malformed segments, allowing for more
accurate cross-band correlated source detection.

The integration of machine learning algorithms into
the hierarchical structures for source detection can further
improve the accuracy and efficiency of the proposed
algorithm. By focusing on these key areas, we can better
understand the complex relationships between multi-spectral
grey-level images.
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