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ABSTRACT As a non-invasive neuromodulation technique, transcranial magnetic stimulation (TMS) has
shown great potential in scientific research and clinical application. Using TMS to stimulate the deep brain
is important for enhancing the therapeutic effects of mental disorders and explaining the causes of mental
disorders. However, the intracranial induced electric field (E-field) generated by conventional magnetic
stimulation coils dissipates severely with increasing stimulation depth and the focalized stimulation is limited
to superficial areas. In this paper, we first propose a novel multi-quadrant spatial array (MQS array) based
on curved-shaped coils. Each coil in the MQS array is tangent to the head and bent away from the human
head, which is conducive to reducing the accumulation of non-longitudinal induced E-field components and
improving the stimulation focalization in the deep brain. Then, we propose a new spatial magnetic array
optimization method based on the BP-NSGA-II algorithm. The predictive models of deep brain transcranial
magnetic stimulation characteristics of the spatial array are obtained by the BP neural network and the
multi-objective optimization of the stimulation currents applied in the spatial array is performed with the
NSGA-II algorithm. Results show that the MQS array can produce an obvious focusing area at 10 cm
below the scalp which satisfies the depth requirement of deep brain transcranial magnetic stimulation. Under
the same constraint of Joule loss, the optimized MQS array can enhance intracranial stimulation intensity
by 131%, increase the longitudinal attenuation ratio to 4.5 times, and reduce the focusing area by 76%
compared to the conventional planar magnetic stimulation array. The proposed MQS array has significant
advantages in deep brain focalized stimulation, and the spatial array optimization method described in this
study may provide a valuable reference for coil or array optimization processes in other application contexts.

INDEX TERMS Deep brain transcranial magnetic stimulation, multi-objective optimization, stimulation
focalization.

The associate editor coordinating the review of this manuscript and
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I. INTRODUCTION
Transcranial magnetic stimulation (TMS) is a non-invasive
neuromodulation technology that is widely employed in
the treatment and scientific investigation of various mental
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illnesses, including major depression and schizophrenia [1],
[2], [3]. TMS can also be used in conjunction with func-
tionalmagnetic resonance imaging (fMRI), positron emission
tomography (PET), and electroencephalography (EEG) to
examine the anatomy and function of the human brain [4],
[5]. A pair of stimulation coils is often placed near the human
head during TMS treatment [6], [7]. The TMS power supply
system delivers pulsed currents to the stimulation coil at a
specific time sequence. The time-varying currents produce
alternating magnetic fields (B-field) in the space around the
coil, which in turn generates an induced electric field (E-
field) in the intracranial target area, causing the membrane
potentials of the target neurons to change and creating a
neuromodulatory effect [8], [9], [10].

The research of deep brain neuromodulation mechanisms
is the key to treating mental diseases and exploring the causes
of mental diseases. Precise stimulation of deep brain target
areas such as the hippocampus and amygdala not only has
urgent clinical application needs but also has great scientific
research value [11], [12], [13], [14]. The figure-of-eight coil
(FOE coil), which consists of two planar circular coils, is the
most commonly used commercial TMS coil. It can activate
biological tissues to a depth of 2 cm to 2.5 cm below the scalp
and regulate cortical excitability [15], [16]. However, the
target tissues for deep brain transcranial magnetic stimulation
are usually located further than 4 cm below the scalp. For
instance, as the key neural basis for the study of major depres-
sion, the ventromedial prefrontal cortex (VMPFC) region is
located at a depth of 7 cm below the human scalp [17], which
exceeds the effective stimulation depth of the traditional
TMS coil. In addition, as the stimulation depth increases, the
intracranial-induced E-field generated by conventional TMS
coils diverges severely, weakening the stimulation focaliza-
tion and exposing a large amount of non-target tissues to the
strong stimulation, raising the risk of causing stimulation side
effects.

Many studies have been undertaken in recent years on the
design of TMS coils to improve the effects of deep brain
transcranial magnetic stimulation. The biconical coil was
one of the first deep brain coils proposed. The biconical
coil can raise the stimulation depth to 3–4 cm below the
human scalp as compared to the conventional FOE coil.
The biconical coil’s focusing area is 94.4 cm2, which is
1.86 times greater than that of the conventional FOE coil,
causing a non-negligible risk of epilepsy [18]. In 2002,
Roth Y of Israel’s Ben Gurion University proposed the Hesed
coil family (H-coil) [6], [19], [20], [21], [22], [23]. The H-coil
is a representative deep brain coil that can increase the depth
of stimulation. But the increased stimulation depth of the
H-coil comes at the sacrifice of stimulation focalization:
the stimulation depth of the H-coil can reach 3-6cm below the
scalp while the focusing volume of the H-coil is six times
that of the FOE coil [24]. In 2015, the Halo coil working
with two circular coils (the HTC coil) was proposed by
LuMai et al. from Lanzhou Jiaotong University in China. The
HTC coil can raise the longitudinal attenuation ratio to 2.07,

which is advantageous for improving the effects of deep brain
transcranial magnetic stimulation [25]. In 2019, Rastogiet al.
proposed the multi-coil configuration called the Triple Halo
Coil (THC) which could stimulate deep regions of the brain
with more than 7 times higher magnetic field at a depth of
10 cm as compared with the FOE coil but the stimulation
focalization in the deep brain was not discussed [26].
The main contributions of this paper are given as follows:
•(1) The multi-quadrant spatial array (MQS array)

with a unique geometric structure is proposed to realize
non-invasive focused stimulation in the deep brain.

•(2) The BP-NSGA-II algorithm-based optimization
method is proposed to achieve multi-objective optimization
of the stimulation currents applied in TMS arrays.

•(3) The performance of the optimized MQS array was
evaluated by analyzing three important characteristics of
induced E-field in the deep brain. A conventional TMS array
was compared to the optimized MQS array under the same
Joule power loss to prove the advantages of the MQS array
design.

In this paper, the authors propose a design of a stimulation
array with an innovative spatial structure and an optimization
method based on a hybrid algorithm to improve the stim-
ulation performance of TMS in the deep brain. The study
is organized as follows: Section I introduces the research
background and purpose. Section II describes the geometry
of the MQS array in detail and explains the principle of
the MQS array. Section III presents the 3D finite element
numerical models including the MQS array, the human head,
and their meshes during finite element numerical calculation.
Section IV introduces the structure of the multi-objective
optimization method, and the optimization steps and pro-
vides the optimized results. Section V compares the spatial
distributions of intracranial induced E-field generated by an
optimized MQS array and the conventional TMS coil under
the constraint of identical Joule power loss. Section VI con-
cludes the work and presents some future works.

II. DESCRIPTION OF THE MQS ARRY
A. GEOMETRY OF THE MQS ARRAY
The MQS array proposed in this study is different from
conventional single-layer or multi-layer TMS arrays, which
usually consist of planar circular coils, while the MQS array
consists of multiple curved coils that are placed at specific
spatial locations.

A 3D model of the MQS array is shown in Fig 1(a). In the
MQS array, eight quadrantal coils with identical geometric
characteristics are distributed separately among the eight
quadrants of the 3D coordinate space system. The center
point of the human head is set as the origin of the space
coordinate system. The coils are referred to as I-coil, II-coil,
III-coil, IV-coil, V-coil, VI-coil, VII-coil, and VIII-coil based
on their relative location to the human head. Fig. 1(b) and
Fig. 1(c) show the vertical view and side view of the MQS
array, respectively.
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FIGURE 1. Spatial structure of the MQS array and its relative position to the human head. The solid black lines with arrows in the figure mark the
position and number of each coil in the MQS array. (a) Main view of the MQS array. (b) Vertical view of the array on XY. (c) Side view of the array on XZ.

FIGURE 2. Spatial structure of the MQS array and its relative position to the human head. The solid black lines with arrows in the figure mark the
position and number of each coil in the MQS array. (a) Main view of the MQS array. (b) Vertical view of the array on XY. (c) Side view of the array on XZ.

The quadrantal coils in the MQS array are divided into
upper and lower layers and placed around the human head.
The double-layer spatial structure of the MQS array helps
ensure stimulation depth and enhances the superposition
effect of the induced E-field in the deep brain.

The quadrantal coils are bent away from the human head
and tangent to the scalp to fit the outline of the human
head, which can reduce the accumulation of intracranial
non-longitudinal induced E-field, increase the longitudinal
attenuation ratio, and improve the stimulation focalization in
the deep brain. The 3D geometry of the quadrantal coil is
shown in Fig. 2(a).
The geometry of the coil can be described by three

main parameters: the length of the semi-major axis Ma,
the length of the semi-minor axis Mi, and the bending
angle α. In this paper, the quadrantal coil was first mod-
eled on the SOLIDWORKS platform and then imported to
the COMSOL Multiphysics platform to complete the finite
element numerical simulation. The main steps of coil model-
ing include sketching, plane stretching, and adding bending
characteristics.

The geometric structures and current flowing directions of
the quadrantal coil when projected onto the XY plane are

shown in Fig. 2(b). The red lines with arrows between the
copper conductors indicate the direction of flow of the stimu-
lation current. The current direction of the central conductors
of the quadrantal coil is unified, thus the induced E-field
under the central conductors of the coil can be enhanced,
forming a focused stimulation area. It should be noted that in
practice, the quadrantal coil is tightly wound into multi-turn
and multi-layer structures, and there is no large gap between
copper wires. The red transparent ellipse indicates the area
where the induced E-field was strengthened below the quad-
rantal coil.

B. PRINCIPLE OF THE MQS ARRAY
The induced E-field distributions on the plane where the
centers of I-coil to IV-coil are located are taken as an example
to explain the working principle of theMQS array ( Fig. 2(c)).
The yellow, red, blue, and purple dotted lines with arrows
stand for the induced E-field generated by the I-coil, II-coil,
III-coil, and IV-coil, respectively. The arrows indicate the
direction of the induced E-field, and the size of the arrows is
proportional to the amplitude of the induced E-field. The four
coils are symmetrical concerning the head, each at approxi-
mately equal distance from the center of the head.
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FIGURE 3. Details of the quadrantal coils’ locations. The solid black lines with arrows in the figure mark the
position and number of each coil in the MQS array. β presents the angle between the quadrantal coil and
the XY plane. (a) The locations of I-coil, II-coil, III-coil, and IV-coil. (b) the locations of V-coil, VI-coil, VII-coil,
and VIII-coil.

TABLE 1. The coordinates of each quadrantal coil in the MQS array.

When the stimulation currents in each quadrantal coil
are equal, the amplitudes of the induced E-field vectors
generate–d by the coils in the central region of the deep brain
are similar and the included angles between the four induced
E-field vectors are small. Accordingly, the amplitude of the
synthesized longitudinal induced E-field is large (point P).
For the stimulated points near the human scalp, the amplitude
differences of the induced E-field vector generated by the four
quadrantal coils are large, as are the included angles between
four induced E-field vectors. Therefore, the amplitude of the
synthesized longitudinal induced E-field is small in the region
near the human scalp (point Q).
Similarly, on the plane where the center of the V-coil to

VII-coil are located, the induced longitudinal E-field is also
stronger in the deep brain than in the region near the scalp.

With the specific spatial structure and unique geometry, the
proposed MQS array can weaken the induced E-field in the
superficial region near the scalp, enhance the induced E-field
in the deep brain, and generate an obvious focalized induced
E-field in the deep brain. In the subsequent work, the 3D spa-
tial distribution of the intracranial induced E-field obtained
by our finite element analysis calculations also coincided
with this principle. This design is advantageous for improving
the stimulation effect of deep brain magnetic stimulation in
multiple aspects.

III. 3D FINITE ELEMENT NUMERICAL MODEL
To analyze the distribution of the intracranial-induced E-
field generated by the MQS array, numerical finite element
modeling is required, mainly for the array and the stimulated
head modeling.

A. THE MQS ARRAY
The geometric parameters of quadrantal coils in the array
directly impact the spatial distribution of the intracranial-
induced E-field. If the coil size is too large, the focusing area
will be large, and when the coil size is small, it is not con-
ducive to improving the stimulation depth. Based on previous
research foundations and simulation experience, we have
learned that the radius of conventional circular magnetic
stimulation coils used in the human head in clinical practice is
usually between 30mm and 50mm [27]. The quadrantal coil
can be seen as a deformation structure of a single circular coil.
Considering its applicability to the size of the human head,
the length of the semi-minor axis Mi and the length of the
semi-major axis Ma of the quadrantal coil are set within the
radius range of the conventional circular coil: Ma = 40mm
and Mi = 30mm. After pre-calculation before simulation,
we found that the small bending angle leads to less significant
improvement in the focusing area. Meanwhile, as the bending
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angle increases, the stress borne by the coil skeleton and
copper wire in the actual processing process will continue
to increase. Considering the improved effect on stimulation
focalization and the practical engineering requirements in
subsequent experiments, the bending angle α is set at 80◦ in
our manuscript.

The total number of turns of the quadrantal coil is 16 and
the number of layers is 4. The conductivity of the copper
wire is 5.998 × 107 S/m and the size of the copper wire
was 3 mm×4 mm. Considering the obstacles of hair and coil
packaging in practice, the distance between the quadrantal
coil and the human scalp was set to 5 mm.

The locations of the quadrantal coils are shown in Fig.3.
The coordinates of each quadrantal coil’s center point and the
angle β between the quadrantal coil and XOY plane are listed
in Table. 1.

B. THE HUMAN HEAD
An anatomically realistic human head model, which
comes from the Population Head Model (PHM) reposi-
tory, is employed in this study to verify our method. The
PHM repository was developed by Lee using the SimNIBS
pipeline, which was utilized to segment anatomical regions
from Human Connectome Project MRI images [28]. The
biological conductivity of the gray matter is set at 1.07 ×

10−1S/m [29]. The center point of the human head model
was set as the origin of the space coordinate system, and
the coordinates of the scalp vertex are X = 0, Y = 0, and
Z = 12.4 cm.

C. MESHES
The human head model and the proposed MQS array model
were imported to the COMSOL Multiphysics platform, and
the finite-element (FE) method was adopted to calculate the
spatial distribution of the intracranial E-field generated by the
MQS array. To disregard mesh differences when comparing
the influences of different stimulation currents, all FE models
had the same mesh size and were computed twice.

The details of the mesh size in this study are as follows: the
maximum element size is 0.0066 m, the maximum element
growth is 1.4 and the curvature factor is 0.4. Because our
major concern is the spatial distribution of the induced E-field
in the deep brain, the gray matter is meshed finer, the mini-
mum element size for the gray matter is 0.001m and for the
rest parts of the FE model, the minimum element size is set at
0.002. The grid level is sufficiently fine, and the computation
converges smoothly.

IV. MULTI-OBJECTIVE OPTIMIZATION OF THE MQS
ARRAY
A. DEFINITIONS OF IMPORTANT INDUCED E-FIELD
CHARACTERISTICS IN DEEP BRAIN
The targeted tissues in many mental disorders are not super-
ficial. Considering the depth requirement of deep brain

transcranial magnetic stimulation, the stimulation depth is set
at 10cm below the scalp.

To analyze the 3D distributions of the induced E-field gen-
erated by the MQS array in the deep brain, three intracranial
test lines (Test Line A(X = Y , Z= 2.4 cm), Test Line B (X = -
Y , Z =2.4 cm), Test Line C ( X= Y=0 )), and one longitudinal
Target Plane was set as in Fig. 4.
The definitions of the objectives that need to be optimized

in this study are as follows:
(1) Intensity: Under identical stimulation current, a higher

amplitude of the induced E-field means stronger stimulation
and it is more possible to change the membrane potential of
nerve cells. The Emax was measured on Test Line A and Test
Line B to characterize the stimulation intensity [30].
(2) Focalization: S70 was adopted to evaluate the stim-

ulation focalization from the 2D level. S70 represents the
focusing area on the target plane where the amplitude of
the induced E-field exceeds Emax /

√
2 [31], [32], [25]. The

smaller the S70, the fewer un-targeted tissues are under strong
stimulation, the fewer un-targeted tissues are under strong
stimulation, and the better the stimulation focalization. The
value of S70 was calculated on the longitudinal Target Plane.
(3) Intracranial longitudinal attenuation ratio: The atten-

uation feature of the induced E-field was evaluated using the
ratio δ = E6cm / E2cm [21], [22], [25]. E2cm and E6cm are
the intensities of the E-field at stimulation depths of 2cm and
6cm below the human scalp, respectively. The larger the ratio

FIGURE 4. The meshed 3D model of the human head. Three intracranial
test lines Test Line A (X = Y, Z = 2.4 cm), Test Line B (X = - Y, Z =2.4 cm),
Test Line C ( X = Y =0 )), and one longitudinal Target Plane are marked in
the figure.
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FIGURE 5. Flow chart of the proposed BP-NSGA-II algorithm optimization method. (b) The structure of the MQS array predictive models based on the
BP neural network.

δ means that when the intensity of the induced E-field in the
deep brain remains unchanged, a weaker induced E-field will
remain in the superficial region, and the better the attenuated
performance of the intracranial induced E-field. Unlike the
skull, the human scalp has pain sensation nerves, so the
stronger the stimulation intensity in the superficial region,
the more likely it is to cause pain, which also means the
larger the ratio δ, the less pain. The intracranial longitudinal
attenuation δ was measured along Test Line C.

B. THE BP-NSGA-II ALGORITHM OPTIMIZATION METHOD
When the geometry of the stimulation array and its relative
position to the human head is determined, the spatial dis-
tributions of the intracranial induced E-field generated are
determined by the stimulation current configuration.

In this paper, the pulse width of the stimulation current is
set at 200 µs and the amplitudes of the stimulation current

applied in I-coil to VIII-coil are expressed as I1, I2, I3, I4,
I5, I6, I7, and I8, respectively. Hence, the decision variables
in the optimization can be defined as I={I1, I2, . . . , Ij}. j is
the number of coils in the array to be optimized and in this
study j = 8.
There are three important characteristics: stimulation

intensity Emax, focalization S70, and longitudinal attenuation
ratio δ of the intracranial induced E-field that need to be
discussed when evaluating the deep brain transcranial mag-
netic stimulation performance of TMS arrays. To optimize
the stimulation effect of the MQS array from multiple per-
spectives, Emax, S70, and δ were chosen as the optimization
objectives in this paper. However, the three optimization
objectives may conflict with each other. The improvement
of one objective may result in the degradation of the other
objective’s performance. Multi-objective optimization meth-
ods are often used to solve the problem of several nonlinear

71590 VOLUME 12, 2024



X. Fang et al.: Design and Optimization of a Novel MQS Array

objectives in the same model, and multiple conflicting objec-
tives must be optimized simultaneously [33].
There are two major difficulties in the multi-objective opti-

mization of the TMS array: one is that the explicit analytic
relationships between the stimulation currents (the decision
variables) and the characteristics of the induced E-field gen-
erated by the MQS array (the objectives) are hard to obtain
directly through mathematical derivation. Another difficulty
is that not only do they have multiple conflict objectives, but
there are also multiple independent decision variables, which
makes the optimization process more complex.

To solve these problems, choosing appropriate algorithms
is crucial. As a multi-objective optimization algorithm,
the NSGA-II algorithm has the advantages of fast conver-
gence, diversity maintenance, and high adjustability. These
advantages are beneficial and suitable for solving problems
involvingmultiple nonlinear objectives and conflicting objec-
tives in the optimization process ofMQS arrays. Accordingly,
the NSGA-II algorithm is used to realize the multi-objective
optimization of the MQS array. The BP neural network
algorithm is an intelligent algorithm that simulates the biolog-
ical organization of the human brain and has the advantages
of a simple model and low computational effort. It can solve
the problem of the limited ability to fit explicit functions by
learning various training sets to fit the intrinsic relationship
between the decision variables and the objective function.
It also has the advantage of strong nonlinear mapping abil-
ity and is good at solving problems with complex internal
mechanisms that are suitable for establishing relationships
between stimulation currents and the characteristics of the
induced E-field generated by the MQS array. Based on these
advantages, the BP neural network algorithm is adopted in
this study to acquire the objective functions that reflect the
mapping relationships between the conflicting objectives and
the decision variables.

As the field of algorithms continues to evolve, it is expected
that the optimization speed, as well as the prediction accuracy,
will be further improved in the future if algorithms more
suitable for solving the magnetic stimulus array optimization
problem emerge. It should be noted that with the development
of the algorithms, the magnetic array optimization method
mentioned in this manuscript which combines the predictive
model with the multi-objective optimization algorithm will
still be applicable.

The proposed BP-NSGA-II algorithm optimization
method is shown in the block diagram in Fig.5. Its major steps
are concluded as follows:
Step①: Determine the decision variables ( I ={I1, I2, . . . ,

Ij}, j = 8 ).
Step②: Define the objectives ( Emax, S70, and δ ).
Step③: Establish the FE model of the MPS array and the

human head, and convert the simulation model files (.mph
file) of the COMSOL Multiphysics platform into the script
files (.m file) that can be recognized and run on MATLAB.
Step④: The initial values of i = 50 sets of stimulation

currents are obtained with the Latin hypercube function and

assigned to the MQS array for FEM calculation. The matrix
of decision variables I is shown in Equation .1. The matrix of
objects Y is shown in Equation.2.
Iij means the amplitude of the stimulation current of the

j-coil in the i-th set of stimulation currents. Yi1, Yi2, and Yi3
stand for the stimulation intensity Emax, S70, and δ generated
by the i-th set of stimulation.

I =


I11 I12 . . . I1j
I21 I22 . . . I2j
. . . . . . . . . . . .

Ii1 Ii2 . . . Iij

 (i = 50, j = 8) (1)

Y =

 Y11 Y12 Y13
. . . . . . . . .

Yi1 Yi2 Yi3

 (i = 50) (2)

The 50 sets of simulation data are used to train and test the
BP neural network. The predictive models obtained based on
the BP neural network are used as the objective functions in
the following multi-optimization.
Step⑤: Set constraints and search for optimal solutions for

the objective functions with the NSGA-II algorithm.
The irregular structures of the human head and the MQS

array make the FE numerical simulation models complex.
Discontinuities in electrical conductivity and magnetic per-
meability of biological brain tissues increase the amount
of calculation for the FE numerical simulation. If the FE
simulation numerical calculation platform is used directly for
both analysis and optimization, repeated iterative cycles are
required to solve the new iterative equations, which leads
to high time costs and difficulty in realizing multi-objective
optimization. Therefore, the co-simulation method of COM-
SOL Multiphysics and MATLAB Livelink is used in this
study to perform the BP-NSGA-II algorithm optimization
method and search for the optimal configuration of the stim-
ulation current of the MQS array.

C. PREDICTIVE MODELS OBTAINED WITH BP NEURAL
NETWORK ALGORITHM
As an intelligent algorithm, the BP neural network is a multi-
layer feed-forward network trained according to the error
backpropagation algorithm, which consists of three parts: the
input layer, hidden layer, and output layer. The basic idea is
to realize gradient descent, which uses error backpropagation
and iterative learning training to minimize the error between
the actual output value and the desired output value of the
network.

The structure of the MQS array predictive models based
on the BP neural network is shown in Fig. 5(b). The input
variables in the prediction models were the stimulation cur-
rents I ={I1, I2, . . . , I8}. The predictivemodels built forEmax,
S70, and δ are denoted as Emax_BP(I ), S70_BP(I ), and δ_BP(I ),
respectively.

The initial values of i = 50 sets of stimulation currents I
in the range of {1kA, 5kA} were obtained using the Latin
hypercube function. Each set of stimulation currents was
assigned to the MQS array to obtain the spatial distribution
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characteristics of the generated induced E-field. Based on the
50 sets of data, the BP neural network was used to establish
the predictive models that reflect the mathematical mapping
relationships between the stimulation currents I ={I1, I2, . . . ,
I8} and the characteristics of the induced E-field generated by
the MQS array.

Key parameters in the BP neural network algorithm:
training times net.trainParam.epochs = 1000, learning rate
net.trainParam.lr = 0.01, minimum error of training target
net.trainParam.goal = 0.000001. Among the 50 sets of data,
TrainNgroups of them are used for training data, and TestN
groups of them are used for testing data. The sum of TrainN
and TestN was fixed at i = TrainN + TestN = 50.
When TrainN=45, the rest 5 groups of data were used to

test the accuracy of the BP neural network, and a comparison
between the predicted values and expected values of the BP
neural network test set is shown in Fig.6. The correlation

FIGURE 6. Comparisons between the predicted values and expected
values of the BP neural network when TrainN =45. (a) The predictive
model Emax_BP (I). (b) The predictive model S70_BP (I). (c) The predictive
model δ_BP (I).

coefficient R2 between the predicted and expected values of
the BP neural network is R2 >95% which reached a signif-
icant level, proving the reliability of the BP neural network
predictive models Emax_BP(I ), S70_BP(I ), and δ_BP(I ).

D. MULTI-OBJECTIVE OPTIMIZATION OF ARRAY
STIMULATION CURRENTS
NSGA - II is one of the most popular multi-objective
genetic algorithms, and it uses a fast non-dominated sort-
ing algorithm. Its computational complexity is significantly
reduced compared to that of NSGA. An elite strategy is also
introduced to expand the sampling space, prevent the loss
of the best individual, and improve the operation speed and
robustness of the algorithm. The multi-objective function and
constraint in this study are defined as follows:

Max
(
Emax− BP(I )

)
Min

(
S70−BP(I )

)
Max (δ−BP(I ))
1 kA ≤ I = {I1, I2, . . . , I8} ≤ 5 kA

(3)

Key parameters in the NSGA - II algorithm: fitness
function deviation TolFun=1e-10, size of the population
populationsize=40, and the maximum evolutionary genera-
tion Gen_max=50. There are eight optimal solutions in the
obtained Pareto set. The Pareto front is shown in Fig. 7, the
red points OP1-OP8 indicate the value of the multi-objective
function corresponding to each solution in the Pareto set.

FIGURE 7. Pareto front obtained with multi-objective optimization. The
hollow circles OP1-OP8 indicate the value of the multi-objective function
corresponding to each solution in the Pareto set.

The values of the decision variables I ={I1, I2, . . . , I8}
corresponding to each optimal solution were imported into
the COMSOL model for finite element numerical calcula-
tion. Comparing the results obtained with the FE numerical
analysis with those obtained from the NSGA-II algorithm
(Table.2), the average error 1 between the values obtained
from the FE numerical calculation and the predict–ive values
of the algorithm are less than 8%, which in turn proves that
the BP prediction model is reliable.
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TABLE 2. Comparison of the results obtained by FE numerical analysis with those obtained by BP-NSGA-II algorithm.

Among the three characteristics, themaximum error comes
from the data of the stimulation focalization S70. This is
because the stimulation intensity Emax is a maximum value
and it can be calculated at a specific probe point on the test
line. The intracranial longitudinal attenuation ratio δ is the
ratio of the induced E-field strength at the two specific probe
points. However, the focusing area is composed of innumer-
able data points on the target plane where the induced E-field
is greater than a specific threshold. The integral-derived value
calculation method was used to calculate the area of the
irregular region formed by the data points, which leads to a
greater error in the calculation of S70 than that of Emax and δ.
As we can see from the eight optimal solutions: the

strongest stimulation intensity Emax = 13.9 V/m is obtained
at OP4; the smallest focusing area S70 = 23.35 cm2 is
obtained at OP8; the best longitudinal attenuation δ = 2.37 is
obtained at OP6. It needs to be explained here that con-
sidering the higher requirements for stimulation intensity in
clinical applications, the stimulation intensity can be further
enhanced by increasing the amplitude range of the stimula-
tion current in the constraint conditions or increasing the total
number of coil turns.

V. COMPARISON AND DISCUSSION
A. CONSTRAINTS
The geometric structure of the TMS array and the stimula-
tion currents applied in the array not only affect the spatial

distribution of the intracranial induced E-field but also
influence the Joule power loss. To enrich comparison, two
traditional planar coil arrays are employed in this study as
the reference group for comparison with the optimized MQS
array.

According to the law of resistance, the resistance of the unit
coil element can be expressed as:

dR = ρ
2πR0
dS

(4)

where R0, ρ, and dS represent the radius, copper wire resis-
tivity, and cross-sectional area of one unit coil element,
respectively.

When the current density of the stimulating current applied
to the copper wire is jcurrent , the Joule power per unit coil
element is:

dP = (jcurrentdS)2dR (5)

Substituting Equation 4 into Equation 5 yields:

dP = j2currentρ × 2πR0 × dS = j2ρ × dV (6)

where dV is the volume per coil element, and the power
consumption of the entire coil should be the integral of dP
to the entire conductor volume.

Therefore, according to the geometric structure of a circu-
lar coil, the coil power loss of a single circular coil can be
expressed as:

PSC = j2currentρ × 2b(R21 − R20)π (7)
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where the inner diameter of the single circular coil is R0,
the outer diameter is R1 and the height is b. If eight single
circular coils of identical geometry form a conventional stim-
ulated array, the total Joule power of the single circular coil
array is:

PSC-array =

8∑
m=1

j2current_m × ρ × 2b(R21 − R20)π (8)

In this study, eight geometrically identical single circular
coils with an inner diameter of R0 =15mm, outer diameter of
R1 =35mm, and height of b = 16mm were used to form the
conventional planar single circular array (the SC array). The
layout of the single-layer SC array is 2 × 4 and the layout of
the double-layer array is 2 × 2.
The Joule power loss of the MQS array and the SC array

after one pulse is W0 and WSC−array, respectively. The con-
straint is defined as:

W0 = WSC−array = PSC_array × t (9)

Assuming that the stimulation current amplitudes applied
to each circular coil of the reference array are equal to
jcurrent_0, the optimized MQS array at OP5 was taken as the
experimental array. When the decision variables I(kA)={I1,
I2, . . . , I8}={2.03,2.43,4.77,4.57,1.44,3.58,1.73,2.44}, the
Joule power of the MQS array is W0 =60J, which
gives jcurrent_0 =55.8 A/cm2 in the reference array. Based
on our calculation, under this current configuration, the
maximum stress and temperature rise of the stimulat-
ing coil is less than 12 Mpa and 0.1◦/pulse, respec-
tively. And it is indicated to be a safe value as in [34]
and [35].

B. COMPARISON OF THE INTRACRANIAL INDUCED
E-FIELDS BETWEEN THE OPTIMIZED MQS ARRAY AND
THE REFERENCE ARRAY
At a current density of jcurrent_0 =55.8 A/cm2, the stimulation
intensity, focusing area, and longitudinal attenuation ratio of
the intracranial induced E-field generated by the conventional
single-layer SC array and double-layer SC array at the same
stimulation depth with the MQS array are fully calculated as
in Table.3.

TABLE 3. Data comparison of three different arrays.

The distribution of the intracranial induced E-field gen-
erated by the conventional SC arrays and optimized MQS
arrays along Test Line C is shown in Fig.8. The optimized

MQS array produces a significant peak value in the deep
intracranial region, whereas the induced E-field generated
by the conventional planar SC array decays rapidly with an
increase in stimulation depth, and no significant focusing area
is generated in the deep brain. Comparing the solid green line
with the solid orange line in Fig. 8, it can be seen that the
optimized MQS array can enhance the stimulation intensity
in the deep brain by 131% and increase the longitudinal decay
ratio to 4.5 times compared with the conventional planar
single-layer SC array with the same Joule loss.

The spatial distributions of the induced E-field generated
by the conventional SC arrays and optimized MQS array on
the intracranial longitudinal target plane are shown in Fig. 9.
The optimized MQS array can produce a significant focusing
area in the deep brain, whereas the induced E-field generated
by the SC array is concentrated in the superficial region.
The focusing area generated by the conventional single-layer
SC array at the stimulation depth of 10 cm is 110 cm2,
which means at the same Joule loss, the optimized MQS
array reduces the focusing area in the deep brain region
by 76% compared to the conventional planar single-layer
SC array.

After satisfying the therapeutic demands, the practical
possibility of realizing the MQS array is considered and
discussed based on our previous experience in developing
coils and the advanced coil manufacturing technology in the
State Key Laboratory of Advanced Electromagnetic Engi-
neering and Technology, Wuhan Nation High Magnetic Field
Center (WHMFC) [34], [36], [37]. The quadrantal coil in this
paper can be wound by copper wires with a cross-section of
3mm×4mm and conductivity of 5.998 × 107S/m. It can be
supported by a special-shaped framework processed with an
epoxy featuring high strength and high corrosion resistance
properties.

The outermost layer of the coil can also be reinforced with
epoxy. Then the MQS array can be built by placing the eight
coils at certain positions around the human head with the help
of the fixing bracket.

VI. FURTHER WORK
Achieving a satisfied deep brain transcranial magnetic stimu-
lation effect is very difficult. However, since many important
stimulated targets are located far away from the scalp, using
non-invasive or invasive methods to achieve good deep brain
transcranial magnetic stimulation effects is an unavoidable
issue for both clinical applications and scientific research.
Before applying our design to biological experiments involv-
ing small rodents and humans, it is necessary to strictly debug
the prototype equipment and complete a series of biological
experiment safety tests. In future studies, we will build an
experimental platform based on our experience in developing
pulse power supplies and magnetic coils in WHMFC, and
collaborate with the hospital (Clinical Hospital of Chengdu
Brain Science Institute,MOEKey Lab for Neuroinformation)
where the author works to gradually carry out follow-up

71594 VOLUME 12, 2024



X. Fang et al.: Design and Optimization of a Novel MQS Array

FIGURE 8. Comparisons of the intracranial induced E-field distributions
along Test Line C generated by the conventional single-layer SC array,
double-layer SC array, and optimized MQS arrays. The light gray part
means the deep brain regions where the is deeper than 20mm below the
scalp.

work. During the experimental validation stage, the following
three main issues need to be addressed:

(1) Processing and fabrication of the optimized array. The
processing process of the quadrantal coil is similar to conven-
tional coils, but due to the special curved structure, the coil
winding skeleton and the array support bracket need to be
designed and processed separately. We have discussed with
WHMFC and are ready to process the coil skeleton with the
help of 3D printing technology. The coil skeleton material
is planned to be made of photosensitive resin liquid mate-
rial, and the array’s support bracket is designed with epoxy
resin.

(2) Set up the multi-channel stimulation system. For the
eight-channel array in this paper, the modular power supply
driver circuit should be further designed to provide stimula-
tion currents for the array. A specific control module should
be considered to realize the function of online optimization
and flexible adjustment of array stimulation parameters.

(3) Construction of a head mimic. To extract the spa-
tial distributions of the induced E-field in the human head,
we need an experimental model of the headmimic. Combined
with medical measurement data, the biological tissues within
the human head are simulated using specific physiological
solutions with close electromagnetic parameters. For exam-
ple, the cortical tissue mimetic solution can be made by
mixing 40% sugar solution and 0.02% potassium chloride
powder.

(4) When the experimental platform and test system com-
missioning are completed, we will use the research platform
of the School of Life Sciences at the University of Science
and Technology of China to conduct animal experiments with

FIGURE 9. The spatial distributions of the induced E-field generated by
the conventional single-layer SC array, double-layer SC array, and
optimized MQS array (at OP5) on the intracranial longitudinal target
plane.

small rodents or humans, and further psychiatry validation of
the effects of deep brain transcranial magnetic stimulation.

VII. CONCLUSION
In this study, we introduce the MQS array to improve the
stimulation effect of TMS in the deep brain. Due to the
geometric bending characteristics of quadrant coils and their
unique relative position with the human, the accumulation
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of non-longitudinal components of the intracranial induced
E-field can be reduced and the stimulation focalization
can be improved. The double-layer structure of the MQS
array is conducive to enhancing the superposition effect of
the intracranial-induced E-field in the deep brain region,
increasing the stimulation depth as well as the longitudinal
attenuation ratio. Based on the geometric design of the MQS
array, the BP-NSGA-II algorithm optimization method is
proposed to further improve the stimulation effect in the deep
brain. The BP neural network algorithm is used to obtain the
predictive models of the MQS array and then the NSGA-II
algorithm is adopted to optimize the stimulation currents
in the MQS array with multiple objectives. Results showed
that the MQS array proposed in this paper could produce an
obvious focusing area 10 cm below the scalp and improve
the deep brain transcranial magnetic stimulation effect in
several aspects. Under the same Joule loss, the optimized
MQS array can increase the stimulation intensity by 131%,
reduce the focusing area by 76%, increase the longitudinal
attenuation ratio to 4.5 times, and significantly optimize
the 3D distributions of the intracranial induced E-field in
the deep brain compared with the conventional planar TMS
array. The proposed optimization method can also be well
applied to the optimization process of coils or arrays in other
application contexts. The focus of this paper is to present
the geometric design of the MQS array and its optimization
method. Achieving focalized stimulation in the deep brain is
an important research direction for TMS, and we hope that
the work in this paper can provide new ideas for improving
the deep brain transcranial magnetic stimulation effects and
lay the foundation for further broadening the application of
TMS.
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