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ABSTRACT The learning rate is one of the most crucial hyper-parameters to regulate during the training
of the Deep Learning (DL) models and optimizers. Adaptive learning rate algorithms try to automate the
time-consuming process of manually setting a suitable learning rate, which is still exhausting. This research
uses the learn rate schedule mechanism for training DL models. The learn rate schedule mechanism updates
the learning rate for each step or iteration in DL models and optimizers for problem-solving. This paper
implements a learn rate schedule mechanism and hybrid learn rate schedule mechanism like piecewise,
exponential decay, polynomial time, reciprocal time and cosine annealing decay as adaptive learning rate
mechanisms for DL models and optimizers like Adadelta, Adam, RMSprop and Stochastic Gradient Descent
with Momentum (SGDM) to improve the accuracy of Received Signal Strength Indicator (RSSI)-based
localization in LoRaWAN (Long Range Wide Area Networks) based Internet of Things (IoT) networks.
These techniques aim to automate the process of determining suitable learning rates that dynamically
update the learning rate for each step or iteration for optimizers and deep learning models. This technique
improves the model’s performance by introducing adaptability into the learning process and departing
from conventional set learning rates. The mathematical model of the learning rate schedule is derived and
formulated with adaptive deep learning rate models to map with the LoORaWAN RSSI-based localization
datasets for accessing the performance parameters. The learn rate schedule for different types of localization
datasets is also analyzed. The results were compared for all the learning rate schedule mechanisms with the
default parameter settings of DL models, and it gives a better accuracy of 98.98%, which is higher than the
existing models.

INDEX TERMS Adaptive learning rate, cosine annealing decay, deep learning, exponential decay, [oT, learn
rate schedule, LoRaWAN, optimizers, piecewise, polynomial time, reciprocal time, RSSI.

I. INTRODUCTION of the researchers towards it [4]. Locating the devices in IoT

DL has been one of computer vision’s most crucial Machine
Learning (ML) tools throughout the past decade [1]. The
vast amount of data generated by the rapidly expanding
IoT and its ability to connect billions of devices encourages
innovation in the industrial 4.0 physical network system’s
monitoring process [2]. With this growing volume of data,
DL’s benefits for handling large-scale data are brought
to light [3]. LoRaWAN in IoT has recently recorded a
transmission range of 830 miles and has grabbed the attention
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or LoRaWAN is a tedious process [5], and hence, the DL
models and optimizers can be used to improve the location
accuracy [6] and reduce error distance of the actual and
predicted locations [7].

The order of learning rates significantly impacts training
effectiveness and generalization performance. An excessive
learning rate will cause instability in the training process.
Under such circumstances, the estimate may not converge
or overshoot the intended minimum to the point that they
merely osculate about it. There are further undesirable effects
if learning rates are too low, ineffective training is one
of them. Low learning rates cause the training process to
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update the estimates slowly, which adds needless time to the
process [8].

We need an automated method for determining appropriate
learning rates to effectively train a DL model and optimize
it with strong generalization performance. Driven by the
significance of learning rate, this research aims to create
an algorithm for an adaptable learning rate that would
significantly enhance the models’ accuracy. It can be
achieved using the learn rate schedule mechanisms like multi-
step, exponential decay, power, reciprocal time and cosine
annealing decay.

The DL models used here are Long Short-Term Memory
(LSTM), Convolutional Neural Networks (CNN), Recurrent
Neural Networks (RNN), Multilayer Perceptron (MLP),
Radial Basis Functions (RBF), Self-Organizing Maps
(SOMs) and Generative Adversarial Network (GAN). The
DL optimizers used here are Adadelta, Adam, RMSprop and
SGDM. All these DL models are evaluated and compared
regarding accuracy and error recorded between the estimated
and predicted location in terms of meter (m). Three types of
Received Signal Strength (RSS) considered here are linear,
exponential, and powered RSS. To our knowledge, this is
the first work where learning rate schedule mechanisms are
adapted as adaptive learning rate factors to be experimented
with, along with the DL models and optimizers for the
RSSI-based localization in LoORaWAN-IoT networks.

A. PAPER ORGANIZATION

The remaining part of this paper is organized as follows:
The remaining Section I provides the background details of
this paper and related works and also includes contributions
of this paper. Section II consists of this paper’s problem
statement and objectives. Section III demonstrates the learn
rate schedule mechanisms as adaptive learning rate in DL
models for RSSI-based localization. Section IV presents
numerical results as graphs and tables related to DL models,
optimizers, types of RSS models and learn rate schedule
mechanisms. Section V concludes with a significance of
research findings and future work.

B. BACKGROUND
This section discusses RSS types, and metrics-related formu-
las for RSS localization.

1) RECEIVED SIGNAL STRENGTH (RSS)

RSS is the strength of the received signal. When the End
Devices (EDs) send the information to the Gateway (GW),
it measures the RSS, represented as a dBm unit. It is mainly
to find the signal quality, evaluate and assess the strength of
the signal, or find how strong the signal is received. There are
3 types of RSS models. They are Linear RSS, Exponential
RSS, and Powered RSS. The Linear RSS can be formulated
as below:

L=Ly— 10 x a x logio(m/mg) @))
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where, L is the RSS at distance m, L¢ is RSS at reference
distance myg, « is the path loss linear to the slope, m is the
present direction and my is the reference distance with respect
to Lg. For example, RSS of -50 dBm, myg is 1 meter, « is 3
and estimate d at 10 meters. By using the formula, L value
will —80 dBm.

The Exponential RSS can be formulated as below:

E = Ep— 10 x B x logio(m/mo) 2

where, E is the RSS at distance m, Eq is RSS at reference
distance mq, B is the decay rate of signal strength, m is the
present direction and my is the reference distance with respect
to E¢. For example, RSS of —50 dBm, my is 1 meter, g is 2.5
and estimate d at 10 meters. By using the formula, E value
will =75 dBm.

The powered RSS can be formulated as below:

P=Py— 10 x 60 x logio(m/myg) 3)

where, P is the RSS at distance m, Py is RSS at reference
distance my, 6 is the path loss exponent, m is the present
direction and my is the reference distance with respect to Py.
For example, RSS of —50 dBm, mq is 1 meter, 6 is 2 and
estimate d at 10 meters. By using the formula, P value will
—70 dBm.

RSS localization is estimating the device locations by
using the RSS measurements. These RSS measurements are
collected from the GW distributed across the LoRaWAN
network, either collected from the intersection of 3 GWs,
called the trilateration technique, or more than 3 GWs, called
the multilateration method. Various approaches can also be
used for RSS localization in LoRaWAN, which includes
fingerprinting techniques, ML algorithms, DL algorithms,
optimization algorithms, and many more.

2) METRIC FORMULAS

In this paper, we have considered metrics like accuracy, error,
R-squared, and evaluation time. Accuracy is the quantity of
several correct predicted locations by the total number of
locations. It is given by:

CL
Accuracy = A x 100% 4

where CL is the number of correct predicted locations and L
is the total number of locations. Error in terms of meters (m)
is calculated by the remaining percent of accuracy as follows:

error(m) = (100 — Accuracy) x 100 5)
or
error(m) = abs(exact_location — predicted_location) (6)

And it is the difference between the exact location and
predicted location.
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C. RELATED WORKS

Kwasme et al. [9] assessed accuracy and error regarding
evaluation time and distance using 10 distinct ML algorithms.
It has attained the 340 m location estimation inaccuracy
using the forest regression algorithm. The accuracy achieved
by k-means was not the same as that of the random
forest regression point; its performance is different. The
software-defined radios were utilized by Aarif et al. [10]
to determine the RSSI-based localization’s performance
parameters. It has been discovered that the vast variance
in RSSI would impact localization performance. In the
future, many strategies could be created to solve the
aforementioned issue. To find the RSSI-based localization,
Yoshitome et al. [11] employed 2 various indoor and outdoor
environments and a few ML approaches such as decision
trees and support vector machines. It compares LoRaWAN
to WiFi, Bluetooth, ZigBee, and other wireless technologies
using the trilateration method to see the findings experi-
mentally. Environmental conditions significantly impact the
signal quality. Thus, the solution can be practically provided
by DL models. Using Line-of-Sight (LoS) and Non-Line-of-
Sight (NLoS), Ingabire et al. [12] attempted to measure an
RSSI in an indoor short-distance setting. Unlike NLOS, the
signal strength seen in LoS situations has less loss. Future
research can be conducted in long-range interior and outdoor
settings and contrasted with related technologies such as
WiFi. When the real localization strategy isn’t functioning in
some circumstances, Sadawski et al. [13] employed a Global
Positioning System (GPS) to localize the device placements.
However, always using a GPS technique will be more
expensive and energy-intensive. At that point, nodes without
GPS capability can offer the localization estimate. Using the
RNN technique, Maduranga et al. [14] created a less power
localization system for indoor situations. Examining the
LoS and NLoS scenarios demonstrates that the localization
error in these scenarios is lower than in other related
methodologies. Priroddi et al. [15] examined the energy
consumption and localization accuracy of various wireless
technologies, including WiFi, Bluetooth Low Energy (BLE),
ZigBee, and LoRaWAN. It localizes using the RSSI data
and the trilateration approach. Perkovic et al. [16] found the
localization and the precise RSSI values published to the
Message Queuing Telemetry Transport (MQTT) server of
the remote location using an ML method. We assess and
explain the localization inaccuracy between the predicted and
actual. The goal of Ali et al. [17] is localization in extremely
crowded urban areas. It estimates the mean localization
accuracy and energy usage by fingerprinting RSSI-based
localization using a ML technique. Hoang et al. [18] use
ML with neural network architecture to achieve excellent
RSSI localization accuracy. Up to 98% of the device’s
accuracy can be estimated. It is possible to utilize the ML
technique in the microcontroller and compare it with other
ML approaches. Neuron architecture is used by Li and Yanget
al. [19] to determine localization accuracy. The accuracy
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between projected and accurate positions is assessed to adapt
to network changes. The suggested method adapts well to the
shifting environmental circumstances.

D. CONTRIBUTIONS
This paper makes the following important contributions:

(i) Formulating the learn rate schedule mechanisms and
hybrid learn rate schedule for DL models and optimiz-
ers.

(i) Designing an algorithm for RSSI-based localization
using learn rate schedule as adaptive learning rate for
DL models.

(iii) Simulate and compare the learn rate schedule strategies
to find this dataset’s suitable learn rate schedule
mechanism.

(iv) Analysis of learn rate schedules for different localiza-
tion datasets in LoRaWAN is also illustrated.

Il. PROBLEM STATEMENT AND OBIJECTIVES

In this paper, the problem is to apply adaptive learning
rate through learn rate schedule factors on DL models and
optimizers to improve accuracy in RSSI-based localization
for LoORaWAN-IoT networks. The objectives of this paper
are:

(i) To derive a mathematical model for multi-step, expo-
nential decay, power, reciprocal time, and cosine
annealing decay learn rate schedule.

(i) To formulate a learn rate schedule and hybrid learn rate
schedule as an adaptive learning rate for the DL models
optimizer.

(iii) To apply a formulated adaptive learn rate schedule for
the DL model optimizers to improve the RSSI-based
localization in IoT networks.

(iv) Comparison of learn rate schedule mechanisms for DL
model optimizers with accuracy and error.

lll. MATERIALS AND METHODS

This section formulates the five different types of learning
rate schedules: multi-step, exponential decay, power, recip-
rocal time, and cosine annealing decay learn rate schedules
into DL models and optimizers as adaptive learning rate
schedules to map for improving the accuracy for RSSI-based
localization. This section also covers the hybrid learn rate
schedule with transitions. An adaptive learning rate schedule
is suggested for ensemble learning [20], allowing the model
to converge initially and then navigate away from local
optimal solutions [21].

A. MULTI-STEP LEARN RATE SCHEDULE

The multi-step, step-wise, or piece-wise learning rate sched-
ule adjusts the learning rate at specified epochs or steps by a
particular factor. The general formula for a step-wise learning

VOLUME 12, 2024



R. Swathika et al.: Harnessing Learn Rate Schedule for Adaptive DL in LoRaWAN-loT Localization

IEEE Access

rate schedule is as follows:

Iro, ift < sl

lrg x facl, ifsl <t <s2

Ire={ lro xfac2, ifs2 <t <s3 (7)

lrg x facN, ift > sN

where Ir is the learning rate at time step ¢, [r¢ is the initial
learning rate, sl, s2, ..., sN is the epoch or step value and
facl, fac2, ..., fac2 is the scaling factors for each epoch of
step for the learning rate adjustments. Eq. (7) continues to
adjust the learning rate for each epoch or step. The learning
rate is updated by using the following formula:

Iri1 = Iry X DropFactor (8)

where [ry is the new learning rate, Ir; is the old learning
rate, and DropFactor is to represent the learning rate drop
by a specific factor for each epoch or steps. The drop factor
decides how much the learning rate decreases in each step,
and the value is between 0 and 1. The value 1 means no drop
in the learning rate, and the value less than 1 represents a
reduction in the learning rate.

B. EXPONENTIAL DECAY LEARN RATE SCHEDULE

The exponential decay learn rate schedule follows an
exponential decay over time. The learning rate can be
initialized and it can be updated at each time step or epoch
as follows:

Irg1 =lri x e 9)

where « is the decay rate and depends on the various factors.
But it is often determined empirically. For complex models,
o should be small for which the learning rate will decrease
over time and is used for stable convergence. For large «, the
learning rate will drop rapidly, aiming for faster convergence.
So, it is always a trade-off between the stability and the
convergence speed.

Now, the step-wise piece-wise schedule for exponential
decay can be written as,

Iro, ift < sl
Iro x e @U=sD  ifsl <t <s2

Ir =} lro x e =) if 2 <t < 53 (10)
Iro x e @U=N) " ifr > sN

The above modified expression shows exponential decay with
different o for each step or epoch.

C. POWER LEARN RATE SCHEDULE

The polynomial or power learn rate schedule follows
polynomial decay over time. It is to adjust the learning rate
at each iteration according to the polynomial function. The

VOLUME 12, 2024

learning rate can be initialized and it can be updated at each
time step or epoch as follows:

¢ power
lrt+1:lrtx(l— ) (11)

max_steps

where max_steps is the maximum number of epochs or
steps and power is the degree of polynomial. It represents
the polynomial decay function where the learning rate
decreases as the time ¢ increases. The larger power means
sharper and more aggressive decay. When the learning rate
reaches towards 0O, as it approaches max_steps. Tuning the
parameters like power and max_steps will enhance the
model’s performance. Now, the step-wise schedule for power
learn rate can be written as,

[ Iro, if <sl
lr()X
t—sl pl
(1——s) ,ifsl<r<s2
max_steps — s1
lrt — lrox
t—s2 P2 )
l-— , ifs2 <t <s3
max_steps — s2
lr()X

t —sN PN
ift > sN

= — >
( max_steps — sN
(12)

The above modified expression shows the polynomial or
power learn rate with different « for each step or epoch, and
p is the power or polynomial of the degree.

D. RECIPROCAL TIME DECAY LEARN RATE SCHEDULE
The inverse time decay or reciprocal time decay schedule
decreases the learning rate over time concerning the recip-
rocal of step or epoch during the process. The learning rate
can be initialized and it can be updated at each time step or
epoch as follows:

lro
l =|— 13
e+l (l—i—oext) (13)

where o is the decay rate parameter. The learning rate
decrease over time ¢ is controlled by the «. For larger f,
the denominator gets larger, resulting in a small learning
rate. Smaller o slower the learning rate and leads to slow
convergence. Larger o decreases the learning rate rapidly,
hence faster convergence. Now, the step-wise schedule for
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inverse decay rate can be written as,

Iro, if < sl

Iro .
- ifsl <t <s2
l14+ax(—sl)

Iro

m=1\TFaxc-s2)

( Iro )
+ax(—sN))’

The above modified expression shows reciprocal or inverse
time learn rate with different « for each step or epoch.

ifs2 <t <s3 (14)

ift > sN

E. COSINE ANNEALING DECAY LEARN RATE SCHEDULE
The smooth decay or cosine annealing learning rate schedule
gradually increases and decreases the learning rate in a
periodic smooth manner. It is to introduce cyclic behaviour
during the training process. The general formula for smooth
decay is as follows:

1
Iri = min_Ir + 2 (max_lr — min_Ir)

( (t — start_epoch ))
l+cos|\| ——————n (15)
cyclejength

where min_Ir is the minimum learning rate, max_Ir is
the maximum learning rate, start_epoch is at the epoch at
which the cycle begins, cycle_length is the length of the
cosine annealing cycle and m is the mathematical constant.
The cosine function varies between —1 and 1. Larger
values for min_Ir, max_Ir and cycle_length leads to the
faster convergence. Smaller values for min_Ir, max_Ir and
cycle_length lead to exploring a broader learning rate and a
stable learning rate schedule.

Now, the step-wise schedule for smooth annealing decay is
as follows:

[ Iro, if < sl

Iro+
3 (max_Ilr — min_Ir)

t —sl
l1+cos|\ ———— ,
cycle_length

ifsl <t <s2

lro+
Ire=11
3 (max_Ilr — min_Ir)
t—s2 .
l4+cos| ———m , ifs2 <t <s3
cycle_length
lro+
1 .
— (max_Ilr — min_Ir)
t—sN .
1+cos| ———n , ift > sN
cycle_length
(16)
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The above modified expression shows smooth decay with
possible max_Ir, min_Ir and cycle_length for each step ¢ or
epoch. The cosine function is guaranteed to complete one full
period over the designated cycle length when 7 is used.

F. HYBRID LEARNING RATE SCHEDULE WITH
TRANSITIONS

Hybrid learning rate schedules change the learning rate
during training by combining different decay function types
or adding extra components. It incorporates different decay
functions or components to improve convergence, stability,
and generalization throughout the optimization process [22].
Creating hybrid learning rate schedules that include several
decay functions or extra elements like temperature or momen-
tum might result in more flexible and efficient optimization
during training. Formulating mathematical functions that
describe the transition behaviour based on the training epoch
progress is essential to derive a hybrid learning rate schedule
that considers additional parameters such as temperature and
seamless transitions between different types of decay [23].
For multi-step decay, use a step function that decreases the
learning rate at specific epochs:

no ift <n
nxy ifty<t<n

nstep(t) =1. (17
no x y" iftr>1,

where 7sep(?) is the represents the learning rate at epoch ¢
using the multi-step decay function, 7 is the initial learning
rate, y is the decay factor and #1, #2, .. ., #,. The exponential
decay of the learning rate over epochs is given by:

Nexp(?) = 210 X y Tmax (18)

where Tiax is the total number of epochs and ¢ is the current
epoch number. The power decay of the learning rate over

epochs is given by:
: )_a (19)
Tmax

where « is the power parameter. The reciprocal time decay of
the learning rate over epochs is given by:

npow(t) = 2np x (1 +

-1
t
Nrec(t) = 21p X (1 + ) (20)
Tmax
The cosine annealing decay of the learning rate over epochs
is given by:
mt
Neos(t) = 2mo | 1 + cos (21)
Tmax

where 7 is used to convert the epoch number 7 into radians.
Several additional transition functions are available to easily
convert between various learning rate schedules, like linear
transition, sigmoidal transition, exponential transition, and
power transition. The learning rate transitions linearly from
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one schedule to another over a defined transition period.
Linear transition is derived as follows:

T T
Ntrans(?, T, T) = nx (1) - (1 — ?) + ny(®) - ? (22)

where nyans(?, T, T') represents the transition learning rate at
epoch ¢ with parameters T and T, 1x(¢) and ny(?) represents
the decay functions (9step(t), Nexp(?)> Mpow (1), Nrec(t), Neos(?))
which needs to be transited. T is a parameter representing
the duration of the transition and 7 is the current epoch
number. The transition is modeled using a sigmoidal function,
allowing for a smooth and gradual change in the learning rate
and Sigmoidal transition is derived as follows:

1
Nirans(t, T, T) = 5 (nx(t) + ny(l))

1 1
+ 3 (Uy(f) - Ux(l)) ¥ o k—T/D (23)

where k is a parameter controlling the steepness of the
transition. The transition follows an exponential curve,
gradually shifting the learning rate from one schedule to
another and the exponential transition is given by:

Nrans (¢, T, T) = nx () - e+ ny(f) (I —e™™) (24)

where o controls the rate of decay. The transition is modeled
using a power function, allowing for customized shaping of
the transition curve and the power decay is given by:

T\ T\?
Nirans(¢, T, T) = nx() - (1 - ?) + nyp(t) : (?) (25)

where B determines the shape of the power function.
Introduce a temperature parameter 6 that modulates the
transition between the decay functions and is given by:

nhybrid(t, 0) = Nans(t, T, T) - 0 (26)

where 6 adjusts the rate of transition between the decay
functions. Several additional parameters or factors can be
added or changed to the temperature parameter to improve
the hybrid learning rate schedule’s behaviour. These settings
impact the speed and smoothness of the learning rate
transition between various decay functions. Other parameters
that can be utilized are as follows:

(i) Transition Rate Parameter ()\): The rate at which a
transition rate parameter could determine the learning
rate switches between the decay functions. A transition
would happen more quickly with a higher value and
more slowly with a lower number.

(i) Transition Start Epoch (#,,): To include a parameter
that establishes the epoch at which the transition starts
instead of a set transition period. This increases the
controllability of the learning rate’s transition between
decay functions.

(iii) Transition End Epoch (7.,; ): The epoch at which
the transition finishes may be determined using the
transition end epoch option. This parameter can be
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used to create a stopping point based on predetermined
criteria or to specify a specified length for the transitions

(iv) Transition Shape Parameter (3): To increase the
flexibility of the learning rate transition between decay
functions, introduce a shape parameter that alters the
transition function’s shape. Depending on the shape
parameter value, other transitions could be sigmoidal,
exponential, or linear.

(v) Transition Amplitude Parameter («): It could reg-
ulate the size of the learning rate change during
the transition rather than directly scaling the rate
of learning. This parameter can be used to adjust
how much of the transition’s impact the learning rate
receives.

(vi) Adaptation Parameter (y): During training, include
an adaptation parameter that dynamically modifies the
transition behaviour in response to specific circum-
stances or feedback signals. This parameter might allow
the learning rate schedule to instantly adjust to varia-
tions in the training dynamics or model performance.

The components of the hybrid learning rate schedule with

transitions are decay functions, transition mechanism and
additional factors like momentum, temperature, or adaptive
adjustments based on gradient variance or model perfor-
mance. Here, the transition functions are given in Eq. (17)
to (21), and the transition mechanism is provided in Eq. (22)
to (25). The introduction of additional parameters is given in
Eq. (26). The designing of a hybrid learning schedule with
transitions is as follows: Decay function selection is based
on the optimization issue, model architecture, and dataset
properties [24]. Different characteristics of the learning
rate behaviour, including quick decay, gradual annealing,
or adaptive modifications, should be captured by each
decay function [25]. Combining decay functions to create a
seamless transition between decay functions, combine them
using transition functions or interpolation. Create transition
mechanisms that adaptively modify each decay function’s
contribution in response to training progress or other factors.
Transition mechanism incorporation is to put the exact
transition mechanism in place during specified transition
periods, progressively flipping between decay functions [26].
Use transition functions like exponential decay or sigmoidal
curves for a smooth transition in the learning rate schedule.
To further adjust the optimization process, incorporate other
parameters, such as temperature or momentum, into the
learning rate schedule. For training purposes, use adaptive
algorithms or reinforcement learning approaches to find
the best possible combination of decay functions and other
parameters.

G. DERIVATION OF ADAPTIVE DEEP LEARNING
SCHEDULE MODELS

The adaptive learning rate for DL models can be repre-
sented by 1. The multi-step learn rate can be denoted as
piecewise_n;. Eq. (7) can be incorporated into the modified
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update rule of the optimizer as follows:

o) ift e[ty 1)

ar ifr €[n, )
piecewise_ni = § . 27

ap iftet_1,t)

where o1, oz, ..., o represents the learning rate at each step-
time t and t € [19, t1, b2, . . . k-1, T ).

The exponential decay learn rate can be denoted as exp_n;.
Eq. (9) can be incorporated into the modified update rule of
the optimizer as follows:

exp_n; =axe V! (28)

where, « is the learning rate and y is the decay rate at time .

The power learn rate can be denoted as power_n.. Eq. (11)
can be incorporated into the modified update rule of the
optimizer as follows:

T\
power_n; = Nmax X (1 - ?) (29)

where 1max 1S the maximum learning rate at iteration ¢, T is
the period or number of iterations of the polynomial function,
and « is the exponent of the polynomial.

The inverse time learn rate can be denoted as inv_n;.
Eq. (13) can be incorporated into the modified update rule
of the optimizer as follows:

inv_n = % (30)

where, max 1 the maximum learning rate at iteration ¢ and
is the coefficient.

The smooth decay learn rate can be denoted as smooth_n;.
Eq. (15) can be incorporated into the modified update rule of
the optimizer as follows:

T
smooth_n; = nnzlax (1 —+ cos (771)) (31)

where, T is the total iteration of cosine function and the cos
is the cosine function.

1) FORMULATION OF ADAPTIVE LEARNING RATE IN
ADADELTA OPTIMIZER

The Adadelta technique keeps a running average of the
second moments of the gradients to solve the disappearing
and bursting gradient problems [27]. Initialize the accumu-
lators E [g2]0 and Axg to 0. Set the decay rate, maximum
learning rate, total number of iterations, polynomial exponent
and the coefficient for required and respective learn rate
schedules. Adadelta maintains two exponentially decaying
moving averages: one for the gradient’s squared values
E[g?]o and another for the parameter updates’ squared values
E[Ax?]o These averages are updated at each time step using
the following equations:

Elg’l; = pEIg")—1 + (1 — p)g; (32)
E[AX*]; = pE[AX*] 1 + (1 — p)x} (33)
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where, g is the gradient at time step t. Compute the update as
follows:

NAX 1+ € ¢
VElgl +€

Update the parameters as follows:

Ax; = — (34)

Xi+1 = Xt + Ax; (35)

To incorporate the learning rate 7,, into the Adadelta
parameter update equation, we simply multiply it with the
update step Ax;. Here’s how we can modify the parameter
update equation to include n;:

Xerl =X + 1 - Axy (36)

n; can be substituted with piecewise_n¢, exp_n;, power_n;,

Algorithm 1 Adadelta Optimizer With Adaptive Learn Rate
Schedule for RSSI Localization in LoRaWAN.
1: Input: X, Y > RSSI values, device locations
2: Output: Acc, E(m) > Accuracy, Error Distance
3: Normalize X, Split into X train and test data.
4: Select suitable DL model.
5. Initialize the Adadelta optimizer model parameters:
6: 6o > Initial estimated location
7 E[g%*10=0 > Initial running average of squared
parameter updates

8: E[Ax]o > Initial running average of squared
gradients

9: € > Small constant to prevent divide by zero error
10: 0y > Adaptive learning rate schedule factor
11: t > Time step
12: foriin {1, 2, ..., max_iterations} do > Train the model.
13: if not converged then
14: Compute AE(9) > Gradient of the localization

error.
15: Update E [gz], and E[Ax?], > Squared gradients
average

16: Update Ax; > Average of squared gradients
17: Compute 7, > Adaptive learning rate
18: Update x4 > Estimated location
19: end if
20: end for

21: Predict the location using trained model.
22: Denormalize X and evaluate output.

inv_n; and smooth_n, for the respective learn rate schedules.
Algorithm 1 represents the Adadelta optimizer with an adap-
tive learn rate schedule for RSSI localization in LoRaWAN.

2) FORMULATION OF ADAPTIVE LEARNING RATE IN ADAM
OPTIMIZER

During training, it dynamically modifies each parameter’s
learning rate according to its previous gradients. This
modification aids in increasing performance and convergence
on various optimization issues [28]. A moving average of
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earlier gradients with exponential decay is denoted by m;.
It is an approximation of the gradient’s mean. A moving
average of previously squared gradients with exponential
decay is denoted by v;. It is an approximation of the gradient’s
uncentered variance. The following updating rules are used to
determine these moments:

me=B1 xm_1+(1—p1)xg (37)
vi=PB xvi1+ (=B x g (38)

Here, the gradient of the objective function concerning the
parameters at time step ¢ is denoted by g;, and the exponential
decay rate are represented by 81 and B, (usually set to 0.9,
0.99 and 0.999). Particularly in early stages of training, there
is a bias towards zero in the estimates m; and v;. In order to
rectify this prejudice, bias-corrected estimates of 7, and v; as
follows:
my

1—pi
V= (40)

1—-p}

The ratio of the bias-corrected mean to the square root
of the bias-corrected variance at time step t determines the
adaptive learning rate for each parameter as follows:

(39)

o
mM=—=—

Ve €

where « is the initial learning rate and € is the small constant.
The parameter 6 is updated using the computed adaptive
learning rate. The ratio of the bias-corrected mean to the
square root of the bias-corrected variance at time step t

determines the adaptive learning rate for each parameter as
follows:

(41)

Orp1 =60 — e X 1y 42)

From the above update rule, the gradients’ mean m; is scaled
by the adaptive learning rate n;, which will produce a more
effective and adaptive learning rate for every parameter. Can
be written as follows:

me+1
Vil T €

n; can be substituted with piecewise_n, exp_n;, power_n;,
inv_n; and smooth_n; for the respective learn rate schedules.
Algorithm 2 represents the Adam optimizer with an adaptive
learn rate schedule for RSSI localization in LoRaWAN.

Orv1 =0 — 1 X (43)

3) FORMULATION OF ADAPTIVE LEARNING RATE IN
RMSprop OPTIMIZER

RMSprop modifies the learning rates for every parameter
during training. The issue of different gradient scales across
various parameters is intended to be addressed by the adaptive
learning rate schedule in RMSprop [29]. A moving average
of squared slopes is maintained, and the learning rates for
each parameter are scaled up using this moving average.
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Algorithm 2 Adam Optimizer With Adaptive Learn Rate
Schedule for RSSI Localization in LoRaWAN.
1: Input: X, Y > RSSI values, device locations
2: Output: Acc, E(m) > Accuracy, Error Distance
3: Normalize X, Split into X train and test data.
4: Select suitable DL model.

5. Initialize the Adam optimizer model parameters:
6: 6o > Initial estimated location
7: mp=0 > Initial value for the first moment
8 vo=0 > Initial value for the second moment
9: o > Initial learning rate
10: B1 > First Momentum coefficient
11: B2 > Second Momentum coefficient
12: 0y > Adaptive learning rate schedule factor
13: € > Small constant to prevent divide by zero error
14: t > Time Step
15: foriin {1, 2, ..., max_iterations} do > Train the model.
16: if not converged then
17: Compute AE(9) > Gradient of the localization
error
18: Update my > First moment estimate
19: Update v, > Second moment estimate
20: Calculate m; and v; > Bias corrected estimates
21: Compute 7, > Adaptive learning rate
22: Update 641 > Estimated location
23: end if
24: end for

25: Predict the location using trained model.
26: Denormalize X and evaluate output.

At every time step ¢, the moving average of squared gradients
is updated according to the following formula:

vi=Bxvi_1 +(1— ) x g (44)

where g; is the gradient of the objective function concerning
the parameters at time ¢, and S is the decay rate. To derive
the expression for g; in the RMSprop optimization algorithm,
we first need to understand that g; represents the gradient of
the loss function with respect to the parameters at time step
t. This gradient is obtained through back propagation during
the training process. Given the loss function L(f) and the
parameters 6, the gradient can be calculated as:

20
8 = 8L—(9) (45)
The adaptive learning rate is as follows:
- (46)

" e

where « is the initial learning rate, and € is the small constant.
The parameters are then updated using the adaptive learning
rate as follows:

Ory1 =0 — 1y X & 47

The concept underlying this adaptive learning rate schedule
is that the effective learning rate of parameters associated
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with large gradients will be smaller, and the practical
learning rate of the parameters related to small gradients
will be more significant. As a result, RMSprop can handle
the difficulties caused by different gradient scales more
effectively, increasing its resilience and adaptability across
training. The learning rates for each parameter are adequately
scaled by using the square root of the moving average of
squared gradients in the denominator.

Algorithm 3 RMSprop Optimizer With Adaptive Learn Rate
Schedule for RSSI Localization in LoRaWAN.
1: Input: X, Y > RSSI values, device locations

2: Output: Acc, E(m) > Accuracy, Error Distance
3: Normalize X, Split into X train and test data.

4: Select suitable DL model.

5. Initialize the RMSprop optimizer model parameters:

6: 6o > Initial estimated location
7: Ep=0  Initial value for the square of the gradient
8: o > Initial learning rate
9: B Decay rate for the running average of squared

gradients
10: 0y > Adaptive learning rate schedule factor
11: t > Time Step
12: foriin {1,2, ..., max_iterations} do > Train the model.
13: if not converged then
14: Compute AE(#) > Gradient of the localization
error

15: Update v; > Average of squared gradients
16: Compute 1, > Adaptive learning rate
17: Update 6,4 > Estimated location
18: end if

19: end for

20: Predict the location using trained model.
21: Denormalize X and evaluate output.

n; can be substituted with piecewise_ny, exp_n;, power_n;,
inv_n, and smooth_n; for the respective learn rate schedules.
Algorithm 3 represents the RMSprop optimizer with an adap-
tive learn rate schedule for RSSI localization in LoRaWAN.

4) FORMULATION OF ADAPTIVE LEARNING RATE IN SGDM
OPTIMIZER

The traditional SGDM with momentum updates the parame-
ters 6 based on the gradient of the loss function L(6) with a
momentum term:

Viel =Y - ve +1- VL(O)) (43)

where y is the momentum coefficient, n is the learning rate,
L(6;) is the gradient of the loss function with respect to the
parameters at iteration ¢, and v, is the momentum term at
time step ¢. It is possible to insert the adaptive factor directly
into the momentum term update of the SGDM update rule
to include an adaptive learning rate schedule factor about
the momentum term [30]. Update the momentum term by
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incorporating the adaptive learning rate schedule factor ;:
vi=Bxvi1+ (L =B)xn g (49)

where g; is the gradient of the objective function concerning
the parameters at time 7, and § is the decay rate. As discussed
in earlier sections, the adaptive learning rate factor n; can be
updated with any chosen adaptive learning rate schedule. The
parameter is then updated using the adaptive learning rate in
v; as follows:

Ory1 =0 —a X vy (50

The SGDM update rules directly incorporate the adaptive
learning rate schedule with this formulation. The adaptive
learning rate schedule factor modifies the learning rate
according to this moment’s time step. The learning rate
schedule gradually adjusts the step size while the momentum
term smoothes out the updates and improves convergence
behaviour. Based on the features and convergence behaviour
of your optimization problem, modify the parameters such as
o, B, and the schedule criterion.

Algorithm 4 SGDM Optimizer With Adaptive Learn Rate
Schedule for RSSI Localization in LoRaWAN.
1: Input: X, Y > RSSI values, device locations
2: Output: Acc, E(m) > Accuracy, Error Distance
3: Normalize X, Split into X train and test data.
4. Select suitable DL model.

5: Initialize the SGDM optimizer model parameters:

6 6o > Initial estimated location
7: vo=0 > Initial value for the momentum
8 o > Initial learning rate
9: B > Momentum coefficient
10: 0y > Adaptive learning rate schedule factor
11: t > Time Step
12: foriin {1, 2, ..., max_iterations} do > Train the model.
13: if not converged then

14: Compute AE(O) > Negative Gradient of the

localization error

15: Update v;) > Moment update rule
16: Update 6,41 > Estimated location
17: end if

18: end for

19: Predict the location using trained model.
20: Denormalize X and evaluate output.

n; can be substituted with piecewise_ny, exp_n;, power_n;,
inv_n; and smooth_n, for the respective learn rate schedules.
Algorithm 4 represents the SGDM optimizer with an adaptive
learn rate schedule for RSSI localization in LoRaWAN.

IV. SIMULATION RESULTS AND DISCUSSION

In the simulation environment, MATLAB R2020a, all of the
7 DL models with four optimizer models are investigated
in this research and have built-in functionalities [31].
The dataset was acquired in Antwerp, Belgium, which
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TABLE 1. DL models parameter setup.

Models | Parameters Values
Hidden Units 100
Fully Connected Layer 6 Classes
Max Epochs 100
Mini Batch Size 27
LSTM Activation Layer Softmax
Classification Output Crossentropyex
Output Mode Last
Sequence Input 1 dimensions
No. of Input Channels 1
No. of Layers 7 Classes
Layers Cell 1*7cell
Loss Function cros
Learning Rate 0.01
CNN Batch Size 12
Iterations 100
Layer C Activation Function | ReLu
Layer P Activation Function | tanh
Layer F Activation Function | sigma
Input Layer Neurons 6
Middle Layer Neurons 20
MLP Output Layer Neurons 1
Learning Rate 0.5
Batch Size 3
MaxEpochs 20
REBF Target Vectors [2.0,4.1,5.9]
Mean Square Error 2.54
Dimension sizes [2, 2] row vector
Initial Cover steps 100
SOMs | Initial Neighborhood size 3
Topological Function hextop
Distance Function linkdist
Latent Dimensions 100
Learning Rate Discriminator | 0.0002
Learning Rate Generator 0.0002
Batch Size 32
GAN Betal 0.5
Beta2 0.999
Maxepochs 50
Sigma 0.05

encompasses 72 features and 1, 30, 426 LoRaWAN message
samples. Each row in a dataset represents a LoRaWAN
message and incorporates information about receiving Base
Stations (BS), the time the message was received (Rx Time),
the LoRa spreading factor, and the transmitter’s latitude and
longitude at the time of transmission [32]. The parameter
settings for each of the 7 DL models and the optimizers are
shown in TABLE 1 and 2, respectively. The remainder of
the section discusses using optimizers to analyze simulation
results for piecewise, exponential decay, polynomial time,
reciprocal time, and cosine annealing decay learn rate
schedule. TABLE 3 presents the DL model simulation results
with no learning rate schedule and can be taken as the default
initial setting simulation results of DL models.

A. ADAPTIVE LEARN RATE SCHEDULES IN ADADELTA

TABLE 4 presents the RSSI localization accuracy and error
(m) for linear, exponential, and powered RSS using piecewise
and exponential decay learn rate schedule Adadelta DL

model. The highest accuracy for piecewise learn rate schedule
is 92.222 and error (m) of 777.78 for RNN, RBF and
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TABLE 2. DL optimizer models parameter setup.

Models Parameters Values
Gradient Decay Factor 0.9
Squared Gradient Decay Factor | 0.999
Initial Learn rate 0.0095

Adadelta | Learning Rate Drop Period 5

Gradient Threshold Method 12norm
Gradient Threshold 1
Epsilon le—8
Mini Batch Size 64
Batch Size 3
Learning Rate Drop Factor 0.2
Max Epochs 10

Adam Learning Rate 0.001
Betal 0.9
Beta2 0.999
Loss Function mse
Epsilon le—8
Squared Gradient Decay Factor | 0.999
Gradient Threshold Inf
Learning Rate Drop Factor 0.2

RMSProp | 11itial Learn rate 0.0095

Minibatch Size 64
Epsilon 1-8
Mini Batch Size 64
Max Epochs 20
Learning Rate Drop Factor 0.2

SGDM Learning Rate Drop Period 5
Momentum 0.9
Initial Learn rate 0.0095
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FIGURE 1. Polynomial time, reciprocal time and cosine annealing decay
learn rate schedule simulation results comparison for Adadelta.

GAN in the linear RSS model and CNN in the power RSS
model. The highest accuracy for the exponential learning
rate schedule is 93.258 and error (m) of 674.16 for GAN in
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TABLE 3. DL models simulation results with no learn rate schedule.

RSS Type Parameters | Learn Rate Schedule | LSTM CNN RNN MLP RBF SOMs GAN
Linear Accuracy 90.909 | 89.655 90.11 89.655 | 92.045 | 88.764 | 88.764
Error (m) 909.1 1034.5 989 1034.5 795.5 1123.6 | 1123.6
Exponential Accuracy None/ Default 89.888 87.64 93.182 | 88.636 | 89.011 | 87.778 | 84.946
P Error (m) 1011.2 1236 681.8 1136.4 | 1098.9 | 12222 | 15054
Powered Accuracy 89.888 | 90.698 89.13 86.667 | 88.043 | 87.778 | 87.778
Error (m) 1011.2 930.2 1087 13333 | 1195.7 | 12222 | 12222
TABLE 4. Piecewise and exponential decay learn rate schedule simulation results for Adadelta.
RSS Type Parameters | Learn Rate Schedule | LSTM CNN RNN MLP RBF SOMs GAN
Linear Accuracy 88.2979 | 87.3684 | 92.2222 | 88.2979 | 92.2222 | 90.2174 | 92.2222
Error (m) 1170.21 1263.16 777.78 1170.21 777.78 978.26 777.78
Exponential Accuracy Piecewise 89.2473 | 90.2174 | 90.2174 | 89.2473 | 90.2174 | 90.2174 | 90.2174
P Error (m) 1075.27 978.26 978.26 1075.27 978.26 978.26 978.26
Powered Accuracy 88.2979 | 92.2222 | 88.2979 | 91.2088 | 89.2473 | 90.2174 | 87.3684
Error (m) 1170.21 777.78 1170.21 879.12 1075.27 978.26 1263.16
Li Accuracy 91.209 91.209 92.222 91.209 92.222 91.209 90.217
mear Error (m) 879.1 879.1 7778 879.1 7778 | 879.1 9783
Exponential Accuracy Exponential Deca 92.222 92.222 92.222 88.298 88.298 91.209 93.258
P Error (m) P Y 777778 [ 77778 | 77778 | 11702 | 11702 | 879.12 | 674.16
Powered Accuracy 91.209 89.247 92.222 93.258 93.258 90.217 90.217
Error (m) 879.1 1075.3 777.8 674.2 674.2 978.3 978.3
the exponentlfll RSS model, MLP and RBF. in .the powered ECAN ESOMS SRBF “MLP =RNN =CNN =LSTM
RSS model. Figure 1 presents the RSSI localization error (m)
for linear, exponential, and powered RSS using polynomial . —_—
time, reciprocal time, and cosine annealing decay learn rate £ Powed —
schedule Adadelta DL model. The highest accuracy for the =
polynomial learn rate schedule is 94.048 and error (m) of ?g Exponential
595.2 for SOMs in the power RSS model. The highest 2
accuracy for the reciprocal learning rate schedule is 94.048 £ o
. z near
and error (m) of 595.2 for RBF in the power RSS model. S

The highest accuracy for cosine annealing decay learns rate
schedule is 95.349 and error (m) of 465.1 for GAN in the
linear RSS model and SOMs in the power RSS model.

B. ADAPTIVE LEARN RATE SCHEDULES IN ADAM

TABLE 5 presents the RSSI localization accuracy and error
(m) for linear, exponential, and powered RSS using piecewise
and exponential decay learn rate schedule Adam DL model.
The highest accuracy for piecewise learn rate schedule is
96.516 and error (m) of 348.84 for RNN in the exponential
RSS model. The highest accuracy for the exponential learning
rate schedule is 96.518, and the error (m) of 348.8 for GAN in
the power RSS model. Figure 2 presents the RSSI localization
error (m) for linear, exponential, and powered RSS using
polynomial time, reciprocal time, and cosine annealing decay
learn rate schedule Adam DL model. The highest accuracy for
the polynomial learn rate schedule is 95.349, and the error
(m) of 465.1 for MLP in the linear RSS model. The highest
accuracy for the reciprocal learning rate schedule is 94.048
and error (m) of 595.2 for SOMs in the power RSS model.
The highest accuracy for cosine annealing decay learn rate
schedule is 93.182 and error (m) of 681.8 for GAN in the
power RSS model.

C. ADAPTIVE LEARN RATE SCHEDULES IN RMSprop
TABLE 6 presents the RSSI localization accuracy and error
(m) for linear, exponential, and powered RSS using piecewise
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FIGURE 2. Polynomial time, reciprocal time and cosine annealing decay
learn rate schedule simulation results comparison for Adam.

and exponential decay learn rate schedule RMSprop DL
model. The highest accuracy for piecewise learn rate schedule
is 93.2584 and error (m) of 674.16 for SOMs in the linear
RSS model and MLP in the power RSS model. The highest
accuracy for the exponential learning rate schedule is 96.512,
and the error (m) of 348.84 for MLP in the linear RSS
model. Figure 3 presents the RSSI localization error (m)
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TABLE 5. Piecewise and exponential decay learn rate schedule simulation results for Adam.

RSS Type Parameters | Learn Rate Schedule | LSTM CNN RNN MLP RBF SOMs GAN
Linear Accuracy 922222 | 90.2174 | 90.2174 | 90.2174 | 90.2174 | 92.2222 | 89.2473
Error (m) TT1.78 978.26 978.26 978.26 978.26 777.78 | 1075.27
Exponential Accuracy Piecewise 91.2088 | 90.2174 | 96.5116 | 89.2473 | 93.2584 | 91.2088 | 87.3684
Error (m) 879.12 978.26 348.84 | 107527 | 674.16 879.12 | 1263.16
Powered Accuracy 90.2174 | 90.2174 | 88.2979 | 93.2584 | 88.2979 | 92.2222 | 89.2473
Error (m) 978.26 97826 | 117021 | 674.16 | 1170.21 | 777.78 | 1075.27
Linear Accuracy 95.402 91.209 92.222 91.209 93.258 90.217 92.222
Error (m) 459.8 879.1 777.8 879.1 674.2 978.3 777.8
Exponential Accuracy Exponential Decay 91.209 90.217 93.258 93.258 93.258 93.258 91.209
Error (m) 879.1 978.3 674.2 674.2 674.2 674.2 879.1
Powered Accuracy 90.217 94318 93.258 92.222 90.217 90.217 96.512
Error (m) 978.3 568.2 674.2 777.8 978.3 978.3 348.8
TABLE 6. Piecewise and exponential decay learn rate schedule simulation results for RSMprop.
RSS Type Parameters | Learn Rate Schedule | LSTM CNN RNN MLP RBF SOMs GAN
Linear Accuracy 89.2473 | 90.2174 | 91.2088 | 90.2174 | 91.2088 | 93.2584 | 91.2088
Error (m) 1075.27 | 978.26 879.12 978.26 879.12 674.16 879.12
Exponential Accuracy Piecewise 90.2174 | 91.2088 | 90.2174 | 91.2088 | 92.2222 | 88.2979 | 91.2088
Error (m) 978.26 879.12 978.26 879.12 77778 | 1170.21 | &79.12
Powered Accuracy 90.2174 | 90.2174 | 88.2979 | 93.2584 | 88.2979 | 92.2222 | 89.2473
Error (m) 978.26 97826 | 117021 | 674.16 | 1170.21 | 777.78 | 1075.27
Linear Accuracy 91.209 91.209 90.217 96.512 92222 90.217 92.222
Error (m) 879.12 879.12 978.26 348.84 777.78 978.26 TT7.78
Exponential Accuracy Exponential Decay 92.222 93.258 92.222 91.209 90.217 92.222 90.217
Error (m) 777.78 674.16 TT7.78 879.12 978.26 TT7.78 978.26
Powered Accuracy 88.298 91.209 92.222 91.209 92.222 91.209 93.258
Error (m) 1170.2 879.1 777.8 879.1 777.8 879.1 674.2
BCAN =SOMS SREF “MIP SRNN =CNN 8LSTM 346 for MLP in the linear RSS model. The highest accuracy
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FIGURE 3. Polynomial time, reciprocal time and cosine annealing decay
learn rate schedule simulation results comparison for RMSprop.

for linear, exponential, and powered RSS using polynomial
time, reciprocal time, and cosine annealing decay learn rate
schedule RMSprop DL model. The highest accuracy for the
polynomial learn rate schedule is 96.54, and the error (m) of
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for the reciprocal learning rate schedule is 97.82, and the
error (m) of 218 for MLP in the exponential RSS model.
The highest accuracy for cosine annealing decay learn rate
schedule is 93.182 and error (m) of 681.8 for LSTM, RNN
and RBF in the power RSS model.

D. ADAPTIVE LEARN RATE SCHEDULES IN SGDM

TABLE 7 presents the RSSI localization accuracy and error
(m) for linear, exponential, and powered RSS using piecewise
and exponential decay learn rate schedule SGDM DL model.
The highest accuracy for piecewise learn rate schedule is
93.2584 and error (m) of 674.16 for RNN, RBF and GAN
in the linear RSS model and CNN in the power RSS model.
The highest accuracy for the exponential learn rate schedule
is 94.318 and error (m) of 568.2 for MLP in the powered
RSS model. Figure 4 presents the RSSI localization error (m)
for linear, exponential, and powered RSS using polynomial
time, reciprocal time, and cosine annealing decay learn rate
schedule SGDM DL model. The highest accuracy for the
polynomial learn rate schedule is 96.54 and error (m) of 346
for RNN in the linear RSS model and RBF in the power RSS
model. The highest accuracy for the reciprocal learning rate
schedule is 93.182 and error (m) of 681.8 for MLP in linear
and exponential RSS models. The highest accuracy for cosine
annealing decay learn rate schedule is 98.98 and error (m) of
102 for MLP in the exponential RSS model.

E. ANALYSIS OF RESULTS

From the above simulation results, it is observed that the
LSTM model’s highest accuracy of 95.402 is achieved (linear
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TABLE 7. Piecewise and exponential decay learn rate schedule simulation results for SGDM.

RSS Type Parameters | Learn Rate Schedule | LSTM CNN RNN MLP RBF SOMs GAN
Linear Accuracy 90.2174 | 93.2584 | 90.2174 | 87.3684 | 88.2979 | 92.2222 85.567
Error (m) 978.26 674.16 978.26 1263.16 | 1170.21 777.78 1443.3
Exponential Accuracy Piecewise 90.2174 | 91.2088 | 90.2174 | 91.2088 | 92.2222 | 88.2979 | 91.2088
P Error (m) 978.26 879.12 978.26 879.12 777.18 1170.21 879.12
Powered Accuracy 90.2174 | 90.2174 | 88.2979 | 93.2584 | 88.2979 | 92.2222 | 89.2473
Error (m) 978.26 978.26 1170.21 674.16 1170.21 777.78 1075.27
Linear Accuracy 94.318 90.217 92.222 91.209 92.222 89.247 93.258
Error (m) 568.2 978.3 777.8 879.1 7717.8 1075.3 674.2
Exponential Accuracy Exponential Deca 93.258 90.217 86.458 91.209 90.217 91.209 92.222
P Error (m) P Y [T67416 | 97826 | 13542 | 879.12 | 97826 | 819.12 | 771718
Powered Accuracy 91.209 92.222 92.222 94.318 91.209 90.217 91.209
Error (m) 879.1 7717.8 777.8 568.2 879.1 978.3 879.1
BCAN ESOMS SREF SMLP SRNN 5CNN BLSTM optimizer, the highest accuracy of 95.349 is achieved
(powered RSS model in SOMs and linear RSS in GAN,
. _— Cosine annealing learn rate schedule). Adam optimizer
é‘: Powed achieves the highest accuracy of 96.518 (powered RSS
= . .
] model in GAN and exponential decay learn rate schedule).
T Exponentinl [ ———— For RMSprop, the highest accuracy of 97.82 is achieved
= . . . .
| _— (exponential RSS model in MLP and exponential decay learn
2 [ —— rate schedule). For SGDM, the highest accuracy of 98.82
S inear B is achieved (exponential RSS model in MLP and cosine
— annealing learn rate schedule). For the linear RSS model, the
. ., highest accuracy of 97.82 is achieved by using CNN, SGDM,
E 2 and cosine annealing learn rate schedule; for the exponential
E Exponential e=——"——— 3 RSS model, the hlghest accuracy of 98.98 is achieved by
i ‘ 1 using MLP, SGDM and cosine annealing learn rate schedule,
&‘: _—— for powered RSS model, the highest accuracy of 96.54 is
Linear achieved by using RBF, SGDM and reciprocal learn rate
S schedule. It is observed that the most suitable DL model is
Powed ——— MLP, the optimizer is SGDM, and the learning rate schedule
g = == is cosine annealing decay with the maximum accuracy of
_; m————————— 98.98, which is witnessed in many of the comparison results
g Exponentinl for this considered dataset.
= _
s ==
A Linear __ F. ANALYSIS OF LEARN RATE SCHEDULES FOR DIFFERENT
R LOCALIZATION DATASETS
0 200 400 600 800 1000 1200

FIGURE 4. Polynomial time, reciprocal time and cosine annealing decay
learn rate schedule simulation results comparison for SGDM.

RSS model, Adam optimizer, and exponential decay learn
rate schedule). For the CNN model, the highest accuracy
of 97.82 is achieved (linear RSS model, SGDM optimizer,
and cosine annealing learn rate schedule). For the RNN
model, the highest accuracy of 96.54 is achieved (linear
RSS model, SGDM optimizer, and polynomial learn rate
schedule). For the MLP model, the highest accuracy of
98.82 is achieved (exponential RSS model, SGDM optimizer,
and cosine annealing learn rate schedule). The RBF model
achieves the highest accuracy of 96.54 (powered RSS model,
SGDM optimizer, and reciprocal time learn rate schedule).
For the SOMs model, the highest accuracy of 95.349 is
achieved (powered RSS model, Adadelta optimizer, and
cosine annealing learn rate schedule). For the Adadelta
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The datasets used in LoRaWAN localization usually contain
information gathered from LoRaWAN devices with location-

tracking capabilities. These datasets can be divided into

groups according to several criteria, including the kind

of localization method applied, the data setting, and the

particular application area. Typical dataset types that are
accessible in LoORaWAN localization include the following:
(i) Signal Strength Datasets: RSSI and Signal Noise-to-

Ratio (SNR) measurements obtained from LoRaWAN

gateways are commonly included in signal strength
databases. Data points may include timestamps,
gateway IDs, device IDs, and signal strength val-

ues. Signal strength datasets are often used for
fingerprinting-based localization and trilateration tech-
niques. Since multi-step decay and exponential decay

can adjust the learning rate in response to variations

in signal strength over time, they might be appropriate

in this situation. It would be ideal to utilize multi-step

or exponential decay to lower the learning rate after
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processing every interval’s data in a signal strength
dataset and aid in the model’s adaptation to variations
in signal strength over various time intervals.

(ii) Time Difference of Arrival (TDoA) Datasets: Time
stamps captured by several LoORaWAN gateways are
included in TDoA datasets. These datasets enable
multilateration-based localization techniques by mea-
suring the differences in arrival times of signals
at different gateways. Data points typically include
timestamps, gateway IDs, signal strength or other
signal characteristics. Power decay or reciprocal time
decay may be appropriate because they can modify
the learning rate depending upon the difficulty of
the multilateration computations, which is relevant as
TDoA data frequently deals with multilateration-based
localization. Power decay can adjust the learning rate
for TDoA datasets according to the number of gateways
used in the localization process.

(iii) Received Signal Strength Indicator (RSSI) Finger-
prints: Gathering RSSI readings from several reference
points in a localization area creates RSSI fingerprint
databases. A fingerprint database links each reference
point to a specific location. A device’s location is
estimated during localization by comparing its RSSI
measurements with the fingerprint database. Cosine
annealing decay could be appropriate since RSSI finger-
prints are frequently utilized for fingerprinting-based
localization. Because it can assist the model in explor-
ing various regions of the fingerprint database, when
training a localisation model with RSSI fingerprints,
use cosine annealing decay to alter the learning rate
cyclically. It would enable the model to explore various
reference locations inside the fingerprint database.

(iv) Anchor Node Datasets: The fixed reference nodes,
or anchors, placed throughout the localization region
are the source of these databases. Usually, anchor nodes
communicate with the LoRaWAN device that is being
localized and have known positions. For localization
algorithms, data gathered from anchor nodes may
include timestamps, anchor IDs, and signal measure-
ments. Here, exponential decay or reciprocal time decay
might work well since they can progressively change the
learning rate in response to anchor node observations
that show stability. Using exponential decay will lower
the learning rate in an anchor node dataset as the
model converges based on the stability of anchor node
measurements.

(v) Crowdsourced Localization Datasets: Crowdsourced
datasets involve collecting localization data from many
LoRaWAN devices deployed and operated by end-users
or volunteers. These datasets help assess how well
localization algorithms work in practical situations with
various environmental factors and device locations.
In this case, multi-step decay or cosine annealing
decay would be appropriate since they can modify the
learning rate in response to the density and diversity
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of the crowdsourced data. Multi-step decay can alter
the learning rate of a localization model trained on
crowdsourced data according to the density of data
gathered from various locations.

(vi) Indoor vs. Outdoor Datasets: Datasets can be classed
depending on whether the localization occurs indoors or
outdoors. Outdoor datasets might offer more apparent
LoS circumstances, but indoor datasets frequently
feature more complicated propagation environments
with obstructions and multipath effects. Data from
indoor and outdoor environments may differ regarding
environmental conditions and signal transmission. Both
indoor and outdoor datasets may benefit from using
exponential decay or reciprocal time decay since they
can modify the learning rate in response to the intricacy
of the localization environment. Reciprocal time decay
can be used to adjust the learning rate according to the
temporal dynamics of the localization environment in
both indoor and outdoor datasets.

(vii) Publicly Available Datasets: Publicly accessible
datasets for LoRaWAN localization research and
development are available from a few organizations
and research institutions. These datasets are useful
for benchmarking and comparing various localization
techniques because they might contain ground truth
location data. Given that they can modify the learning
rate in response to the quantity and complexity of the
dataset, exponential decay or cosine annealing decay
may be appropriate in this situation. Use exponential
decay to progressively lower the learning rate as the
model converges when conducting localization research
utilizing a publically available dataset.

1) ILLUSTRATIVE EXAMPLE FOR MULTI-STEP DECAY

A dataset was gathered from LoRaWAN gateways to train
a neural network for signal strength prediction. We employ
multi-step decay to adjust the learning rate in response to
signal strength variations over time. Also, muti-step can be
preferred to adapt the learning rate based on the diversity and
density of the crowdsourced data during training. Assume the
decay factor is set to 0.1 and the initial learning rate to 0.01.
Every ten epochs, you choose to reduce the learning rate.
The learning rate stays at 0.01 at epoch 0. The learning rate
increases to 0.01 x 0.1 = 0.001 at epoch 10. The learning
rate stays at 0.001 at epoch 20. And so on. It may enhance
convergence and performance by enabling the model to
modify its learning rate in response to the observed variations
in signal strength over time. It also allows the model to adjust
its learning rate based on the diversity and density of the
crowdsourced data, potentially improving convergence and
performance during training.

2) ILLUSTRATIVE EXAMPLE FOR EXPONENTIAL DECAY
For forecasting the signal strength, choose exponential decay.
Anchor node datasets can opt for Exponential decay as

72047



IEEE Access

R. Swathika et al.: Harnessing Learn Rate Schedule for Adaptive DL in LoRaWAN-loT Localization

they can gradually adjust the learning rate based on the
stability of the anchor node measurements. Data collected
from indoor and outdoor environments and publicly available
datasets can also use exponential decay to adjust the learning
rate based on the size and complexity of the localization
environment during training. We have set the decay rate
to 0.001 and the initial learning rate to 0.01. The learning
rate stays at 0.01 at epoch 0. The learning rate changes to
0.01 x e~0001x10 ~ 0. 00951 at epoch 10. The learning rate
changes to 0.01 x ¢~0001x20 ~ 000903 at epoch 20. And
so on. Analogously, exponential decay, whose decay rate is
determined by the decay rate selected, enables the model to
modify its learning rate in response to variations in signal
strength over time. This model also allows it to adjust its
learning rate gradually based on the stability of the anchor
node measurements, with faster decay for more unstable
conditions. This model also allows it to gradually adjust
its learning rate based on the complexity of the indoor and
outdoor environments, with a faster decay for more complex
scenarios. This model also allows it to gradually adjust its
learning rate based on the size and complexity of the publicly
available dataset, with a faster decay for larger and more
complex datasets.

3) ILLUSTRATIVE EXAMPLE FOR POWER DECAY

Using a TDoA dataset gathered from LoRaWAN gateways;
we are building a localization model for multilateration-
based localization. The choice of how to modify the learning
rate by using power decay is influenced by the intricacy
of the multilateration computations. Set the power factor
to 2, decay rate to 0.001, and initial learning rate to 0.01.
The learning rate stays at 0.01 at epoch 0. The learning

rate changes to % ~ (0.00673 at epoch 10. The

learning rate changes to W ~ 0.00452 at epoch
20. And so on. The model can modify its learning rate
according to the multilateration’s complexity through power
decay.

4) ILLUSTRATIVE EXAMPLE FOR RECIPROCAL TIME DECAY:
Consider reciprocal time decay for the TDoA, anchor node,
and indoor & outdoor datasets. Set the initial learning
rate to 0.01 and the decay rate to 0.001. The learning
rate stays at 0.01 at epoch 0. The learning rate becomes
% ~0.00990 at epoch 10. The learning rate becomes
% ~ (0.00980 at epoch 20. And so on. Reciprocal
time decay enables the model to gradually respond to
variations in the complexity of multilateration computations
by adjusting the learning rate in response to the training
duration. It also can adjust the learning rate based on the
training time, allowing the model to adapt to changes in
the stability of the anchor node measurements over time.
It also can adjust the learning rate based on the training time,
allowing the model to adapt to the complexity of the indoor
and outdoor environments over time.
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5) ILLUSTRATIVE EXAMPLE FOR COSINE ANNEALING DECAY
An RSSI fingerprint dataset from several reference points
trains a localization model. We employ cosine annealing
decay to aid the model in exploring various regions of the
fingerprint database throughout training. Also, we decided to
use cosine annealing decay to adapt the learning rate based
on the diversity and density of the crowdsourced data and
publicly available datasets during training. Set the minimum
learning rate to 0.001 and the maximum learning rate to 0.01.
the total number of epochs is set to 100. At epoch 0, the
learning rate becomes:

Ir = 0.001 + 2(0.01 — 0.001) x (1+cos (L2 x 0)) =

0.001 + ﬁ x (14 1) =0.001 4 0.0045 = 0.0055

At epoch 50 (halfway through training), the learning rate
becomes:

Ir = 0.001 + 2(0.01 — 0.001) x (1 + cos (lﬂﬂ x 50)) _

0.001 + ﬁ x (14 0) =0.001 4 0.0045 = 0.0055
At epoch 100 (end of training), the learning rate becomes:

Ir = 0.001 + 3(0.01 —0.001) x (1 + cos (12 x 100) ) =

0.001 + 5355 x (1 — 1) =0.001

During training, cosine annealing decay helps the model
adjust to the quantity and complexity of the publicly available
dataset by allowing the learning rate to vary cyclically
between the minimum and maximum values throughout
epochs. This helps the model adapt to the diversity and
density of the crowdsourced data during training and
also to the size and complexity of the publicly available
datasets.

V. CONCLUSION AND FUTURE WORK

This paper proposes a DL model and optimizers with a
learning rate schedule mechanism to improve the accuracy
in RSSI- localization for LoRaWAN-IoT-based networks.
The different learn rate schedule formulation and its
adaptation to DL models to improve the accuracy of
RSSI-based localization have been simulated, and the results
are compared, tabulated, and analyzed. The results show
that the highest accuracy of 98.98 and error distance of
102 meters is observed using the MLP model, SGDM
optimizer, exponential RSS model, and cosine annealing
decay learn rate schedule method. Experiments show that
the training efficiency and accuracy are improved compared
to the existing default parameter setting DL models. The
study demonstrates how learning rate schedules enhance
the precision of RSSI-based localization in LoRaWAN IoT
networks. The models can perform better by more effectively
adapting to the features of the localization datasets by
dynamically varying the learning rate during training with
hybrid learn rate schedules. Analysis of different learning rate
schedules for various localization datasets with illustrated
examples presents how one can choose the proper learning
rate schedule for other LoORaWAN parameter settings and the
datasets. However, further study is required when applying
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the DL model with an adaptive learning rate to more
real-world practical problems.
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