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ABSTRACT This paper presents a comprehensive analysis of V2X communication, focusing on the
transition from IEEE 802.11p to IEEE 802.11bd standards, and introduces an analytical framework
combining M/G/1 queuing analysis and Markov chain analysis. Our model includes saturation and
non-saturation states of Enhanced Distributed Channel Access (EDCA) in the scenarios with and without
fallback mechanism for IEEE 802.11bd Next Generation Vehicles (NGV) and focuses on optimizing
Transmission Opportunity (TXOP) allocation for legacy (non-NGV) devices whilst taking into account the
impact of vehicle-to-roadside Unit (RSU) distance. Our results show increased throughput for higher-priority
traffic classes with augmented TXOP allocation for NGV devices and highlight the need to align RSU
transmission coverage with On-Board Unit (OBU) data patterns and vehicle distance to prevent network
saturation.

INDEX TERMS IEEE 802.11bd, legacy devices, transmission opportunity (TXOP), performance evaluation.

I. INTRODUCTION
In the ever-evolving landscape of vehicular communication,
the advent of Vehicle-to-Everything (V2X) technology stands
as a pivotal milestone, promising to redefine the dynamics of
road safety, traffic efficiency, and the future of transportation.
At the core of this evolution are the IEEE 802.11 standards,
which have played a crucial role in shaping the communica-
tion protocols for both legacy and next-generation vehicles.

The IEEE 802.11p standard, a precursor to the mod-
ern V2X ecosystem, laid the groundwork for Dedi-
cated Short-Range Communication (DSRC) [6], offering
a communication framework designed to cater to both
vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)
communication [15], [17].

However, the landscape of vehicular communication is
rapidly advancing, and the arrival of IEEE 802.11bd heralds
a new era. Tailored to meet the stringent requirements of
NGVs, IEEE 802.11bd is positioned as the next frontier
in V2X communication. Its enhancements go beyond the
capabilities of IEEE 802.11p, offering improved reliability,
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reduced latency, and advanced features crucial for the real-
ization of autonomous driving and intelligent transportation
systems [7], [14], [19], [21], [30].

Coexistence of NGV and non-NGV devices is achieved by
the channel bonding feature of the IEEE 802.11bdMAC layer
which allows joint or individual use of two adjacent 10MHz
channels, known as the primary and secondary channels.
NGV devices can utilize both channels simultaneously, or opt
for the primary channel exclusively in the so-called fallback
mode, while legacy (non-NGV) stations operate on the
secondary channel only.

The cohabitation of legacy devices and their more sophisti-
cated counterparts needs to ensure equitable access, maintain
compatibility, and leverage the enhanced capabilities of NGV
devices for overall network efficiency. One of the crucial
aspects of the coexistence of legacy and next-generation
vehicles is the Transmission Opportunity (TXOP) allocation
mechanism. Managing TXOP allocation is important to
ensure efficient and fair use of the wireless medium while
ensuring that both types of devices can coexist seamlessly.

Through the TXOP allocation, a station can request and
receive an extended transmission opportunity. Once granted,
the station can transmit multiple frames without contending
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for each frame during the allotted period. It’s important to
note that the TXOP comes with a predetermined time limit,
requiring the station to complete its transmission within this
timeframe; otherwise, the station must re-enter the contention
process. In this manner, it facilitates prioritization of various
types of traffic and offers a number of advantages in a
coexistence environment. Firstly, it ensures fair resource
allocation by equitably distributing transmission opportu-
nities among different device types, preventing channel
monopolization, and promoting balanced resource usage.
Secondly, it optimizes airtime utilization which particularly
benefits legacy devices with less efficient communication
protocols, by minimizing idle time and contention. Thirdly,
TXOP sharing facilitates interference mitigation by coordi-
nating transmissions between devices operating on different
frequency bands or employing diverse modulation schemes.
Additionally, it enables dynamic adaptation to changing
network conditions and varying traffic patterns among legacy
devices, optimizing resource allocation accordingly.

As the result, TXOP sharing enhances overall throughput
and reduces latency, especially in scenarios where NGV
devices demand higher data rates or low-latency communica-
tion. It also ensures compatibility support for legacy devices,
promoting coexistence without extensive modifications.
Moreover, coordinating TXOPs contributes to improved
reliability by mitigating interference and contention issues
faced by legacy devices. Finally, TXOP sharing serves
as a migration path for legacy devices towards advanced
technologies, facilitating a gradual transition while ensuring
coexistence as the network evolves.

In this paper, we evaluate the performance of V2X
communication in a coexistence environment that covers
both the saturation and non-saturation states of EDCA while
accounting for TXOP values, data rates, and arrival rates.
It also accounts for different transmission ranges of NGV
and legacy devices. It considers scenarios with and without
fallback, offering valuable insights into the interaction among
the channel bonding scheme, the number of NGV and non-
NGV devices, EDCA parameters, different data rates, and
TXOP parameters.

Performance evaluation is performed through an ana-
lytical framework that integrates M/G/1 queuing analysis
and Markov chain analysis. The main contributions of
this work can be succinctly outlined as follows.

• We develop an extensive analytical model that
accurately models the EDCA framework with TXOP
allocation for coexisting legacy and NGV devices in
the network.

• We also examine how the network performance
is influenced by the distance between the vehicle
and the RSU, taking into account the different
transmission range of NGV and legacy devices.

• Analysis shows that augmenting TXOP allocation
for NGV devices results in a modest increase in
throughput for higher-priority traffic classes, while
the lower-priority classes in both types of devices

demonstrate marginal improvements. This is impor-
tant to ensure a balanced and fair distribution
of transmission opportunities, promoting optimal
communication for both NGV and legacy (non-NGV)
devices.

The subsequent sections of this paper follow a structured
organization. Section II offers a succinct overview of relevant
literature. In Section III, we elaborate on the IEEE 802.11bd
features. In Section IV, we introduce a probabilistic model
detailing activity on the medium, which is subsequently
employed in Section V to derive backoff times. Section VI
delineates the queuing model for the node buffer, and
Section VII presents the Markov chain model. The outcomes
of the performance evaluation from the model are discussed
in Section VIII. Finally, Section IX provides a conclusion to
the paper and suggests potential directions for future research.

II. RELATED WORK
Several studies have extensively examined major V2X
communication standards, such as IEEE 802.11p, LTE-V2X,
5G NR-V2X, and IEEE 802.11bd, across diverse usage
scenarios [5], [6], [8], [13], [18], [29]. The primary focus of
these investigations has been on the comparative evaluation of
these standards, particularly in terms of their Physical Layer
(PHY) characteristics, with some attention to their Media
Access Control (MAC) layer features. However, majority
of these studies used simulation-based methodologies [25].
While those studies provide insights into V2X performance
metrics and capabilities, there is a need for further exploration
into the practical implications and real-world applicability of
these standards, especially in terms of MAC layer features,
through a more diversified methodological approach that
includes analytical modeling.

IEEE 802.11bd integrates elements from both IEEE
802.11n and 802.11ac standards [10]. This includes the
channel bonding feature in which a 20MHz channel can be
optionally established by combining two adjacent 10MHz
channels, facilitating the coexistence of NGV and non-
NGV devices. A comparative analysis based on simulation
explored various channel access methods, concluding that
channel bonding holds the potential to enhance bandwidth
utilization under specific conditions [24]. Notably, the
referenced papers concentrated on single-channel access for
IEEE 802.11p, employing traditional IEEE 802.11n channel
bonding solely through simulation experiments.

In [26], an adaptive algorithm tailored for the selection
of a contention window is introduced. This algorithm takes
into consideration key factors, including compatibility with
channel bonding methods, implementation simplicity, and
the imperative to avoid modifications to existing devices.
The efficacy of this approach is assessed through simula-
tions, considering diverse traffic types and their respective
quality of service requirements. Through this evaluation, the
algorithm offers a strategic approach to enhance network
performance.

VOLUME 12, 2024 71937



F. Abdolahi et al.: Analyzing the Impact of TXOP Allocation on Legacy Devices

A novel channel scheme, referred to as Distributed
Triggered Access (DTA) [4], is explicitly crafted for the
transmission of critical safety messages in platooning scenar-
ios. In such scenarios, vehicles closely travel together in a
formation, aiming to enhance both efficiency and safety. The
efficacy of DTA is scrutinized through two distinct methods:
a Markov chain model and simulation-based analysis. The
focal point is the analysis of DTA’s backoff mechanism in
order to evaluate both transmission delay and link reliability.

In [27], a comprehensive design for a multi-layered V2X
communication technology is outlined, covering the Physical
(PHY), Medium Access Control (MAC), and network layers.
Notably, this proposal introduces significant modifications
to the MAC layer’s operation, notably incorporating the
use of CSMA/CA without backoff and making Request-
to-Send/Clear-to-Send (RTS/CTS) packets optional. These
alterations have a considerable impact on network through-
put, particularly under conditions of moderate and high load.

Ensuring fair access to communication mediums is crucial,
especially in environments where legacy devices coexist
with NGV devices. Balancing accessibility across different
technologies is essential to promote inclusivity and prevent
any undue advantage or disadvantage based on the type of
device used, fostering a fair and equitable communication
landscape for all users.

The IEEE 802.11p standard, employing TXOP [3], [9],
[12], [20], [23], plays a vital role in fostering fair access
to the medium, particularly for legacy devices. Our model
helps mitigate contention issues by efficiently managing
transmission opportunities in IEEE 802.11bd, ensuring that
legacy devices coexisting with newer technologies can
access the medium fairly. This promotes a more equitable
distribution of resources and enhances the overall reliability
of communication within the network, irrespective of the
device generation. Both legacy and NGV devices use traffic
prioritization afforded by the Enhanced Distributed Channel
Access (EDCA) scheme with four priority levels [22].
The manner in which WiFi nodes can improve throughput

fairness in both 3GPP and proportional fairness concepts
is discussed in [16]. The impact of different energy
detection (ED) thresholds on coexistence performance is
examined in [11]. Lowering theWi-Fi ED threshold improves
performance for both Wi-Fi and LTE-LAA, challenging
the assumption that LTE-LAA/LTE-U is treated as noise
by Wi-Fi.

Our initial efforts were focused on creating an analytical
model specifically for channel bonding without and with
fallback in an IEEE 802.11bd network [1], [2]. We have
then extended the model to explicitly tackle the performance
evaluation of both legacy and NGV devices within IEEE
802.11bd scenarios. In these scenarios, NGV and legacy
lower-priority traffic classes utilize TXOP allocation, with
due consideration given to the influence of distance to the
RSU. Subsequently, we will elaborate on formulating such a
comprehensive analytical model.

III. IEEE 802.11BD FEATURES
The development of the IEEE 802.11bd standard intro-
duces several notable innovations, not the least of which
is channel bonding. This technique enables simultaneous
data transmission across two adjacent channels, leading
to enhanced data rates and a reduction in the percentage
of stations experiencing unmet Quality of Service (QoS)
requirements, particularly regarding packet loss ratio and
frame transmission delay. Within IEEE 802.11bd, stations
execute the backoff procedure concurrently across both
channels to further optimize performance [25].
In no fallback technique, when two adjacent 10MHz

channels are free, the backoff counter decreases. How-
ever, if either the primary or secondary channels become
occupied during the back-off period, the NGV station
pauses the counter until both channels are free again.
In a scenario where fallback is enabled, if the secondary
channel becomes busy during backoff, the NGV STA
can shift to the primary channel if it remains idle.
Subsequently, the NGV STA must complete the backoff
process on the primary channel before transmitting its
packet.

In pursuit of higher speeds and Physical Layer (PHY)
rates, IEEE 802.11bd emphasizes factors such as spatial
streams, Multiple-Input Multiple-Output (MIMO), and chan-
nel width. Orthogonal Frequency Division Multiplexing
(OFDM) serves as a fundamental modulation method,
employing multiple closely spaced orthogonal subcarriers
in parallel to achieve enhanced spectral efficiency. Each
subcarrier within the IEEE 802.11p/bd standards undergoes
Quadrature Amplitude Modulation (QAM) at reduced sym-
bol rates, promoting efficient data transmission.

IEEE 802.11bd integrates features like higher-rate mod-
ulation and coding schemes (MCS), resulting in reduced
transmission latency and increased throughput by approx-
imately 40 percent. Additionally, the use of Low-Density
Parity-Check (LDPC) codes in the physical layer enhances
spectral efficiency compared to Binary Convolutional Codes
(BCC) utilized in IEEE 802.11p. Moreover, features such as
multiple transmit/receive antennas contribute to throughput
enhancement through spatial multiplexing and reliability
improvement via spatial diversity.

Furthermore, the inclusion of Dual Carrier Modulation
(DCM) mode within Vehicular Ad-Hoc Networks (VANETs)
based on IEEE 802.11bd extends safety range capabilities.
This standard leverages frequency diversity by transmitting
identical symbols across widely separated subcarriers, though
this necessitates a doubling of the modulation order to
maintain throughput levels.

The IEEE 802.11bd standard addresses key issues
observed in IEEE 802.11p, particularly regarding packet
loss and bit error rates. It introduces mid-ambles, positioned
within frames, to reduce bit error rates and permits channel
re-estimation during dissemination, enhancing overall relia-
bility. Furthermore, to mitigate CSMA/CA latency inherent
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in 802.11p, 802.11bd adopts a strategy of channel contention
allocation across distinct channels, with one designated
as the primary contention channel and the other as the
extension channel, effectively reducing contention overlap.
Unlike the 802.11p standard, which supports multi-channel
operations over a single radio via 1609.4, 802.11bd utilizes
multiple radios. Additionally, 802.11bd leverages 60GHz
mmWave technology, offering significant bandwidth, high
speed, compact antennas, and exceptional throughput through
a number of Modulation and Coding Schemes (MCS).

IV. PROPOSED SYSTEM MODEL
We consider four traffic categories for both NGV and legacy
devices, eachwith different priorities labeled asACX ,k (where
k = 0, 1, 2, 3). Our model incorporates the TXOP function,
accounting for distance effects on the network, wherein the
NGV STAs with four access categories and the non-NGV
STAs with lower priority traffic classes can gain control of
the medium and transmit multiple frames. TXOP bandwidth
is allocated sequentially, frame by frame, until either the
node’s buffer is emptied or the maximum TXOP allocation
limit, denoted as MX ,k frames for traffic class k , is reached
following a successful backoff.

Incoming packets destined for NGV or non-NGV nodes,
categorized by class k , follow a Poisson process with an
arrival rate of λX ,k , where subscript X denotes NGV or non-
NGV STA. Due to differing data rates between non-NGV
and NGV STAs, the duration of the MAC Protocol Data
Unit (MPDU) for the ldY ,k [j] slot varies, with label Y
representing three types of channel access probability
(secondary, primary, channel bonding), and the label j
indicates the distance of each device from the RSU. We
assume a time slot of ω = 13µs for compatibility with legacy
devices. The backoff process is modeled using the queuing
model of each node and the Markov chain model.

In this investigation, we focus on the area around a single
RSU operating in a non-saturation state, situated along a
bidirectional road segment as depicted in Figure 4. The
road segment is divided into multiple regions based on the
RSU’s location, with vehicles in each region having different
payload transmission rates depending on their distance from
the RSU.

In case of channel collision or noise error, the node
initiates a waiting period defined by EIFS, calculated as
AIFSN + ack + 1 slot, before commencing the backoff
process. The probability of no RTS error, denoted as δY ,r ,
is computed as (1 − berY ,k )rts, while the probability of
no CTS error, denoted as δY ,c, is calculated as (1 −

berY ,k )cts, both arising from channel noise. The probability
that neither RTS nor CTS is affected by channel noise is,
then, δY ,k = (1 − berY ,k )rts+cts. Furthermore, probability
that a data transmission is unaffected by channel noise is
σY ,k = (1 − berY ,k )ld ·8+MACheader+ack , with ld representing
the packet size in bytes (MSDU) and berY ,k denoting the bit
error rate in respective channels.

Prior to commencing a backoff countdown for both
non-NGV and NGV devices, and after the medium becomes
busy throughout the backoff countdown, these stations must
wait for a duration defined as AIFSx,k = SIFS+AIFSNx,k ·ω,
where AIFSNx,k is the number specific to non-NGV and
NGV STAs. The initial values for the freezing counters when
k = 0 . . 3 are set as follows: BX ,k = AIFSNX ,k − AIFSNX ,3.
It should be noted that access via AIFSX ,3 is not feasible
as access is synchronized with the end of the previous
dissemination.
The maximum allowable duration for legacy or NGV

devices to access the medium is denoted as AX ,k,max , which
can be defined as

AX ,k,max =

{
AIFSNX ,k−1−AIFSNX ,k , k = 1 . . 3
WX ,0,max , k = 0

(1)

Within the EDCA framework, a station counts down the
backoff counter to zero before each transmission attempt.
In the event of a collision, the backoff strategy must be
repeated with an increase in the backoff window size CWk,i.
The backoff counter is initialized with a value uniformly
distributed in the range of [0, w]. There are a total ofmX ,k +1
backoff phases, starting from phase 0. Although the frame can
be re-transmitted up to R times, the window size will only
expand until it reaches phasemX ,k . The size of the contention
window for access category k in the i-th backoff stage, where
i ranges from 0 to mX ,k , is:

WX ,k,i=

{
2iWX ,k,0, 0 ≤ i ≤ mX ,k

2mX ,kWX ,k,0=WX ,k,max , mX ,k < i ≤ R
(2)

The probability of each slot being idle for both non-NGV
and NGV devices within the AX ,k,max period, without
fallback, when k ranges from 0 to 3, can be formulated as
follows:

fX ,k =

3∏
i=k

(1 − τs,i)nL,i

3∏
j=k

(1 − τb,j)nN ,j (3)

Likewise, the idle probability of IEEE 802.11bd with fallback
can be denoted as:

fL,k =

3∏
i=k

(1 − τs,i)nL,i

3∏
j=k

(1 − τb,j)nN ,j

fN ,k =

3∏
l=k

(1−τp,l)nN ,l

3∏
i=k

(1−τs,i)nL,i

3∏
j=k

(1−τb,j)nN ,j (4)

In the above equations, the transmission probability
for non-NGV devices is represented by τs, while for NGV
devices, it is denoted by τb for the wide channel and
τp for the primary channel. Additionally, nX ,k refers to
the number of legacy and NGV devices in each access
category.
In the absence of fallback, the reduction of the backoff

counter for ACX ,0 occurs within AX ,0,max if the time
slot remains inactive during this period. Consequently, the

VOLUME 12, 2024 71939



F. Abdolahi et al.: Analyzing the Impact of TXOP Allocation on Legacy Devices

associated probability of backoff counter decrement is fX ,0
1−τY ,0

,
where the label Y is employed for both types of channel
access probability. The denominator takes into account the
situation where other ACs are not transmitting when ACX ,0
is in the backoff state. For ACX ,1, the backoff counter
can decrease if the medium is idle during both AX ,0,max
and AX ,1,max . When ACX ,1 is in the backoff state, the
probabilities of a time slot being idle during the AX ,1,max

and AX ,0,max periods are fX ,1
1−τY ,1

and fX ,0
1−τY ,1

, respectively.
The normalized probability of backoff counter decrement for
ACX ,1 is determined during these two periods by combining
the probabilities of idle time slots with the overall probability
of the AX ,1,max period being idle. The probability of backoff
counter decrement in the scenario without fallback for
non-NGV and NGV STAs can be articulated as:

gX ,k =



fX ,0

1 − τY ,0
, k = 0

(1 − f AX ,k,max
X ,k )

fX ,k

1 − τY ,k

+f AX ,k,max
X ,k gX ,k−1

1 − τY ,k−1

1 − τY ,k
, k = 1, 2, 3

(5)

In the context of 802.11bd channel bonding with fallback,
if the secondary channel becomes occupied during the back-
off operation while the primary channel stays unoccupied,
NGV devices have the option to switch to the primary single
channel and transmit the NGV PPDU on it. This investigation
presents models for the NGV channel access probability in
both primary and wide channel operations, denoted as τp and
τb, respectively. In this framework, the probability of backoff
counter decrement for non-NGV STAs can be expressed as:

gL,k =



fL,0

1 − τs,0
, k = 0

(1 − f AL,k,max
L,k )

fL,k

1 − τs,k

+f AL,k,max
L,k gL,k−1

1 − τs,k−1

1 − τs,k
, k = 1, 2, 3

(6)

while the associated probability for an NGV device is

gN ,k =

fN ,0

Pb,0(1 − τb,0) + Qp,0(1 − τp,0)
, k = 0

(1 − f AN ,k,max
N ,k )

fN ,k

Pb,k (1 − τb,k ) + Qp,k (1 − τp,k )
+f AN ,k,max

N ,k gN ,k−1

·
Pb,k−1(1 − τb,k−1) + Qp,k−1(1 − τp,k−1)

Pb,k (1 − τb,k ) + Qp,k (1 − τp,k )
, k = 1, 2, 3

(7)

In the provided equations, gX ,k denotes the probability that
only one ACX ,k accesses the medium during a slot, which
is equivalent to the probability that a ACX ,k transmission
avoids collisions. Here, γX ,k represents the probability of

non-collision during transmission, defined as γX ,k = gX ,k
for k ranging from0 to 3.Additionally,P andQ represent the
access probabilities to the wide channel and primary channel,
respectively, and these probabilities can be computed as:

Pb,0 = (1 − τb,0)nN ,0−1(1 − τp,0)nN ,0−1

·

3∏
i=0

(1 − τs,i)nL,i

3∏
l=1

(1 − τb,l)nN ,l

3∏
j=1

(1 − τp,j)nN ,j

Qp,0 = 1 − Pb,0

Pb,1 = (1 − τb,1)nN ,1−1(1 − τp,1)nN ,1−1

·

3∏
i=0

(1 − τs,i)nL,i

3∏
l=2

(1 − τb,l)nN ,l

3∏
j=2

(1 − τp,j)nN ,j

Qp,1 = 1 − Pb,1

Pb,2 = (1 − τb,2)nN ,2−1(1 − τp,2)nN ,2−1

·

3∏
i=0

(1 − τs,i)nL,i (1 − τb,3)nN ,3 (1 − τp,3)nN ,3

Qp,2 = 1 − Pb,2

Pb,3 = (1 − τb,3)nN ,3−1(1 − τp,3)nN ,3−1
3∏
i=0

(1 − τs,i)nL,i

Qp,3 = 1 − Pb,3 (8)

V. MODELING THE BACKOFF PROCEDURE
We utilized a Discrete TimeMarkov Chain (DTMC) to depict
the backoff process in our model. This model integrates two
counters, namely the backoff counter (j) and the freezing
counter (Bx,k ), assigned to each state of the chain and
a specific backoff phase. The probability PX ,eifs,k , where
k= 0 . . 3, signifies the probability of an EIFS event occurring
for both non-NGV and NGV devices, and its calculation is
expressed as:

PX ,eifs,k = 1 − γX ,kδY ,kσY ,k . (9)

Figure 1 illustrates the fundamental component of the
Markov chain model, showcasing the freezing countdown
process’s behavior for both non-NGV and NGV devices
during the backoff phase, i. It’s important to emphasize that
the value of AIFSNX ,k in the IEEE 802.11bd amendment
remains consistent with that of IEEE 802.11p. However, the
number of states and conditions for state transitions in the
freezing counter differ in the amendment.

The vertical input probability, In1, and the lateral input
probability, In2, act as external inputs for each block. In1
is derived from the preceding backoff phase (i-1), while In2
originates from the previous backoff state (j-1) within the
same backoff phase (i). Notably, In2 is set to zero when the
value of the backoff counter, j = Wk,i − 1.

The freezing block in both Legacy and NGV STAs exhibits
the cumulative state probabilities for all non-zero backoff
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FIGURE 1. Markov chain modeling the backoff process.

counter values as: PX ,k = InX ,2 + (InX ,1 + InX ,2(1 −

gX ,k ))FlX ,k , k = 0. . 3. When k < 3, the value of FlX ,k is

FlX ,k =
1

gX ,k

1+

3∑
i=k+1

AX ,i,max−1∑
n=0

f nX ,i

3∏
l=i+1

f AX ,l,max
X ,l

3∏
i=k+1

f AX ,i,max
X ,i

 (10)

where FlX ,3 = 2
gX ,3

. If, in a product operation, the lower
limit surpasses the upper limit, the product operator results
in 1. In the freezing counter block for both legacy and NGV
devices, when the backoff counter value is zero, there is no
loopback from the bottom state to the top state. Consequently,
the sum of probabilities in the freezing counter block can be
expressed as: PX ,k = InX ,2 + InX ,1gX ,kFlX ,k , k = 0 . . 3.

The Probability Generating Function (PGF) representing
the successful packet transmission time in both legacy and
NGV devices operating without fallback can be formulated

as

StXwo,k = zrts+cts+ldY ,k+3sifs+ack+AIFSX ,k+(avφX ,k+0.5) (11)

while the PGF for the situation where NGV devices operate
with fallback is

StLw,k = zrts+cts+lds,k+3sifs+ack+AIFSL,k+(avφL,k+0.5)

StNw,k = zrts+cts+ldb,k+ldp,k+ack+4sifs+AIFSN ,k+(avφN ,k+0.5)

(12)

Here, avφx,k denotes the average Probability PGF for the
number of packets during the service period with errors.
PGF for unsuccessful bandwidth reservation in legacy and

NGV devices can be computed as

CtXwo,k = γX ,kδY ,r (1 − δY ,c)zrts+sifs+cts+ldY ,k+3sifs+ack

+ (1 − γX ,kδY ,r (1 − δY ,c))zrts+sifs+cts (13)

in no fallback case and

CtLw,k = γL,kδs,r (1 − δs,c)zrts+sifs+cts+lds,k+3sifs+ack

+ (1 − γL,kδs,r (1 − δs,c))zrts+sifs+cts

CtNw,k = γN ,kδY ,r (1 − δY ,c)zrts+sifs+cts+ldb,k+ldp,k+4sifs+ack

+ (1 − γN ,kδY ,r (1 − δY ,c))zrts+sifs+cts (14)

in a situation where NGV devices operate with fallback.
Please find the other formulas and derivations in the

Appendix.

VI. QUEUING MODEL OF A NODE
To comprehensively illustrate the system’s potential out-
comes after the backoff, transmission, and idle states, it is
essential to depict the system with the aid of a timing
diagram and a Markov chain, as shown in Figures 2 and 3,
respectively. Both visualizations are tailored to a particular
traffic class for both types of devices. For each transmission,
a maximum of MX ,k data frames can be consecutively sent.
If an error leads to an unacknowledged data frame, it must
be promptly retransmitted after the initial transmission.
This retransmission can occur within the same TXOP
allocation if there is sufficient available time, or after another
backoff attempt if not. It is imperative to identify all time
intervals between two consecutive transmission attempts,
which include:

• The zeroth backoff phase for class k commences right
after the TXOP transmission ends, as illustrated by the
time interval marked as VX ,0 in Figure 2. It’s worth
noting that the subscript 0 indicates the time index,
not the traffic class index. The PGF for this period
is represented as BX ,k,0(z). To proceed with additional
calculations, we require the LST of this time, denoted as
B∗

X ,k,0(s) = BX ,k,0(exp(−s)). The probability of mass
for the arrival of i frames during this period will be
represented as υ0

X ,k,i. The PGF for the number of frame
arrivals during this time is FX ,k,0(z) = B∗

X ,k,0(λX ,k −

λX ,kz) =
∑

∞

i=1 υ0
X ,k,iz

i.
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• The continuation of the backoff process following
the zeroth phase occurs when a frame arrives during
the zeroth backoff but the transmission attempt is
unsuccessful. This specific period is referred to as VX ,1
in Figure 2. PGF for this time period is BzofX ,k (z) and
its LST is Bzof ∗

X ,k (z) = BzofX ,k (exp(−s)). υ1
X ,k,i is the

mass probability for the arrival of i frames during this
period. FX ,k,1(z) = Bzof ∗

X ,k (λX ,k − λX ,kz) is PGF for
the number of frame arrivals during this period.

• The full backoff phase occurs when the node’s buffer is
not empty after the TXOP transmission, corresponding
to period VX ,2 in Figure 2. The PGF and LST for this
time is BofX ,k (z) and Bof ∗

X ,k (s) = BofX ,k (exp(−s))
respectively. υ2

X ,k,i is the mass probability for the arrival
of i frames during this time. FX ,k,2(z) = Bof ∗

X ,k (λX ,k −

λX ,kz) is PGF for the number of frame arrivals during
this period.

• The node enters an idle state if there were no frame
arrivals during the zeroth backoff, as depicted in the
period I in Figure 2. The first arrival during this idle state
will terminate it and trigger the initiation of AIFSX ,k
traversal.

• The time it takes to traverse through the AIFSX ,k
freezing counter upon exiting the idle state is crucial.
This transmission attempt will succeed only if the
medium remains idle for AIFSNX ,k time slots; other-
wise, a complete backoff procedure is required before
packet transmission can occur. This specific time period
is marked as VX ,3 in Figure 2, and its LST follows
a particular form of V ∗

X ,3(s) = exp(−s.AIFSX ,k ). The
mass probability for the arrival of i frames during this
period will be indicated as υ3

X ,k,i. PGF for the number
of arrivals during this period is FX ,k,3(z) = V ∗

X ,k,3
(λX ,k − λX ,kz).

Modeling the buffer state of the node is essential for both
non-NGV and NGV devices at the commencement of the
TXOP service and after each frame departs during the TXOP
service. The variables q+

X ,K ,i (where k = 0 . .3 and i > 0) and
π

µ
X ,k,i (where µ = 1 . . MX ,K ) signify the mass probability

for having i frames in the buffer at the initiation of the service
and following the departure of the µ-th frame, respectively.
Referring to Figs. 2 and 3, the expression for the node buffer
status at the service’s onset can be represented as:

q+

X ,k,i =

MX ,k∑
µ=1

π
µ
X ,k,0υ

0
X ,k,0

·

f aifsX ,k
X ,0 υ3

X ,k,i−1 + (1 − f aifsX ,k
X ,0 )

i−1∑
j=1

υ3
X ,k,jυ

2
X ,k,i−j


+

MX ,k∑
µ=1

π
µ
X ,k,0υ

0
X ,k,iγX ,kδY ,k

+

MX ,k∑
µ=1

π
µ
X ,k,0

i∑
l=1

υ0
X ,k,l(1 − γX ,kδY ,k )υ1

X ,k,i−l

FIGURE 2. Timing diagram for backoff, idle state, and packet servicing for
legacy and NGV devices where MX ,k = 4.

+

i∑
j=1

π
MX ,k
X ,k,jυ

2
X ,k,i−j (15)

The right-hand side of the above equation comprises four
components. The first component relates to the scenario in
which the node transitions to the idle state after the zeroth
backoff with no frame arrivals. Exiting this idle state occurs
upon the arrival of a frame, leading to two potential outcomes.
If the traversal through the freezing counter AIFSX ,k is
successful, a transmission occurs, and the buffer’s content
increases by the number of frames arriving during the
AIFSX ,k countdown. Conversely, an unsuccessful traversal
throughAIFSX ,k prompts the node to initiate a regular backoff
phase, augmenting the queue length by the number of frames
that arrived during the traversal and the subsequent regular
backoff.

The second component considers the increase of the queue
length when frames arrived during the zeroth backoff phase,
and the first transmission attempt proved successful.

The third component deals with scenarios where frame
arrivals occurred during the zeroth backoff phase, but the
initial transmission attempt failed, leading to the continuation
of the backoff process until a successful transmission was
achieved.

The fourth component characterizes the queue length
when the buffer remains non-empty after the preceding
transmission, requiring the initiation of the regular backoff
process.

Also, we derived generating functions (GFs) for the
number of frames in the node’s queue for both devices at
the beginning of the TXOP service and after each frame
is transmitted. Specifically: Q+

X ,k (z) =
∑

∞

i=1 q
+

X ,k,iz
i, and

5X ,k,µ(z) =
∑

∞

i=1 π
µ
X ,k,iz

i, µ = 1 . .MX ,k .

Q+

X ,k (z) =

∞∑
i=1

zi
MX ,k∑
µ=1

π
µ
X ,k,0υ

0
X ,k,0(f

aifsx,k
X ,0 υ3

X ,k,i−1

+ (1 − f aifsx,kX ,0 )
i−1∑
ȷ=1

υ3
X ,k,jυ

2
X ,k,i−j) +

∞∑
i=1

zi

MX ,k∑
µ=1

π
µ
X ,k,0υ

0
X ,k,iγX ,kδY ,k +

∞∑
i=1

zi
MX ,k∑
µ=1

π
µ
X ,k,0

i∑
l=1

υ0
X ,k,l(1 − γX ,kδY ,k )υ1

X ,k,i−l
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+

∞∑
i=1

zi
i∑

j=1

π
MX ,k
X ,k,jυ

2
X ,k,i−j (16)

After summation (potentially involving a change in the
order of summation), we have

Q+

X ,k (z) = zFX ,k,3(z)
MX ,k∑
µ=1

π
µ
X ,k,0υ

0
X ,k,0

·

(
f aifsX ,k
X ,0 υ3

X ,k,i−1 + (1 − f aifsX ,k
X ,0 )FX ,k,2(z)

)
+ (FX ,k,0(z) − υ0

X ,k,0)
MX ,k∑
µ=1

π
µ
X ,k,0

·

(
δY ,kγX ,k + (1 − δY ,kγX ,k )FX ,k,1(z)

)
+ (5MX ,k (z) − π

MX ,k
X ,k,0)FX ,k,2(z) (17)

PGF for the number of frame arrivals during the frame
service time is formulable for both device types, assuming
NGV devices do not employ fallback, in the following
manner:

AX ,k = eλX ,k (z−1)(ldY ,k+ACK+3sifs) (18)

Similarly, PGF for the number of frame arrivals during the
frame service time for both non-NGV and NGV STAs in the
fallback scenario can be expressed as:

AL,k = e(λL,k (z−1)(lds,k+ACK+3sifs))

AN ,k = e(λN ,k (z−1)(ldb,k+ldp,k+ACK+4sifs)) (19)

Then, we can write AX ,k (z) =
∑

∞

ı=0 aX ,k,izi, where values of
aX ,k,i denote the mass probability of i frame arrivals during
the frame service time. We can similarly express the equation
for the number of frames in the buffer after the first departure
in the TXOP service period as

π1
X ,k,0 = q+

X ,k,1σY ,kaX ,k,0

π1
X ,k,i =

i+1∑
j=1

q+

X ,k,jσY ,kaX ,k,i−j+1

+

i∑
j=1

q+

X ,k,jσY ,kaX ,k,i−j (20)

π
µ
X ,k,0 = π

µ−1
X ,k,1σY ,kaX ,k,0

π
µ
X ,k,i =

i+1∑
j=1

π
µ−1
X ,k,jσY ,kaX ,k,i−j+1

+

i∑
j=1

π
µ−1
X ,k,jσY ,kaX ,k,i−j (21)

For i > 0 (i.e., in the second and fourth equations above), the
initial term on the right-hand side corresponds to the scenario
in which frame transmission was successful and frame leaves
the buffer, while the second term pertains to the case where
frame transmission was unsuccessful.

FIGURE 3. Markov chain model for non-NGV and NGV devices.

The generating function (GF) for the number of frames in
the buffer after each frame is transmitted is

5X ,k,1(z) =

∞∑
i=0

zi
i+1∑
j=1

q+

X ,k,jσaX ,k,i−j+1

+

∞∑
i=1

zi
i∑

j=1

q+

X ,k,jσY ,kaX ,k,i−j (22)
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Upon summation, we derive:

5X ,k,1(z) =
σY ,kAX ,k (z)

z
Q+

X ,k (z)

+ (1 − σY ,k )AX ,k (z)Q
+

X ,k (z)

= Q+

X ,k (z)
AX ,k (z)errfr(z)

z
(23)

where errfr(z) = σ + (1 − σ )z and σ represents the PGF for
the increment in the frame number within the queue due to a
transmission error.

The PGF for the disparity between the number of frame
arrivals and departures during the service of a single frame
can be articulated as

�X ,k (z) =
AX ,k (z)errfr(z)

z
(24)

and then we get

5X ,k,µ(z) = (5X ,k,µ−1(z) − π
µ−1
X ,k,0)�X ,k (z) (25)

Q+

X ,k (z) and 5X ,k,µ(z) are not proper PGFs as they do
not equal 1. These are GFs incorporating mass probability
distributions for the queue length at a specific observation
point within the system. However, the sum of probabilities
of system states at the initiation of service and after each
transmission must add up to one. Therefore, it follows that
Q+

X ,k (1) +
∑MX ,k

µ=1 5X ,k,µ(1) equals 1. To address this, it is
necessary to express all GFs of 5X ,k,µ(z) as functions of
Q+

X ,k (z):

5X ,k,2(z) = Q+

X ,k (z)�X ,k (z)2 − π1
X ,k,0�X ,k (z)

5X ,k,3(z) = Q+

X ,k (z)�X ,k (z)3 − π1
X ,k,0�X ,k (z)2

− π2
X ,k,0�X ,k (z)

. . .

5X ,k,µ(z) = Q+

X ,k (z)�X ,k (z)µ −

µ−1∑
j=1

π
j
X ,k,0�X ,k (z)µ−j

(26)

So we can obtain

Q+

X ,k (z)

=
zFX ,k,3(z)υ0

X ,k,0
∑MX ,k

µ=1 π
µ
X ,k,0

1 − FX ,k,2(z)�X ,k (z)MX ,k

(σY ,k f
aifsx,k
X ,0 + (1 − σY ,k f

aifsx,k
X ,0 )FX ,k,2(z))

1 − FX ,k,2(z)�X ,k (z)MX ,k

+
(FX ,k,0(z) − υ0

X ,k,0)
∑MX ,k

µ=1 π
µ
X ,k,0[δY ,kγX ,k + FX ,k,1(z)

1 − FX ,k,2(z)�X ,k (z)MX ,k

(1 − δY ,kγX ,k )] − FX ,k,2(z)
∑MX ,k

j=1 π
j
X ,k,0�X ,k (z)MX ,k−j

1 − FX ,k,2(z)�X ,k (z)MX ,k

(27)

After multiplying both the numerator and denominator by
zMX ,k , we obtain:

Q+

X ,k (z) =
zMX ,k+1FX ,k,3(z)υ0

X ,k,0

zMX ,k − FX ,k,2(z)(z�X ,k (z))MX ,k

·

MX ,k∑
µ=1

π
µ
X ,k,0(σY ,k f

aifsX ,k
X ,0 +(1−σY ,k f

aifsX ,k
X ,0 )FX ,k,2(z))

+
zMX ,k (FX ,k,0(z) − υ0

X ,k,0)

zMX ,k − FX ,k,2(z)(z�X ,k (z))MX ,k

·

MX ,k∑
µ=1

π
µ
X ,k,0[δY ,kγX ,k + FX ,k,1(z)(1 − δY ,kγX ,k )]

−

zMX ,kFX ,k,2(z)
MX ,k∑
j=1

π
j
X ,k,0�X ,k (z)MX ,k−j

zMX ,k − FX ,k,2(z)(z�X ,k (z))MX ,k
(28)

The sum of the GFs for the frame queue length after
all frame transmissions within the service period can be
expressed as follows:

5X ,k,tot (z) =

MX ,k∑
µ=1

5X ,k,µ(z)

5X ,k,tot (z) =
�X ,k (z)

1 − �X ,k (z)MX ,k

·

Q+

X ,k (z)(1 − �X ,k (z)) −

MX ,k−1∑
j=1

π
j
X ,k,0

+

MX ,k−1∑
j=1

π
j
X ,k,0�X ,k (z)MX ,k−j

 (29)

Now, let’s formulate the probability that the node buffer is
empty after the TXOP service. For the function Q+

X ,k (z) to be
analytic within the range | z | < 1, it is crucial for the zeros of
the polynomials in both the denominator and the numerator
to be identical. According to Rouché’s theorem, the count of
roots of the denominator isMX ,k . Clearly, z = 1 is one of the
roots; the remainingMX ,k − 1 roots can be determined using
Lagrange’s theorem [28], as follows:

zX ,k,j =

∞∑
X=1

e2π j(n+1)
√

−1/MX ,k

(n+ 1)!

·
dn−1

dzn−1 (FX ,k,2(z)(AX ,k (z)errfr(z))MX ,k )
n+1
MX ,k (30)

where j = 1 . . MX ,k − 1 is the index of the root. Upon
substituting these MX ,k − 1 roots in the numerator of (28),
we derive a set of equations for each traffic class k as

0 = zX ,k,jFX ,k,3(zX ,k,j)υ0
X ,k,0

·

MX ,k∑
µ=1

π
µ
X ,k,0[σY ,k f

aifsX ,k
X ,0 +(1−σY ,k f

aifsX ,k
X ,0 )]FX ,k,2(zX ,k,j)
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+ (FX ,k,0(zX ,k,j) − υ0
X ,k,0)

·

MX ,k∑
µ=1

π
µ
X ,k,0[δY ,kγX ,k + (1 − δY ,kγX ,k )FX ,k,1(zX ,k,j)]

−FX ,k,2(zX ,k,j)
MX ,k∑
j=1

π
j
X ,k,0�X ,k (zX ,k,j)(MX ,k−j) (31)

The final set of equations, the MX ,k -th, is obtained by
imposing the condition that the cumulative mass probabilities
of the buffer queue length across all observation points
sum up to 1, expressed as Q+

X ,k (1) + 5+

X ,k,tot (1) = 1.
Yet, to ascertain Q+

X ,k (1) and 5+

X ,k,tot (1), the application of
l’Hôpital’s rule leads to

MX ,k (1 − ρ′
X ,k ) − λX ,kF ′

X ,k,2(1)

=

MX ,k∑
µ=1

π
µ
X ,k,0(MX ,k + 1)

·
[
υ0
X ,k,0 + λX ,kυ

0
X ,k,0F

′

X ,k,3(1)

+ λX ,kυ
0
X ,k,0F

′

X ,k,2(1)(1 − f aifsX ,k
X ,0 σY ,k )

+ λX ,kF ′

X ,k,0(1) − λX ,kF ′

X ,k,2(1)

+ (1 − υ0
X ,k,0)λX ,kF ′

X ,k,1(1)(1 − δY ,kγX ,k )
]

+ (λX ,kF ′

X ,k,2(1) + (1 − ρ′)
MX ,k−1∑

µ=1

π
µ
X ,k,0(MX ,k − µ))

(32)

where ρ′
X ,k signifies the scaled offered load, incorporating

transmission failures. In no fallback case, ρ′
X ,k for legacy and

NGV devices can be defined as

ρ′
X ,k = λX ,k (ldY ,k + ack + 3sifs) + (1 − σY ,k ) (33)

Similarly, we can derive ρ′
X ,k for both types of devices in the

fallback case as follows

ρ′
L,k = λL,k (lds,k + ack + 3sifs) + (1 − σs,k )

ρ′
N ,k = λN ,k (ldb,k + ldp,k + ack + 4sifs) + (1 − σY ,k )

(34)

The PGF for the number of frames transmitted, encompass-
ing both successful transmissions and failures, throughout the
TXOP service period, can be computed as

8N ,k (z) =
1

5N ,k,tot (1)

·

MN ,k−1∑
µ=1

π
µ
N ,k,0z

µ
+ zMN ,k

5N ,k,tot (1)−
MN ,k−1∑

µ=1

π
µ
N ,k,0

 (35)

VII. MARKOV CHAIN MODEL
The complete Markov chain for a single traffic class is
depicted in Figure 3. A Markov chain illustrates the behavior
of the CSMA/CA algorithm in the context of both legacy
and NGV devices, encompassing four distinct traffic classes.
It represents a stochastic process characterized by a stationary
distribution of states, denoted as yX ,k,i,j,b. Here, the symbol
X ∈ (L,N ) denotes legacy and NGV devices, respectively.
Additionally, the variable k = 0 . . 3 denotes the traffic
category, while i = 0 . . mX ,k denotes the specific backoff
phase index. The variable j = 0 . . WX ,k,i − 1 represents
the value of the backoff counter, while b = 0 . . BX ,k is the
freezing counter value. In this specific Markov chain, state
transitions can occur only during an idle state in the medium
and when a particular requirement is met. Even though the
zeroth backoff process must be performed irrespective of
the buffer’s occupancy, we have presented distinct zeroth
backoff sequences for when the buffer is empty (depicted
as a vertical sequence of backoff states) and when it is not
(displayed as the first horizontal row of backoff states). This
duplication aims to clarify the transition into the idle state.
The probability of entering the vertical zeroth backoff stage
is denoted as

PpX ,k = τY ,kγX ,kδY ,kπ
∗

X ,k,0 (36)

Here, τY ,k represents the transmission probability in the
primary, secondary, and wide channels. Within our model,
π∗

X ,k,0 represents the connection between the queuing and
Markov chain models that can be defined as follows

π∗

X ,k,0 =

∑MX ,k
µ=1 π

µ
X ,k,0

5X ,k,tot (1)
(37)

The standard requires that nodes initiate a proactive
backoff of WX ,k,0 immediately following a successful
transmission, even in the absence of data in the node’s buffer.
To depict this situation, we have employed states denoted as
yX ,k,i,j,b, where i = −2 and j ranges from 0 to WX ,k,0 − 1.
When the node buffer remains empty after the backoff count,
the node transitions into the idle state. The probability of
entering the idle state is denoted as τY ,kδY ,kγX ,kπ

∗

X ,k,0υ
0
X ,k,0.

To calculate the count of frame arrivals during the frame
service time, we suppose that these arrivals follow a Poisson
process with a frame arrival rate denoted as λX ,k . This means
that the inter-arrival time between consecutive frame arrivals
follows an exponential distribution with the parameter λX ,k .
The PGF for the number of arrivals within a fixed time
interval, which in this case corresponds to the frame service
time, is achieved from this exponential distribution. Referring
to the branching behavior observed in the Markov chain
illustrated in Figure 3, we can express the LST for the distance
between two service periods in terms of backoff slots as

D∗
X ,k (s)

= StX ,k (e−s)
{
π∗

X ,k,0BX ,k,0(e−s)υ0
X ,k,0

λX ,k

λX ,k + s
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·
[
f AIFSX ,k
X ,0 σY ,k + (1 − f AIFSX ,k

X ,0 σY ,k )BofX ,k (e−s)
]

+ π∗

X ,k,0(1 − υ0
X ,k,0)BX ,k,0(e−s)δY ,kγX ,k

+(1−δY ,kγX ,kBzofX ,k (e−s))(1−π∗

X ,k,0)BofX ,k (e−s)
}
(38)

When there is no data in the node buffer, the frame service
time is determined by subtracting the waiting time for the
arrival of the frame.

Tt∗X ,k (s)

= StX ,k (e−s)
{
π∗

X ,k,0BX ,k,0(e−s)υ0
X ,k,0

·
[
f AIFSX ,k
X ,0 σY ,k + (1 − f AIFSX ,k

X ,0 σY ,k )BofX ,k (e−s)
]

+ π∗

X ,k,0(1 − υ0
X ,k,0)BX ,k,0(e−s)δY ,kγX ,k

+ (1−δY ,kγX ,kBzofX ,k (e−s))(1−π∗

X ,k,0)BofX ,k (e−s)
}
(39)

In this context, υ0
X ,k,0 is defined as B∗

X ,k,0(λx,k ), where
B∗

X ,k,0(s) = BX ,k,0(e−s) signifies the probability of no
frame arrivals during the zeroth backoff on the corresponding
channels. The mean value of Tt∗X ,k (s) is TtX ,k =

dTt∗X ,k (s)
ds .

Probability that a device remains idle as

PX ,k,idle = 1 −
TtX ,k

DX ,k
(40)

The probability of entering the idle state occurs when
the node’s buffer remains empty after the proactive backoff
countdown. This state persists until a new frame arrives.
If the medium is found to be idle upon leaving the idle
state, a freezing countdown is initiated. When the countdown
reaches zero and the medium is still idle, the frame
transmission commences. However, if the medium becomes
busy during the freezing countdown, a new backoff phase is
triggered.

The probability of detecting an idle medium is denoted
as fX ,0, while the probability of encountering no collision is
labeled as γX ,0 for each access category and for legacy and
NGVdevices. In the final state of the block, access is achieved
with a probability of yX ,k,0 = PpX ,kυ

0
X ,k,0f

AIFSX ,k
X ,0 . The sum

of probabilities within the initial freezing block following
the idle state, initiated during active medium conditions,
is expressed as:

SX ,k,−1 = PpX ,kυ
0
X ,k,0

AIFSX ,k∑
i=0

f iX ,0 (41)

After the initial proactive backoff phase, known as the
‘‘zeroth’’ phase, the access to the medium occurs with a
probability represented by yX ,k,−2,0,0 = PpX ,k (1 - υ0

X ,k,0).
The sum of probabilities within the proactive zeroth backoff
phase, which initiates with an empty buffer when i = −2,
is calculated as follows:

SX ,k,−2 =
PpX ,k

WX ,k,0
[FlX ,k + (FlX ,k + 1)(WX ,k,0 − 1)

+ 0.5(1 + (1 − γX ,k )FlX ,k )(WX ,k,0 − 1)

.(WX ,k,0 − 2)] (42)

The input probability for each block of the zeroth backoff
phase, which is initiated when the buffer is not empty, can
be acquired as

PinX ,k,0 =
1

WX ,k,0
[τY ,kγX ,kδY ,k (1 − π∗

X ,k,0)

+ yX ,k,mX ,k ,0,0(1 − γX ,kδY ,k )

+ PpX ,kυ
0
X ,k,0(1 − f AIFSX ,k

X ,k σY ,k )

+ PpX ,k (1 − υ0
X ,k,0)γX ,kδY ,k (1 − π∗

X ,k,0)] (43)

where yX ,k,mk ,0,0 can be computed as

yX ,k,mX ,k ,0,0 =
τY ,kγX ,kδY ,k (1 − γX ,kδY ,k )R

1 − (1 − γX ,kδY ,k )R+1 (44)

The state within the initial backoff phase can occur under
the following circumstances: when the buffer remains occu-
pied after the zeroth proactive backoff, when a transmission
attempt after the zeroth proactive phase fails, or when the
freezing counter fails to complete successfully after exiting
the idle state. The corresponding input probability is thus
calculated as:

PinX ,k,1 =
1

WX ,k,1
[PinX ,k,0WX ,k,0(1 − γX ,k,0δY ,k )

+ PpX ,k (1 − υ0
X ,k,0)(1 − γX ,kδY ,k )] (45)

The input probability for each block during the i-th backoff
attempt, where i ranges from 2 to R, can be derived as:

PinX ,k,l = PinX ,k,1WX ,k,1
(1 − γX ,kδY ,k )l−1

WX ,k,l
(46)

The access probability after each horizontal backoff stage
is denoted as yX ,k,i,0,0 = PinX ,k,i when i = 0 . . R. The
normalization condition can be expressed as follows:

1 = SX ,k,−2 + PX ,k,idle + SX ,k,−1

+ FlX ,k

R∑
i=0

PinX ,k,i + 0.5(1 + (1 − gX ,k )FlX ,k )

·

R∑
i=0

(WX ,k,i − 2)(WX ,k,i − 1)PinX ,k,i

+ (FlX ,k + 1)
R∑
i=0

(WX ,k,i − 1)PinX ,k,i (47)

Due to the interconnected nature of all nodes through
their participation in the medium, it was essential to
tackle a system comprising eight equation subsystems. Each
subsystem corresponds to the Markov chain associated with
a particular pairing of device types labeled as X and traffic
class represented as k . This strategy enabled us to calculate
the values for γX ,k , fX ,k , and τY ,k .
If we consider the frames that arrived during the frame

service time, the total response time can be computed, as the
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FIGURE 4. Data rates are affected by distance, particularly in a road segment with a central Roadside Unit (RSU).

number of frames remaining after the departure of a frame
is equivalent to the number of frames that arrived while the
target frame was in the system. If we denote the LST of the
response time for each traffic class in their corresponding
channels as W ∗

X ,k (s), the PGF for the number of frames left
after a frame departure can be expressed as

5X ,k,tot (z)
5X ,k,tot (1)

= W ∗
X ,k (λx,k − zλx,k )z�X ,k (z) (48)

Because of the PASTA (Poisson Arrivals See Time Aver-
ages) property of M/G/1 systems, the distribution probability
of the number of frames in the system at the time of arrival
is identical to the distribution of the number of frames
in the system at any arbitrary time. Hence, 5X ,k (z) also
shows the distribution probability of buffer occupancy at an
arbitrary time, allowing for the analysis of buffer occupancy
probabilities at different time instances within the M/G/1
system. By substituting s = λx,k − λx,kz, we derive the LST
of the waiting time as:

W ∗
X ,k (s) =

5X ,k,tot (1 −
s

λx,k
)

(1 −
s

λx,k
)5X ,k,tot (1)�X ,k (1 −

s
λx,k

)
(49)

and its mean value is

WX ,k =
1

λX ,k
[
5′
X ,k,tot (1)

5X ,k,tot (1)
− ρ′

X ,k ] (50)

VIII. PERFORMANCE EVALUATION
We assessed the influence of TXOP allocation on low-priority
access categories of legacy devices and examined the impact
of distance on IEEE 802.11bd channel bonding, considering
scenarios with and without fallback for both non-NGV
and NGV devices. This evaluation was conducted using an
analytical model solved through Maple from Maplesoft, Inc.
Our study involved the modeling of NGV and legacy STAs,
categorizing them into four traffic classes denoted as ACX ,k
where k = 0, 1, 2, 3 respectively, based on distinct priorities.

For both legacy and NGV devices, frames of access class k
followed a Poisson process with uniform arrival rates λX ,k =

λ, measured in packets per second per station. However,

the bit error rate varied depending on the channel type:
berL,k = 2 · 10−6 for legacy devices and berN ,k = 5 · 10−6

for NGV STAs.
Maintaining a consistent packet size of 500 bytes for both

non-NGV and NGV devices, the duration of packets varied
due to differences in data rates and, potentially, the distance
between the vehicle and the RSU. We assumed each access
class, for both legacy and NGV standards, consisted of five
devices. In addition, our analysis encompassed the operation
of NGV devices across all access categories and legacy
devices specifically for low-priority traffic classes, both with
and without fallback, with the maximum number of frames
when TXOP is employed set atMX ,k = 2 or 4.

In our experimentation, we consider distance as depicted
in Figure4. Lower data rates lead to prolonged packet
transmission times. To ensure a varied set of results, we have
strategically distributed devices uniformly at different dis-
tances from the RSU. Key parameter values for both legacy
and NGV devices are summarized in Table 1.

In all Figures, the top row diagrams showcase outcomes
when NGV devices refrain from utilizing fallback, whereas
the bottom row diagrams illustrate corresponding results with
fallback. In each diagram, results for legacy devices are
illustrated using symbols: black crosses for AC0, blue
squares for AC1, red circles for AC2, and green diamonds
for AC3. Conversely, outcomes for NGV devices are
presented with lines: solid black lines for AC0, dash-dot
blue lines for AC1, dashed red lines for AC2, and dotted
green lines for AC3. Table 2 summarizes this notation.
We also conducted simulations using ns3 with MX4 for

both non-NGV and NGV devices. The diagrams in Figs. 6, 7,
and 8 include both analytical results shown with green,
red, blue, and black lines and symbols, and simulation
results, shown with pink lines and symbols; as above, lines
correspond to NGV devices while symbols correspond to
legacy, non-NGV devices.

Figure 5 depicts the mean number of error-free frames
transmitted within the TXOP service period across varying
values of the TXOP limitMX ,k for both NGV and non-NGV
devices, taking into account the distance impact. Despite

VOLUME 12, 2024 71947



F. Abdolahi et al.: Analyzing the Impact of TXOP Allocation on Legacy Devices

TABLE 1. Parameter values.

TABLE 2. Symbols in the diagrams.

FIGURE 5. Mean number of frames sent per TXOP period.

the uniform TXOP allocation for all traffic classes of NGV
devices and the two lower-priority classes of legacy devices,
minimal enhancements are observed for ACX ,0 and ACX ,1

FIGURE 6. Mean number of frames sent per TXOP period when M = 4.
Top row: results for legacy devices; bottom row: results for NGV devices.
Pink symbols and lines denote simulation results.

with increased allocation. Conversely, NGV higher-priority
classes exhibit only slight to moderate improvements in
throughput.

While low-priority traffic classes of NGV devices outper-
form their counterparts from legacy devices in scenarios with-
out fallback, it is noteworthy that low-priority traffic classes
of non-NGV devices exhibit superior performance compared
to their NGV counterparts when fallback mechanism is in
place. This may be attributed to the suspension of the target
station’s arbitration counters and backoff counter throughout
the TXOP periods, applying to all nodes attempting to access
the medium during the target station’s backoff process. The
protracted duration of the arbitration countdown enhances the
likelihood of NGV higher-priority traffic classes obtaining
access during the target station’s arbitration countdown. The
prolonged countdown period creates additional opportunities
for other traffic classes to access the medium while the target
station is in the arbitration and countdown phase.

Mean waiting time in the device queue is depicted in
Figure 7. As can be seen, there is discernible prioritization
of traffic classes, with packets from higher-priority classes
experiencing significantly shorter waiting times compared to
those from lower-priority classes for both types of devices,
regardless of whether NGV devices utilize fallback or not.

In both scenarios, the mean waiting time tends to decrease
as the value of MX ,k in the network increases for both types
of devices. When there is no fallback, mean waiting times for
NGV devices are marginally lower than the corresponding
values for legacy devices.
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FIGURE 7. Mean waiting time in the device queue.

FIGURE 8. Mean waiting time when TXOP limit is M = 4. Pink symbols
and lines denote simulation results.

In the case where NGV devices employ fallback mech-
anisms, legacy lower-priority traffic experiences shorter
waiting times, especially at higher TXOP limits. However,
mean waiting times for higher-priority classes AC2 and

FIGURE 9. Mean access time.

FIGURE 10. Mean access time when TXOP limit is M = 4. Pink symbols
and lines denote simulation results.

AC3 for legacy and NGV devices are approximately equal
when comparing legacy and NGV devices with fallback.

Figure 9 illustrates the mean access time for different
access categories in both scenarios. The results indicate that
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FIGURE 11. Idle probability.

traffic classes originating from NGV devices outperform
those from legacy devices in the absence of fallback
mechanism, irrespective of considering the distance impact
and the increase in the MX ,k parameter. When NGV devices
employ the fallback mechanism, the performance of legacy
devices is further enhanced.

Notably, low-priority traffic classes (AC0 andAC1) demon-
strate superior performance compared to NGV devices,
especially at higher values of MX ,k . Conversely, the
higher-priority traffic classes (AC2 and AC3) from legacy
devices exhibit marginally improved performance as MX ,k
increases, due to the reduced medium occupancy time by
NGV devices in the fallback scenario.

In both scenarios, the mean access time decreases for
both legacy and NGV devices with an increase in MX ,k ,
considering the distance effect on the network.

Figure 11 illustrates the probability of an access cate-
gory transitioning to an idle state after completing packet
servicing. In scenarios with low packet arrival rates, the
system predominantly remains idle. However, as the packet
arrival rate increases, the probability of the medium being
idle gradually diminishes. The service of up to MX ,k
packets for NGV devices and lower-priority traffic classes
of legacy devices during the TXOP period contributes to a
gradual decline in idle probability as the packet arrival rate
rises. In this scenario, non-NGV devices do not exhibit an
accelerated decrease in the idle probability in lower priority
classes, and the network does not reach the saturation regime
quickly in both approaches.

FIGURE 12. Access probability.

In instances where NGV devices employ fallback, their
idle probability decreases as packet transmissions on the
primary channel prolong, resulting in higher idle probability
values for legacy devices compared to NGV devices. With
a higher number of packets serviced per TXOP period, the
low-prioritized categories of NGV devices face nearing satu-
ration under higher traffic loads. NGV devices operating on
the wide channel without fallback achieve higher efficiency
as their idle probability remains elevated. Across all cases,
it is evident that EDCA traffic prioritization leads to higher
idle probability values for traffic classes with higher priority,
both for legacy and NGV devices.

Figure 12 illustrates the medium access probability. As the
packet arrival rate increases, devices attempt to access
the medium more frequently, leading to a gradual rise in
access probability. In the scenario without fallback, legacy
devices outperform NGV devices because NGV devices
require both the primary and secondary channels to be idle
before accessing the medium, while non-NGV devices only
utilize the secondary channel. However, the performance of
NGV STAs in higher-priority traffic classes improves with
increasing packet arrival rate and TXOP limit, taking into
account the distance effect on the network.

Conversely, whenNGVdevices operate with fallback, their
access probability improves, especially in higher-priority
traffic classes, as switching to operation on the primary
channel effectively separates their transmission from that of
a legacy device on the secondary channel. As before, access
probability for NGV devices improves with an increase in the
TXOP limit, and we consider the distance effect on them.
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FIGURE 13. Success probability.

Figure 13 depicts the probability of successfully transmit-
ting a frame. In instances where NGV devices refrain from
using fallback, the performance disparity between legacy
and NGV devices is minimal, particularly under low traffic
loads, especially at higher TXOP limit values. Interestingly,
the success probability for NGV devices utilizing fallback is
slightly inferior to that of non-NGV devices.

The diagrams presented in Figure 14 show mean backoff
time. As can be seen, higher-priority traffic classes of
non-NGV and NGV devices, namely AC3 and AC2, employ
smaller AIFS and contention window settings, and their
mean backoff times tend to be significantly shorter than
those observed for lower-priority classes. The difference is
less noticeable at lower packet arrival rates because backoff
procedures end sooner due to reduced contention, but it
become more pronounced as packet arrival rate increases,
for both legacy and NGV devices. Legacy devices generally
outperform NGV devices that don’t use fallback, esp. for
higher-priority traffic classes, and also NGV devices that use
fallback.

Figure 15 illustrates the probability of the device buffer
being empty after packet departure for various MX ,k values,
distinguishing between NGV and non-NGV STAs. NGV
devices, without fallback, outperform their legacy counter-
parts across all traffic classes, particularly when the TXOP
limit is higher. However, with fallback in use, legacy devices
demonstrate superior performance in all traffic categories,
especially in lower-priority traffic.

For both NGV and non-NGV devices, high-priority access
categories are more likely to have an empty buffer after

FIGURE 14. Mean backoff time.

FIGURE 15. Empty buffer probability.

packet departure due to shorter backoff times. In contrast,
lower-priority access classes experience longer backoff times,
resulting in a different performance scenario.
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We note that the simulation results are very close to
those obtained from the analytical model, which confirms the
validity of the analytical model as an accurate representation
of the behavior of IEEE 802.11bd networks with coexisting
NGV and legacy devices.

IX. CONCLUSION
Our study investigates the performance of both NGV and
legacy, non-NGV devices in V2X communication that bridge
the transition from IEEE 802.11p to IEEE 802.11bd stan-
dards. By introducing an analytical framework combining
queuing analysis and Markov chain analysis, we have
addressed the complexities of TXOP allocation in coex-
isting legacy and NGV device environments. Our findings
underscore the importance of balanced TXOP allocation for
efficient communication, with observed improvements in
throughput for NGV devices and consideration of vehicle-to-
RSU distance. Moreover, our analysis of EDCA saturation
states and the impact of RSU transmission coverage high-
lights the necessity of aligning network parameters to prevent
saturation and ensure seamless integration of diverse device
types.

Our future research will delve into exploring the practical
applications of IEEE 802.11bd communication technology
across different scenarios and optimizing parameter values
based on specific road conditions and application needs.

APPENDIX. MODELING THE BACKOFF PROCESS
PGF for the successful transmission duration on the sec-
ondary and wide channels by legacy and NGV devices
without fallback, respectively, during the period AX ,r , where
r = 0 to 3, can be formulated as

SwXw0,r =

3∑
i=r

nL,iτs,iStLw0,i +
3∑
j=r

nN ,jτb,jStNw0,j

3∑
i=r

nL,iτs,i +

3∑
j=r

nN ,jτb,j

(51)

While the PGFs correspond to the scenario where NGV
devices utilize fallback in both legacy and NGV devices can
be expressed as

SwLw,r =

3∑
i=r

nL,iτs,iStLw,i +

3∑
j=r

njτb,jStNw,j

3∑
i=r

nL,iτs,i +

3∑
j=r

nN ,jτb,j

(52)

SwNw,r =

3∑
i=r

nL,iτs,iStLw,i

3∑
i=r

nL,iτs,i +

3∑
j=r

(Pb,jnN ,jτb,j + Qp,jnN ,jτp,j)

+

3∑
j=r

(Pb,jnN ,jτb,j + Qp,jnN ,jτp,j)StNw,j

3∑
i=r

nL,iτs,i +

3∑
j=r

(Pb,jnN ,jτb,j + Qp,jnN ,jτp,j)

(53)

When NGV devices don’t use fallback, the probabilities
Pax,l that freezing counters of non-NGV andNGVSTAswith
ACx,k < l will be restarted due to successful transmission on
secondary and wide channels in the period Ax,l , where l =

1 . . 3, are

PaXwo,l =

 3∑
i=l

nL,iτs,i

1 − τs,l
+

3∑
j=l

nN ,jτb,j

1 − τb,j


·

3∏
i=l

(1 − τs,l)nL,l

3∏
j=l

(1 − τb,j)nN ,j (54)

so that probability of their arbitration counters restarting due
to collision is PcXwo,l = 1 − fX ,l − PaXwo,l, l = 1 . . 3.

Likewise, the probability that arbitration counters of both
legacy and NGV devices employing fallback will restart due
to successful transmissions on secondary, wide, and primary
channels during the period Ax,l , where l = 1 . . 3, can be
derived as

PaLw,l =

 3∑
i=l

nL,iτs,i

1 − τs,l
+

3∑
j=l

nN ,jτb,j

1 − τb,j


·

3∏
i=l

(1 − τs,l)nL,l

3∏
j=l

(1 − τb,j)nN ,j

PaNw,l =

 3∑
i=l

nL,iτs,i

1 − τs,l
+

3∑
j=l

nN ,j(Pb,jτb,j + Qp,jτp,j)
Pb,j(1 − τb,j)Qp,j(1 − τp,j)


·

3∏
i=l

(1−τs,l)nL,l

3∏
j=l

Pb,j(1−τb,j)nN ,jQp,j(1−τp,j)nN ,j

(55)

while probability of the arbitration counters in legacy and
NGV devices restarting due to collision can be expressed as
PcXw,l = 1 − fX ,l − PaXw,l, l = 1 . . 3.
When k = 3, the arbitration counter does not undergo

a restart. Therefore, ACX ,3 must traverse through AIFSNX ,3
slots before initiating transmission. As the result, PGF for
the time duration spent in the arbitration countdown can be
expressed as

BfnlX ,3 = zAIFSNX ,3 (56)

The generalized form for the PGF of the freezing countdown
time is

BfnlX ,k =
BfnlnX ,k

BfnldX ,k
, k = 0 . . 2 (57)
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where BfnlnX ,k = zAIFSNX ,k
∏3

i=k+1(fX ,iz)AX ,i,max and

BfnldX ,k = 1 −

3∑
i=k+1

PaX ,iSwX ,i(z) + PcX ,iCtX ,i(z)
1 − fX ,i

·

AX ,i,max−1∑
n=0

(zfX ,i)n(1 − fX ,i)z
3∏

l=i+1

(zfX ,i)AX ,i,max

The last equations allow us to determine the PGF for the
duration of the arbitration countdown.

Regular backoff countdown begins when the arbitration
counter reaches zero and the medium is idle. Certainly,
if any activity takes place on the medium during the backoff
countdown, the countdown is interrupted and suspended.
In the no-fallback approach, we can determine the probability
of the backoff countdown being suspended in both legacy and
NGV devices by employing the Markov chain model in the
following manner:

PbsLwo,k,l =

(
3∑
i=l

nL,iτs,i

(1−τs,i)(1−τs,k )
+

3∑
i=l

nN ,iτb,i

(1−τb,i)(1−τs,k )

)

·

3∏
u=l

(1−τs,u)nL,u

3∏
u=l

(1−τb,u)nN ,u

−
τs,k

(1 − τs,k )2

3∏
u=l

(1−τs,u)nL,u

3∏
u=l

(1−τb,u)nN ,u

(58)

PbsNwo,k,l =

(
3∑
i=l

nL,iτs,i

(1−τs,i)(1−τb,k )
+

3∑
i=l

nN ,iτb,i

(1−τb,i)(1−τb,k )

)

·

3∏
u=l

(1−τs,u)nL,u

3∏
u=l

(1−τb,u)nN ,u

−
τb,k

(1 − τb,k )2

3∏
u=l

(1−τs,u)nL,u

3∏
u=l

(1−τb,u)nN ,u

(59)

In both cases, l ≤ k .
The probability of the backoff counter being interrupted by

a collision in both types of devices can be calculated as:

PbcLwo,k,l = 1 −
fL,k

1 − τs,k
− PbsLwo,k,l (60)

PbcNwo,k,l = 1 −
fN ,k

1 − τb,k
− PbsNwo,k,l (61)

where l ≤ k , as before.
Similarly, the probability of the backoff countdown being

suspended due to successful transmission, if NGV devices
employ fallback, is

PbsLw,k,l

=

(
3∑
i=l

nL,iτs,i

(1−τs,i)(1−τs,k )
+

3∑
i=l

nN ,iτb,i

(1−τb,i)(1−τs,k )

)

·

3∏
u=l

(1−τs,u)nL,u

3∏
u=l

(1−τb,u)nN ,u

−
τs,k

(1 − τs,k )2

3∏
u=l

(1−τs,u)nL,u

3∏
u=l

(1−τb,u)nN ,u

(62)

for legacy devices, and

PbsNw,k,l =

(
3∑
i=l

nL,iτs,i

(1−τs,i)(1−τb,k )

3∏
u=l

(1−τs,u)nL,u

−
τb,k

(1 − τb,k )2

3∏
u=l

(1−τs,u)nL,u

)

+ Pb,k

(
3∑
i=l

nN ,iτb,i

(1−τb,i)(1−τb,k )

3∏
u=l

(1−τb,u)nN ,u

−
τb,k

(1 − τb,k )2

3∏
u=l

(1−τb,u)nN ,u

)

+ Qp,k

(
3∑
i=l

nN ,iτp,i

(1−τp,i)(1−τp,k )

3∏
u=l

(1−τp,u)nN ,u

−
τb,k

(1 − τb,k )2

3∏
u=l

(1−τp,u)nN ,u

)
(63)

for NGV devices.
Subsequently, the probability of the backoff counter being

interrupted due to a collision for both legacy and NGV
devices can be written as

PbcLw,k,l = 1 −
fL,k

1 − τs,k
− PbsLw,k,l

PbcNw,k,l = 1−
fN ,k

Pb,k (1−τb,k )+Qp,k (1−τp,k )
−PbsNw,k,l

(64)

where l ≤ k .
PGF for the non-zero value of the backoff counter in the

vertical transfer in no fallback case is

BflX ,k (z)=

fX ,k
1−τX ,k

zBfnlX ,k (z)

1 − z(PbsX ,k,kSwX ,k (z)+PbcX ,k,kCtX ,k )
(65)

while the corresponding PGFs when NGV devices use
fallback are

BflLw,k (z)=

fL,k
1−τs,k

zBfnlX ,k (z)

1−z(PbsLw,k,kSwLw,k (z)+PbcLw,k,kCtLw,k )

BflNw,k (z) =

fN ,k
Pb,k (1−τb,k )+Qp,k (1−τp,k )

zBfnlX ,k (z)

1 − z(PbsNw,k,kSwNw,k (z) + PbcNw,k,kCtNw,k )
(66)

Likewise, PGFs for lateral transfer, connecting backoff
arbitration blocks, can be written as

BfsX ,0(z) = gX ,0z+ (PbsX ,0,0SwX ,0(z)
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+ PbcX ,0,0CtX ,0(z))BflX ,0(z)

BfsX ,1(z) = gX ,1z+

[
(1 − fX ,1)AX ,1,max (PbsX ,1,1

SwX ,1(z) + PbcX ,1,1CtX ,1(z)) + f
AX ,1,max
X ,1

·(PbsX ,1,0SwX ,0(z)+PbcX ,1,0CtX ,0(z))
]
BflX ,1(z)

BfsX ,2(z) = gX ,2z+

{
(1 − f

AX ,2,max
X ,2 )(PbsX ,2,2SwX ,2(z)

+ PbcX ,2,2CtX ,2(z)) + f
AX ,2,max
X ,2[

(1 − f
AX ,1,max
X ,1 )(PbsX ,2,1SwX ,1(z) + PbcX ,2,1

CtX ,1(z)) + f
AX ,1,max
X ,1 (PbsX ,2,0SwX ,0(z)

+ PbcX ,2,0CtX ,0(z)))
]}
BflX ,2(z)

BfsX ,3(z) = gX ,3z+ {(1 − f
AX ,3,max
X ,3 )(PbsX ,3,3SwX ,3(z)

+ PbcX ,3,3CtX ,3(z)) + f
AX ,3,max
X ,3 [(1 − f

AX ,2,max
X ,2 )

(PbsX ,3,2SwX ,2(z) + PbcX ,3,2CtX ,2(z))

+ f
AX ,2,max
X ,2 ((1 − f

AX ,1,max
X ,1

(PbsX ,3,1SwX ,1(z) + PbcX ,3,1CtX ,1(z))

+ f
AX ,1,max
X ,1 (PbsX ,3,0SwX ,0(z)

+ PbcX ,3,0CtX ,0(z)))]}BflX ,3(z) (67)

PGF for the duration of backoff phase i for traffic class k of
both legacy and NGV devices on the medium can be written
as

BX ,k,i(z) =
BfnlX ,k (z)
WX ,k,i

+
BflX ,k (z)
WX ,k,i

WX ,k,i−1∑
l=1

BfsX ,k (z)l (68)

PGF for the total backoff time, considering all backoff
phases except the zeroth phase, with an extended retry limit
R > mX ,k can be written as:

BofX ,k (z)

=

mX ,k+1∑
i=1

i−1∏
j=0

BX ,k,j(z)(1 − δY ,kγX ,k )i−1

· CtX ,k (z)i−1δY ,kγX ,k +

R∑
i=mX ,k+1

mk∏
j=0

BX ,k,j(z)

· BX ,k,mk (z)
i−mX ,k (1 − δY ,kγX ,k )iCtX ,k (z)iδY ,kγX ,k

+

mX ,k∏
j=0

BX ,k,j(z)BX ,k,mX ,k (z)
R−mX ,k

· (1 − δY ,kγX ,k )R+1CtX ,k (z)R+1 (69)

The initial two moments of this distribution are
Bof (1)X ,k (z) = Bof ′

X ,k (1) and Bof (2)X ,k (z) = Bof ′′
X ,k (1) +

Bof ′
X ,k (1), respectively.
By the same token, PGF for the duration of the backoff

process can be expressed as

BzofX ,k (z) = δY ,kγX ,k + e−s(rts+cts+AIFSX ,k+sifs)

+

mX ,k+1∑
i=2

i−1∏
j=0

BX ,k,j(z)(1 − δY ,kγX ,k )i−1

· CtX ,k (z)i−1δY ,kγX ,k +

R∑
i=mX ,k+1

mX ,k∏
j=0

BX ,k,j(z)

· BX ,k,mX ,k (z)
i−mX ,k

(1 − δY ,kγX ,k )iCtX ,k (z)iδY ,kγX ,k

+

mX ,k∏
j=0

BX ,k,j(z)BX ,k,mX ,k (z)
R−mX ,k

· (1 − δY ,kγX ,k )R+1CtX ,k (z)R+1 (70)
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