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ABSTRACT Chatbot personality has been demonstrated to influence user behavior, such as trust and
intended engagement. However, previous research on chatbot-user personality congruence’s influence on
user behavior is scant despite its significance in human-human conversations. This study explores the
effect of chatbot-human personality trait congruence on user behavior in the context of a chatbot-based
advising system. In this study, 54 college students interacted with chatbots with three different personalities
(extraversion, agreeableness, and conscientiousness) and rated their trust, usage intention, and intended
engagement with the chatbots. Additionally, 18 participants were interviewed to gain further insights
into their perceptions and evaluations of the chatbots. The findings show that chatbot-human personality
congruence influenced behavior, particularly among extroverted participants. No significant differenceswere
observed in the influence of chatbot-human personality congruence on the behavior of conscientious and
agreeable participants. Implications and future research directions are presented.

INDEX TERMS Advising system, chatbot, congruence, personality.

I. INTRODUCTION
Chatbots, commonly referred to as conversational agents, are
gaining popularity across many industries, including health-
care [1], education [2], and customer services [3], due to their
capacity to mimic human conversations and thus automate
processes, thanks to the natural language processing (NLP)
technology [4].

The associate editor coordinating the review of this manuscript and

approving it for publication was Claudio Loconsole .

Chatbots are rapidly advancing in their accuracy in inter-
preting user input and their ability to emulate human
conversation and behavior [5]. In fact, studies have demon-
strated that people view chatbots as social agents [6], [7] and
inadvertently assume that chatbots have a personality [8], [9].
Naturally, personality-imbued chatbots have been shown to
affect user behavior. For instance, engagement [9], subjective
satisfaction [10], trust, and customer behavior [9] have all
been linked to chatbot personality.

Research suggests that people tend to be more recep-
tive to those with similar personalities in human-human
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interactions [11]. However, there is a lack of conclusive evi-
dence on similarity attraction in human-agent interactions.
Some studies indicate that compatibility between user per-
sonalities and technology interaction styles leads to positive
assessments of technology [12]. Meanwhile, in the context of
telecommunication services, matching user and chatbot per-
sonalities has been found to increase engagement levels [9]
and trust in chatbots [13] in automotive services. However,
some studies have presented different results. For example,
in a therapeutic context, a study showed that the similarity
attraction in human-agent interaction is only significant for
participants with introverted personalities [14], while a study
conducted in the context of mental health support showed no
significant impact of human-chatbot personality congruence
on behavior [8].

In the field of academic advising, chatbot-based advising
systems, such as those developed by [15] and [16] prioritize
functionality and accuracy over interpersonal communication
styles that are essential to building trust and relationships.
However, the impact of chatbot-human personality congru-
ence in an academic setting remains unclear.

This research examines how the alignment of person-
ality traits between chatbots and humans influences user
behavior, specifically focusing on the intentions to use and
engage with chatbots in academic advising for students.
Our central research question explores whether the con-
gruence of personality traits between chatbots and users
affects user behavior within academic advising environments.
In this research, 54 college students interacted with chatbots
embodying three personalities (extraversion, agreeableness,
conscientiousness) and evaluated their trust and engagement
intentions. Additionally, interviews with 18 participants pro-
vided deeper insights into their perceptions of the chatbots.
Our results indicate that personality trait congruence between
chatbots and humans impacts user behavior, particularly
among users with high levels of extraversion. However, the
data regarding users with agreeable and conscientious traits
and their interaction with corresponding chatbots did not
yield definitive outcomes.

The paper is organized as follows: Section II discusses the
related extant work, while Section III presents the research
objectives and hypotheses. Section IV describes the exper-
iment design, while the results are presented in Section V.
Section VI presents an analysis of the interviews. The results
and implications for future research directions are discussed
in Section VII. Finally, Section VIII concludes the study.

II. RELATED WORK
A. HISTORY OF CHATBOTS
More than 50 years have passed since the development of
the first chatbot. Weizenbaum [17] created the first chatbot,
ELIZA, to simulate a psychotherapist speaking with a real
patient using a pattern-matching process. The mid-1990s
witnessed the development of another prominent chatbot
called ALICE. It used knowledge records and artificial

intelligence markup language (AIML) to determine an appro-
priate response to user input [18]. The first program to pass
the Turing Test was the natural language program Parry, cre-
ated by Stanford University psychiatrist KennethMark Colby
in 1972. It was not until then that chatterbot technology began
to take off. Parry, portraying a schizophrenia patient, was seen
to be more educated than ELIZA. It had a ‘‘personality’’ and
a better controlling structure that determined replies based on
an assumption-based framework and ‘‘emotional responses’’
that were triggered by changes in a user’s utterances [19].
However, Parry was still viewed as a chatbot with limited
capabilities that could not pick up new information from
conversations. However, with the development of Artificial
Intelligence (AI) technologies, innovative chatbots such as
ChatGPT were developed [20], which are now being used in
various sectors, including business, retail, healthcare, educa-
tion, etc. [21], [22], [23], [24].

Chatbots are becoming more common in education as a
result of their ability to personalize learning and engage
students [2]. Chatbots have been utilized for various edu-
cational purposes, including motivating, teaching, peer, and
teachable agents [25], [26]. Motivational agents accompany
students and promote good conduct [25], while teaching
agents emulate human educators by providing illustrations
and instructions as well as posing questions [27]. Peer agents
promote interactions between peers [2], while teachable
agents assume the role of a novice and ask students to lead
them down a learning path [28].
Most research employing chatbots in academic contexts

has concentrated on functionality instead of engaging in
social dialog with the students [15], [16]. Only a few research
studies [29] integrated social dialog into the design of
educational chatbots. Nonetheless, research on educational
chatbots has not explored imparting personality to the chat-
bot design despite the accumulating evidence that chatbot
personality affects trust [13], engagement [7], and subjective
satisfaction [10]. Recent research argues for examining the
effect of chatbot personality in an educational environment on
student satisfaction [30]. This recommendation is confirmed
by recent research [2] emphasizing the significance of giving
an advising chatbot a personality.

B. HUMAN PERSONALITY
Human personality can be understood as a unique behavioral
characteristic of individuals reflecting the adjustments in atti-
tudes, interests, traits, and emotional patterns [31]. Although
there are various taxonomies for categorizing human per-
sonalities, the Big Five Factor model is one of the most
used taxonomies in psychology studies [24]. These five
traits include: (a) Openness: this dimension is used to mea-
sure the imaginative, inventiveness, and creative capabilities
of the individuals, reflecting curiosity to learn new things
and enjoy new experiences [32]; (b) Conscientiousness: this
dimension is used to measure the efficiency of individu-
als and their organization, reflecting a goal-directed and
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organized behavior [33]; (c) Extroversion: this dimension
is used to measure an individual’s sociability, assertiveness,
and emotional expressiveness, reflecting an attitude with a
concentration of interest on external objects [34]; (d) Agree-
ableness: this dimension is used to measure an individual’s
pro-social behaviors such as trust, kindness, and coopera-
tiveness [35]; and (e) Neuroticism: this dimension is used to
measure an individual’s emotional instability such as anxiety,
stress, sadness, and moodiness [33].

C. HUMAN-AGENT PERSONALITY CONGRUENCE
An increasing number of research studies suggest that a
variety of agents can express personality, including voice-
based [13], robot-based [14], and text-based [8] chatbots
utilizing gaze [14], gestures [36], voice tone [37], and con-
versation style [38]. A few studies investigated whether
human-agent personality congruence affects user behavior.
Table 1 provides an overview of these studies, summarizing
the study goals, application areas, and main findings.

Based on the summary in Table 1, there is no consensus
on whether the effect of human-agent personality congruence
is significant or positive. Further, most studies focus on the
extraversion dimension of personality traits. The focus on
extraversion is unsurprising since it is the most dominant
personality dimension in HCI research [41]. However, this
begs the question of how other personality traits, such as con-
scientiousness, affect human-agent personality congruence.
Another limitation in the existing studies is that although the
personality design of these works was based on the Five-
Factor Model (FFM) taxonomy and the literature, they have
not been validated by domain experts.

To fill the gap in the literature, this study assesses the
impact of chatbot-human personality congruence on user
behavior in the novel context of academic advising. This
study uses chatbots expressing three personalities (extrover-
sion, conscientiousness, and agreeableness). It investigates
how users with similar dominant personalities rate the chat-
bots on trust, intended engagement, and usage intention. The
chatbot personality design methodically employed references
from the Big-Five Inventory (BFI) [42] and was vetted by
experienced psychologists.

III. RESEARCH HYPOTHESES
This research investigates the potential influence of chatbot
personality on user trust, building on the well-established
similarity-attraction paradigm in human-to-human interac-
tions [43]. This paradigm posits that people are naturally
drawn to others with similar personalities, a principle sup-
ported by numerous studies across various social contexts,
including marriage success [44] and student friendships [45].
Extending this concept to human-computer interaction,
where chatbots are increasingly viewed as social actors [6],
we reason that users might be more likely to trust chatbots
that exhibit similar personalities.

TABLE 1. Recent research studies on human-agent personality
congruence.

While chatbots are gaining popularity, trust remains a
significant hurdle due to user privacy concerns [46]. Trust,
however, is essential for positive user experiences with chat-
bots and should be a core consideration in their design [47].
Although research has explored the connection between chat-
bot personality and user trust [48], there is a scarcity of studies
investigating the specific impact of chatbot-human person-
ality congruence on trust. One recent study on voice-based
chatbots yielded promising results, indicating that personality
matching can significantly influence user trust [49].
In light of this limited research and the potential benefits

observed in other contexts, this study aims to bridge this
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gap in knowledge by investigating how aligning chatbot per-
sonality with human personality affects user trust. As such,
we propose the following hypothesis:
H1: Chatbot-User Personality Congruence Affects Users’

Trust in the Context of Academic Advising:
Engagement refers to a user’s willingness to interact with

the chatbot and their overall activity level within the sys-
tem [50]. Given its critical role in fostering positive user
experiences, chatbot designers must prioritize strategies to
enhance engagement [50]. One promising approach involves
imbuing chatbots with personalities [51]. Research suggests
that aligning chatbot personality with user personality can
lead to higher engagement, particularly in customer service
settings [9].

These findings motivate our next hypothesis:
H2: Chatbot-User Personality Congruence Affects Users’

Intended Engagement in the Context of Academic Advising:
Research beyond the educational domain suggests that

social influence [52] and chatbot personality can play a role.
For example, studies have shown user preference for chat-
bots with agreeable [53] and extroverted personalities [8].
Additionally, positive user experiences, including trust and
subjective satisfaction, have been linked to chatbot-human
personality congruence [13], and subjective satisfaction itself
is associated with usage intention [54]. Based on this com-
bined evidence, we formulate our next hypothesis.
H3: Chatbot-User Personality Congruence Affects Users’

Usage Intention in the Context of Academic Advising:

IV. METHODOLOGY
This section briefly covers the chatbot personality design, the
experiment design, and participant demographics.

A. DESIGN OF CHATBOT PERSONALITY
This study employs three chatbots embodying distinct per-
sonality traits: conscientiousness, extraversion, and agree-
ableness. The chatbots leverage scripted responses to address
students’ academic inquiries. While the core informational
content remains consistent, the scripting incorporates minor
variations to reflect the assigned personalities. Participants
are prompted with pre-defined tasks but were free to utilize
their wording when formulating questions (Figure 1). The
appendix includes more comprehensive examples of inter-
actions with the conscientious, extroverted, and agreeable
chatbots (Figures 7, 8, and 9).
The chatbot personalities were designed using the Big-

Five Inventory (BFI) [42]. The conscientious chatbot exhibits
thoroughness, cautiousness, diligence, efficiency, and focus.
Conversely, the extroverted chatbot is characterized by chat-
tiness, energy, extroversion, and assertiveness. Finally, the
agreeable chatbot demonstrates kindness, empathy, atten-
tiveness, and cooperativeness. The scripting incorporated
language cues to differentiate these three distinct personality
profiles. Appendix Figure 6 provides examples of interaction
designwith referencesmapped to the BFI-defined personality
characteristics. For further details on the remaining chatbot

FIGURE 1. An example of interaction between a participant and the
extroverted chatbot.

interactions and their BFI mappings, please refer to Appendix
Tables 16, 17, and 18. It is important to note that our per-
sonality design underwent validation by four professional
psychologists, who confirmed the dominant personality trait
of each chatbot. Additionally, to ensure that the chatbots
were solely differentiated by personality, we verified that
their message sizes were relatively equal, with no significant
difference.

B. EXPERIMENT PROCEDURE
The experiment followed a four-part structure:
1. Informed Consent and Baseline Measures: Participants

first provided informed consent by completing the exper-
iment consent form. They then completed the BFI per-
sonality inventory (the first questionnaire), detailed in
Appendix 14. This instrument serves to establish a base-
line measure of participant personality.

2. Chatbot Interaction: Participants interacted with the
three chatbots (conscientious, extroverted, and agree-
able) in a counterbalanced design to mitigate order
bias. Group 1 interacted with the chatbots in the
conscientious-extroverted-agreeable order, Group 2 inter-
acted in the extroverted-agreeable-conscientious order,
and Group 3 interacted in the agreeable-conscientious-
extroverted order. All participants interacted with each
chatbot for 15 minutes, resulting in a total interaction
duration of 45 minutes. To maintain anonymity, chatbots
were designated as Chatbot A, Chatbot B, and Chatbot
C for all participants, regardless of group assignment.
Group sizes were initially comparable; however, a few
participants were excluded due to missing or corrupted
data, resulting in final group sizes that remain statistically
equivalent.

3. Post-Interaction Evaluation: Participants completed a sec-
ond questionnaire to assess their perceptions of the three
chatbots following the chatbot interactions. This quantita-
tive instrument employed a five-point Likert scale ranging
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FIGURE 2. The experiment steps.

from 1 (Strongly Disagree) to 5 (Strongly Agree) to eval-
uate the pre-defined hypotheses (Section III) concerning
trust, use intention, and engagement. The questionnaire
assessed participant perceptions of each chatbot individ-
ually (e.g., trust in the conscientious chatbot, trust in the
extroverted chatbot, and trust in the agreeable chatbot).
Participants were instructed to maintain open browser tabs
during questionnaire completion to facilitate recollection
of their chatbot encounters.

4. Semi-Structured Interviews: A subset of 18 participants
volunteered for optional, semi-structured interviews fol-
lowing their chatbot interactions. These participants pro-
vided informed consent to participate in the interview
process. The interviews aimed to gather qualitative data,
complementing and triangulating the quantitative findings
from the post-study questionnaire. The interview discus-
sions focused on participant experiences with the three
chatbots regarding ease of use, learnability, consistency,
and accuracy, along with additional factors such as trust
and satisfaction. Interviews averaged 43.2 minutes and
were audio-recorded, transcribed, and verified for accu-
racy. A visual representation of the experiment procedures
can be found in Figure 2.

C. SAMPLE
A convenience sampling technique was utilized to recruit
participants for this study. Due to the focus on an educational

advising chatbot, students were determined to be the most
suitable population, aligning with participant selection in
prior research [51], [59]. The researchers disseminated
recruitment messages across affiliated universities and pro-
fessional networks to solicit student volunteers.

The final sample consisted of 54 participants, all of whom
were undergraduate or graduate students. Self-reported
English proficiency indicated good spoken and written
English skills among all participants. Regarding age distri-
bution, 66.6% of participants fell within the 18-25 year old
range, while 33.3% were between the ages of 26 and 36. The
gender composition exhibited relative balance, with 55.5%
female and 44.4%male participants. Educational background
analysis revealed that 62.9% of participants were undergrad-
uates, and 37.0% were graduate students. Importantly, all
participants reported prior experience with chatbots and pos-
sessed fundamental IT skills encompassing document editing
and web browsing capabilities.

D. MEASUREMENT AND RELIABILITY
Prior to engaging with the chatbots, participants completed
a baseline questionnaire. This instrument assessed personal-
ity traits using the Big Five Inventory (BFI) [42], focusing
specifically on conscientiousness, extroversion, and agree-
ableness. The questionnaire items mapped directly to the BFI
model, enabling us to compute individual personality scores
for each participant on these three dimensions. A dominant
personality trait was defined as (a) scoring within the top
quartile for a specific trait and (b) in cases where a participant
achieved upper quartile scores onmultiple traits, the trait with
the highest score was designated as dominant. Following this
classification, the sample (N=54) included 12 participants
with dominant agreeableness, 19 with dominant extroversion,
and 16 with dominant conscientiousness. The remaining par-
ticipants did not exhibit a dominant personality trait along the
measured dimensions.

Following their interactions with the chatbots, partici-
pants completed a second questionnaire. This instrument
evaluated the influence of perceived chatbot-human per-
sonality congruence on trust, intended engagement, and
usage intention. Trust assessment was based on a three-
component model encompassing integrity, competence, and
benevolence [49]. These core components were further oper-
ationalized into 10 elements: trustworthiness, competence,
effectiveness, knowledge of academic advice, suitability of
advice, acting in students’ best interests, striving to answer
questions, demonstrating care for students’ needs, honesty,
and sincerity. Intended engagement was measured by gaug-
ing participants’ willingness to invest time and repeatedly
utilize the chatbot tool [55]. Finally, usage intention was
assessed based on participants’ willingness to use the chatbot
in the future. The specific questionnaire items are detailed in
Appendix Table 13.

Internal consistency reliability for the two key constructs
(trust and intended engagement) employed in evaluating
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TABLE 2. Cronbach’s alpha for the trust and engagement intention
constructs.

the conscientious, extroverted, and agreeable chatbots was
assessed using Cronbach’s alpha. The resulting coefficient
values were all greater than or equal to 0.87, indicating a high
level of internal consistency within the data.

Data normality was verified by calculating skewness and
kurtosis values for each data column. The observed skewness
and kurtosis values for all data columns fell within the range
of -2 to +2 [56], [57], [58], confirming a normal data distri-
bution (refer to Appendix Table 15 for further details).

For data analysis purposes, participants were grouped
based on their dominant personality traits identified in the
pre-interaction questionnaire. To test the hypotheses outlined
in Section III, paired-sample t-tests were conducted to eval-
uate the sub-hypotheses. These tests compared the mean
ratings provided by each participant for each chatbot across
the factors of trust, usage intention, and intended engagement.

V. RESULTS
In this section, we present the results of our quantitative
statistical analysis, which evaluates the influence of chatbot-
human personality congruence on user behavior, including
trust, intended engagement, and actual engagement. Our anal-
ysis begins with a correlative assessment, followed by t-tests,
to rigorously test the hypotheses previously introduced in
Section III.

A. CORRELATIVE ANALYSIS
We conducted Pearson correlations [60] between partici-
pants’ ratings of the chatbots and their personality scores
to assess the possibility of chatbot-personality congruence.
Correlative analysis allows us to find relationships on a con-
tinuous personality spectrum.

Table 3 depicts the correlations between participants’
extraversion personality scores and the participants’ ratings
of the extroverted chatbot. Moderate and significant correla-
tions are observed between trust, and intended engagement
with the extroverted chatbots and the participants’ extraver-
sion personality scores. In comparison, a weak but significant
correlation is observed between the usage intention of the
extroverted chatbot and the extraversion personality scores.

We observed weak, positive, and nonsignificant (p>0.05)
correlations between trust (r=0.15), intended engagement
(r=0.23), and usage intention (r=0.14) of the conscientious
chatbot as well as the conscientiousness personality scores.
Negligible and nonsignificant correlations are observed

TABLE 3. Correlations between participants’ ratings of the extroverted
chatbot and their extraversion personality scores.

between trust (r=.02), intended engagement (r=0.07), and
usage intention (r=0.02) of the agreeable chatbots and the
participants’ agreeableness personality scores.

To sum up, our correlative analysis shows promising
results for extroverted chatbot-human personality congru-
ence. Almost no correlation exists between participants’
agreeableness personality scores and their ratings of the
agreeable chatbot. Additionally, nonsignificant and weak
correlation was observed for conscientious chatbot-human
personality congruence. Considering these results, we con-
ducted statistical tests to arrive at more details results for
extroverted and conscientious chatbot-human personality
congruence. In the following sections, we explore these sta-
tistical tests.

B. EFFECT OF CHATBOT-HUMAN PERSONALITY
CONGRUENCE ON TRUST
Table 4 shows two sub-hypotheses (H1A, H1B) concerning
the trust factor between the participants’ and chatbot person-
alities were examined. Examining H1A (There is a difference
between the conscientious and other participants’ trust in
the conscientious chatbot), it was identified that there is no
statistically significant difference (p=0.057) between consci-
entious participants’ and other participants’ trust factor in the
conscientious chatbot. The data distribution shows a slight
difference in the interquartile ranges of conscientious and
other participants (Figure 3A), indicating major differences
between the perceptions of both groups. Examining H1B
(There is a difference between the trust of extroverted and
other participants’ trust in the extroverted chatbot), it was
identified that there is a statistically significant difference
(p=0.0001) identified between extroverted participants and
other participants’ trust in the extroverted chatbot. On aver-
age, extroverted participants’ trusted the extroverted chatbot
(Mean=4.41) more than the other participants’ (Mean= 3.5).
Indeed, there is a difference in the interquartile ranges of
extraverted participants’ and other participants’, indicating a
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TABLE 4. Hypothesis 1 testing results.

TABLE 5. Hypothesis 2 testing results.

significant difference between the perceptions of both groups
(Figure 3B).

FIGURE 3. A box plot showing the participant ratings of trust in different
chatbots: (A) conscientious students vs. other students, (B) extroverted
students vs. other students.

C. EFFECT OF CHATBOT-HUMAN PERSONALITY
CONGRUENCE ON INTENDED ENGAGEMENT
Table 5 shows two sub-hypotheses (H2A, H2B) concerning
the intended engagement factor between the participants’
and chatbot personalities were examined. Assessing H2A
(There is a difference between the conscientious and other
participants’ intended engagement with the conscientious
chatbot.), it is identified that there is no statistically signif-
icant difference (p=0.2725, p>0.05) between conscientious
participants’ and other participants’ intended engagement
with the conscientious chatbot. Regarding the distribution,
there is a slight difference in the interquartile ranges of con-
scientious and other participants (Figure 4A) but no major
differences in the whiskers, minimum, and maximum val-
ues. Although there is a slight difference in the medians
(Conscientious participants = 3.67 vs. other participants =

3.33), they fall within interquartile ranges of opposite groups,
indicating no significant differences between them.

Testing H2B (There is a difference between the extro-
verted and other participants’ intended engagement with the
extroverted chatbot) reveals a statistically significant differ-
ence (p=.0003) between extroverted participants’ and other
partretaiicipants’ intended engagement with the extroverted
chatbot. Indeed, extroverted participants intend to engage
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FIGURE 4. A box plot showing the participant ratings of engagement
intention in different chatbots: (A) conscientious students vs. other
students, (B) extroverted students vs. other students.

more with the extroverted chatbot (Mean=4.19) than other
participants (Mean = 3.09). In Figure 4B, the median of
other participants (3) and extroverted participants (4.67) falls
outside the interquartile range of opposite groups. In addition,
there is a difference in the interquartile ranges of extraverted
participants and other participants, indicating a significant
difference between the perceptions of both groups.

D. EFFECT OF CHATBOT-HUMAN PERSONALITY
CONGRUENCE ON USAGE INTENTION
Table 6 shows the results of testing Hypothesis 3. Test-
ing H3A (There is a difference between the conscientious
and other participants’ intended usage of the conscientious
chatbot), no statistically significant difference (p=0.2725)
was identified between conscientious and other partici-
pants’ intentions to use the conscientious chatbot. Figure 5A
shows little difference in the interquartile ranges of con-
scientious and other participants, indicating no significant
difference between the groups. However, there is a difference
in the medians (Conscientious participants =3.9 Vs. Other
participants = 3). Moreover, the median of conscientious
participants matches other participants’ upper quartile.

TABLE 6. Hypothesis 4 testing results.

Concerning H3B (There is a difference between the
extroverted and other participants’ intended usage of the
extroverted chatbot), it is identified that there is a statistically
significant difference (p=0.002) identified between extro-
verted participants’ and other participants’ intentions to use
the extroverted chatbot. On average, extroverted participants
intend to use the extroverted chatbot (Mean=4.15) more than
other participants (Mean = 3.22). Further, Figure 5B shows
that the median of other participants (3) matches extroverted
participants’ lower quartile (3). In addition, there is a differ-
ence in the interquartile ranges and whiskers of extroverted
participants and other participants, indicating a significant
difference between the usage intention of the two groups.

VI. THEMATIC ANALYSIS OF INTERVIEWS
In this section, we detail the analysis of qualitative data
obtained from the interviews conducted in this study. Initially,
we describe the coding process employed, followed by a
presentation of the themes identified in the interviews, specif-
ically focusing on trust, intended engagement, and usage
intention.

A. CODING PROCESS
In this process, the interview excerpts were highlighted
with different codes/labels, later used to identify themes
in the interview data. The coding process was done man-
ually by highlighting the excerpts from all 18 interview
transcripts. However, as observed during the interviews, the
interviewees reflected on their experience interacting with the
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FIGURE 5. A box plot showing the participant ratings of usage intention
in different chatbots: (A) conscientious students vs. other students,
(B) extroverted students vs. other students.

conscientious and extroverted chatbots. As a result, it may
be difficult to identify the chatbot to which their opinions
are referred. Therefore, to simplify the process, the codes are
prefixed with the chatbot name to which it is being referred.
For example, if one of the interviewees stated, ‘‘Chatbot
A had a caring attitude,’’ then the excerpt is coded as ‘‘A:
caring attitude.’’ Hence, the caring attitude refers to chatbot
A. However, there are instances where interviewees gave
their opinions about all chatbots. For example, interviewee
29 stated, ‘‘I am not sure if the data collected is secured. I feel
the same on all chatbots.’’. As the excerpt referred to all three
chatbots, it is coded as ‘‘AB: privacy & security.’’ As numer-
ous codes were identified, assigning different colors for each
coded segment of the statements in interview transcripts was
impossible. Therefore, to simplify the color-coding process,
the segments or excerpts referring to chatbot A (Conscien-
tious) were highlighted and coded with red; excerpts related
to chatbot B (Extroverted) were codedwith blue; and excerpts
related to all chatbots were coded with magenta.

B. TRUST
Table 7 depicts the main reasons cited by conscientious par-
ticipants’ causing them to trust the conscientious chatbot. The

TABLE 7. Themes of what conscientious participants mentioned about
the conscientious chatbot concerning trust.

TABLE 8. Themes of what extroverted participants mentioned about the
extroverted chatbot with respect to trust.

TABLE 9. Themes of what conscientious participants mentioned about
the conscientious chatbot with respect to intended engagement.

conscientious chatbot did not cause privacy concerns (N=3),
and it was honest (N=2) and reliable (N=1). Similarly, extro-
verted participants did not indicate privacy concerns (N=4)
concerning the extroverted chatbot and believed the chatbot
is trustworthy (N=3) and reliable (N=2) (Table 8).

C. INTENDED ENGAGEMENT
Table 9 depicts the basis expressed by conscientious partici-
pants’ driving them to engage with the conscientious chatbot.
The conscientious chatbot was easy to follow (N=5), devel-
oped participants’ interest (N=3), and was effective (N=1).
In comparison, extroverted participants saw the extroverted
chatbot as engaging (N=14), interesting (N=6), and effective
(N=2) (Table 10).
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FIGURE 6. Examples comparing the interactions of the chatbots with three different personalities.

TABLE 10. Themes of what extroverted participants mentioned about the
extroverted chatbot with respect to intended engagement.

D. USAGE INTENTION
Concerning usage intention, only one conscientious par-
ticipant intends to use the conscientious chatbot because
it is human-like (Table 11). In comparison, extroverted

TABLE 11. Themes of what conscientious participants mentioned about
the conscientious chatbot concerning usage intention.

participants intent to use the extroverted chatbot because
it is unique (N=5), human-like (N=1), and excited (N=1)
(Table 12).

VII. DISCUSSION, FUTURE RESEARCH, AND STUDY
LIMITATIONS
A. EFFECT OF CHATBOT-HUMAN PERSONALITY
CONGRUENCE ON BEHAVIOR
This study has explored the influence of chatbot-human per-
sonality congruence on behavior in the context of academic
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FIGURE 7. Interactions between a user and the conscientious chatbot.

advising. This research builds on the similarity-attraction
paradigm in human-human [11] and human-agent interac-
tions [6]. This study has found limited support for the impact
of chatbot-human personality congruence on behavior. The
evidence shows that extroverted participants rate the extro-
verted chatbots on trust, intended engagement, and usage
intention more positively than other participants. However,
compared to other participants, no significant difference was
found for chatbot-human personality attraction for agreeable
and conscientious participants rating agreeable and conscien-
tious chatbots on behavior.

Examining the motivation behind extroverted participants
rating the extroverted chatbot more positively than other
participants, the extroverted participants found the extro-
verted chatbot trustworthy and reliable, causing them to
trust. Concerning intended engagement, overwhelmingly, the
extroverted participants found the extroverted chatbot to be
engaging and help them develop an interest in academic
advising. Lastly, extroverted participants intend to use the

extroverted chatbot because of its unique, exciting, and cap-
tivating interaction style.

Our findings related to the impact of human-chatbot
personality congruence on the behavior of extroverted partic-
ipants align with several studies within the existing literature.
Shumanov and Johnson [9] observed that aligning human and
chatbot personality traits, specifically in terms of extroversion
levels, yielded positive outcomes for user engagement and
sales figures in the context of telecommunication service
chatbots. Our findings also demonstrate partial agreement
with those reported in [12], where users preferred interactive
agents that mirrored their personality in terms of domi-
nance levels (dominant vs. submissive). While this study
did not explicitly test interactions between extroverted users
and extroverted agents, dominance is considered a corre-
lated characteristic of extroversion [61]. Furthermore, our
findings share some overlap with Braun et al. [13], who docu-
mented user preference for voice-based chatbots that matched
their personalities within the context of a voice-activated car
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FIGURE 8. Interactions between a user and the extroverted chatbot.

TABLE 12. Themes of what extroverted participants mentioned about the
extroverted chatbot with respect to usage intention.

driver’s assistant, even though the personality types employed
deviated from the strict BFI model.

However, our results diverge from those of other studies.
Völkel et al. [8] observed no statistically significant influ-
ence of chatbot-user personality congruence on user behavior
within the healthcare domain, specifically when examining
participants with varying levels of extroversion. Similarly,
Kang and Kang [40] reported a lack of association between
chatbot-user personality congruence and user behavior in the
context of counseling chatbots.

Concerning conscientious participants, we found limited
evidence for the similarity-attraction paradigm. For instance,
the hypothesis that conscientious participants trust consci-
entious chatbots more than other participants could not be
supported but approached significance (p=0.0575). How-
ever, regarding intended engagement, and usage intention,
the data was much more inconclusive about the difference
between the ratings of the conscientious chatbot by the con-
scientious participants and other participants. Nonetheless,
the means and medians of conscientious participants’ rat-
ings of the conscientious chatbot were higher for intended
engagement and usage intention than other participants’ rat-
ings, making a case for further investigation in the future.
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FIGURE 9. Interactions between a user and the agreeable chatbot.

Assessing conscientious participants’ explanations for their
ratings of the conscientious chatbot, we find that a few cited
that it was reliable, causing them to trust it.

At last, we found that most conscientious participants
were silent about using the conscientious chatbot. Only a
few cited its clarity and attention to detail. Our results are
unique as, to our knowledge, no study has evaluated the effect
of chatbot-human congruence on behavior in the context of
conscientious participants rating the conscientious chatbot on
user behavior.

Exploring the relationship between agreeable participants
and the agreeable chatbot, we find rather surprising results.
First, no evidence was found to support the similarity-
attraction paradigm. A possible explanation for not finding
significant evidence for congruent agreeable chatbots’ influ-
ence on behavior is that agreeable chatbots seem generally
preferred by users, regardless of their personalities [38], [53].
We found one study [53] in the literature with results that
coincide with ours. Similar to our results, the study did not

find a significant correlation between agreeable users and
their desire to interact with agreeable chatbots. Nonetheless,
the inconclusiveness of our results concerning conscientious
and agreeable participants calls for further investigation.

Overall, our results are significant and show the importance
of designing a chatbot personality. Chatbot-user personal-
ity congruence for extroverted users, in particular, proved
to be influential in the context of academic advising. This
finding is crucial because chatbots are expected to become
more common, and increasing their adoption as an engage-
ment medium would benefit participants and educational
institutions. Tailor-made chatbots might help participants
make decisions and minimize search time. Personality-
congruent chatbots may boost participants’ performance and
institutional communications for education. Consequently,
we believe that education decision-makers should look into
designing personality-imbued chatbots for increased adop-
tion and user satisfaction. We believe the participant’s per-
sonality needs to be considered when designing interactions
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TABLE 13. Quantitative survey completed by the participants.

between chatbots and participants while ensuring that infor-
mation about participants’ personalities is protected and used
to enhance the participants’ experience in academic advising.

Overall, the findings can have various societal implica-
tions. These findings can be used for designing person-
alization features of chatbots by modifying the responses
according to the user personalities in various sectors, includ-
ing education (advising, learning, feedback, tuition) [62],
[63], healthcare (healthcare education, feedback, telecon-
sultation, self-management) [64], [65], [66], and business
(customer/client relationships management, customer care,
etc.) [67], [68]. Mapping chatbots and user personalities
could enhance user engagement, leading to empowerment
and skill development, cost-effective access to information,
enabling access for all, and promoting sustainable learning
among all sections of society.

VIII. STUDY LIMITATIONS AND FUTURE RESEARCH
CONSIDERATIONS
Several limitations and future research directions have been
identified. First, the users’ interactions with the chatbots were
bound to a few tasks, potentially limiting the possibility
of participants forming a comprehensive perception of the
chatbot’s personality. Perhaps a longitudinal study supporting
a more extensive set of tasks could allow participants to form
a more reliable perception of the chatbot’s personality.

Second, this research has focused on the context of
academic advising, where the chatbot is considered a rep-
resentative of a public institution. Future researchers should
consider that an individual’s behavior and interactions may
vary depending on the context [69]. Further, research has
shown that users’ behavior can be influenced by a public
context [70]. As such, future researchers should tackle the

influence of chatbot-human personality congruence in differ-
ent domains and perhaps in a private setting.

Third, this study was conducted in four different institu-
tions. Due to the relatively small sample, we did not compare
the influence of geographical location on the participants’
behavior when interacting with chatbots. However, research
shows that attitude toward technologies varies between coun-
tries [71]. As such, future researchers should investigate the
cultural influences on chatbot-human interaction.

Fourth, despite reporting good written and spoken English,
some participants in this study did not speak English as a
native language. We believe this could have impacted the
results of this study. As such, future researchers should assess
the impact of the language barrier on chatbot-human interac-
tions. Fifth, a limitation of our study is the analysis based on
the upper quartiles of personality traits, which provides initial
insights. Future work should treat personality traits as contin-
uous variables, recognizing that the personality trait scores
represent tendencies rather than discrete categories. This
nuanced approach could subtly reveal how varying personal-
ity traits impact user-chatbot congruence. Sixth, a limitation
of the current study is the use of a relatively modest sample
size of 54 participants. While this size is comparable to other
studies in the field [8], [53] that require significant resources,
in-depth preparation, and extensive interviews, it may still
limit the generalizability of our findings. In human-computer
interaction research, individual differences can markedly
impact outcomes, and a larger, more diverse sample could
capture a broader spectrum of interactions and validate the
findings more robustly. We acknowledge this limitation and
suggest that future research could aim to replicate and extend
our findings with larger and more diverse samples to enhance
the generalizability and strength of the conclusions drawn.
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TABLE 14. Questions to test participants’ personality based on the BFI model.

IX. CONCLUSION
This study has examined the impact of chatbot-human con-
gruence in the context of academic advising. The study has
found evidence for the effect of chatbot-human congruence
on user behavior, but only for participants characterized by
high extraversion. However, the results for agreeable and con-
scientious participants and chatbots were inconclusive. The
results of this study have implications for decision makers in
the education sector, as personality-imbued chatbots play a
significant role in enhancing the experience of participants.
Future researchers should investigate a longitudinal study
to examine the effect of chatbot-human personality congru-
ence on behavior in different domains and settings. Also,
we recommend the investigation of culture on chatbot-human
interaction and how it influences chatbot-human personality
congruence.
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TABLE 15. Skewness and Kurtosis for the survey questions.
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TABLE 16. Mapping the conscientious chatbot with the conscientious personality.
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TABLE 17. Mapping the extroverted chatbot with the extroverted personality.
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TABLE 18. Mapping the agreeable chatbot with the agreeable personality.
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