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ABSTRACT In the evolving landscape of cybersecurity, the prevalence of malicious Visual Basic for Appli-
cations (VBA) macros embedded in Office documents presents a formidable challenge. These macros, while
integral to automation, have become potent vehicles for cyber-attacks, necessitating advanced detection
techniques. This study introduces a comprehensive framework employing P-Code Analysis and XGBoost,
a leading-edge machine learning algorithm, to address this issue. The proposed solution synergizes static
analysis of VBA source code with dynamic P-Code structural analysis, enhanced by Natural Language
Processing (NLP) techniques for effective feature extraction. By integrating these methodologies, our model
adeptly distinguishes between benign and malicious macros, achieving an unprecedented detection accuracy
of 98.70% and an F1-score of 98.81% in rigorous testing environments. The core contribution of this research
lies in its innovative approach to malicious macro detection, offering a robust framework that significantly
improves upon existing methods. Additionally, the utilization of XGBoost for machine learning analysis
introduces a novel application in cybersecurity defenses against macro-based threats. The results underscore
the efficacy of combining P-Code analysis with machine learning for cybersecurity, marking a significant
stride in the detection of sophisticated cyber threats. This study not only advances the domain of cybersecurity
but also lays the groundwork for future research, advocating for the exploration of further optimizations
and the adaptation of our model to combat evolving attack vectors. Recommended terms: Cybersecurity,
Malicious VBA Macro Detection, P-Code Analysis, XGBoost, Machine Learning.

INDEX TERMS Cybersecurity, malicious code detection, natural language processing (NLP), office
documents security, P-code analysis, visual basic for applications (VBA), XGBoost algorithm.

I. INTRODUCTION
The inception of the internet and the subsequent explosion of
data have created a fertile environment for the emergence and
evolution of cybersecurity challenges over the past decades.
This period has been characterized by a dramatic increase in
smart devices, widespread adoption of social media, and the
extensive use of cloud-based services. These developments
have not only paved the way for innovative digital solutions
but have also introduced a complex and intricate landscape
for ensuring digital security [1], [2].
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This evolving threat landscape has necessitated the devel-
opment of sophisticated detection mechanisms that leverage
machine-learning techniques to distinguish between benign
andmalevolent documents with a high degree of accuracy [3].
The integration of dynamic analysis, as well as the adop-
tion of heuristic and signature-based detection methods, have
become pivotal in identifying andmitigating the threats posed
by these macros. Moreover, the proliferation of such macros
underscores the need for continuous education and awareness
efforts aimed at end-users to prevent the initial execution of
these malicious payloads [4]. This research encompasses var-
ious types of cyber threats leveraging VBAmacros, including
viruses, trojans, and other forms of malware. The proposed
approach is designed to detect and prevent these threats with
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high accuracy. This research focuses not only on viruses but
also includes all forms of attacks leveraging VBA macros,
such as trojans and other types of malware.

Given that over 57% of malware downloaders still rely
on office files for dissemination, identifying malicious VBA
macros becomes critical [5]. This task is further complicated
by techniques such as VBA stomping, which cleverly hides
these malicious macros by exploiting the _VBA_PROJECT
stream and the sequence of P-code instructions [6]. Such
deceptive methods underscore the sophisticated landscape
of cyber threats, where attackers continuously innovate to
bypass detectionmechanisms. As these challengesmount, the
cybersecurity community must advance its defensive strate-
gies, employing both technological and educational tools to
counteract these evolving threats effectively.

The contemporary landscape of cybersecurity countermea-
sures often centers on scrutinizing the VBA source code,
a method that, despite its partial effectiveness, does not fully
encapsulate the detection of all malevolent VBA scripts. This
limitation is particularly pronounced in light of the agile
modifications employed by adversaries, such as VBA stomp-
ing, designed to elude detection by obfuscating the mali-
cious macros through manipulation of the _VBA_PROJECT
stream and P-code instruction sequence [7], [8]. The persis-
tence of such evasion techniques illuminates a significant gap
in the robustness of current detection frameworks, necessitat-
ing a recalibration of our approach to uncovering these veiled
threats.

Attackers are constantly refining their tactics, notably
through the exploitation of Office documents and the employ-
ment of techniques like VBA stomping to conceal their nefar-
ious activities [5]. This evolution, especially their utilization
of cloud applications as vectors for malware dissemination,
underscores a critical deficiency in existing security defenses.
It emphasizes the urgent need for detection systems that are
not only comprehensive and adaptable but also sufficiently
robust to proactively counter the advanced strategies of cyber
adversaries. The revelation that nearly half of all malware
downloads in January were facilitated via cloud apps further
accentuates the demand for security solutions capable of nav-
igating the evolving digital threat landscape and effectively
monitoring traffic originating from these platforms.

In this investigation, we unveil an advanced detection
architecture aimed at significantly elevating the precision in
pinpointing malicious VBA macros embedded within office
documents. By seamlessly integrating analyses of both VBA
source code and P-code structures, our objective is to address
and surpass the constraints observed in prevailing detection
strategies. Our focus extends beyond the conventional exam-
ination of suspicious function calls, behaviors, and signatures
to include a detailed exploration of intricate code structures
that often remain undetected by current systems.

We have intricately designed a framework that meticu-
lously identifies 85 unique features, employing the sophis-
ticated XGBoost algorithm for the accurate categorization
of documents as either benign or malicious. This framework

stands out due to its innovative use of Natural Language Pro-
cessing (NLP) techniques, which skillfully process sequences
of P-code instructions. This enhancement not only broadens
our feature base but also significantly boosts the system’s
detection accuracy.

Upon conducting an exhaustive series of analyses and
processes, our model showcased commendable performance
in the domain of static analysis-based detection. It marks a
substantial improvement over traditional methods, providing
a detection system that is both more comprehensive and
precise.

This methodology does more than just enhance the detec-
tion capabilities through a thorough examination of both
VBA and P-code components; it also merges the power of
feature extraction with the advancements of machine learn-
ing. This fusion establishes a robust groundwork for future
research endeavors and practical deployments in the field of
cybersecurity, offering a formidable tool against the continu-
ously evolving spectrum of cyber threats.

II. GUIDELINES FOR MANUSCRIPT PREPARATION
This section introduces the related study of office documents,
VBA macros, malicious macro threats, and Investigating
Malevolent VBA Macros.

A. OFFICE DOCUMENTS
Before 2007, Microsoft Office predominantly relied on a
proprietary binary file format known as the Compound File
Binary Format (CFBF), which is also recognized as Object
Linking and Embedding (OLE), to manage document stor-
age. In an evolutionary leap in 2007, Microsoft introduced
a novel file format, built upon XML and ZIP compres-
sion, named Office Open XML (OOXML). This initiative
was strategically designed to significantly enhance docu-
ment storage efficiency, ensure greater security measures,
and promote interoperability across a wide range of software
applications. In recognition of Microsoft’s dedicated efforts
towards achieving these goals, the International Organization
for Standardization (ISO) formally acknowledged OOXML
as a global XML standard, designating it ISO/IEC 29500 in
2008, thereby endorsing its utility in fostering a secure and
efficient document management ecosystem [4].

In their comprehensive study, Ali et al. [9] explore the
nuanced benefits of the Office Open XML (OOXML) for-
mat in terms of data storage and retrieval efficiencies. The
researchers underscored OOXML’s capability to markedly
diminish file sizes through its use of ZIP compression, along-
side facilitating more streamlined data recovery processes
owing to its XML-based framework. This shift in document
format standards fromObject Linking and Embedding (OLE)
to OOXML represents a significant evolution. For example,
the transition saw Word documents move from the ‘‘.doc’’
file extension to‘‘.docx’’ within the OOXML schema, and
Excel spreadsheets from ‘‘.xls’’ to ‘‘.xlsx’’. Lee et al. [10]
corroborate these findings, noting that OOXML’s detailed
specification of file extensions, coupled with its structured
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approach to the storage of document components such as
paragraphs, tables, and images in a ZIP archive, substantially
bolsters security.

While the introduction of Office Open XML (OOXML)
significantly advanced the restructuring and storage mecha-
nisms of Microsoft Office documents, enhancing flexibility
and interoperability, it is not without its criticisms and oper-
ational challenges. For instance, May et al. have articulated
concerns regarding OOXML’s backward compatibility with
legacy versions of Microsoft Office, suggesting that despite
the format’s innovative approach, it encounters challenges
in achieving universal applicability [11]. Transitioning from
the Compound File Binary Format (CFBF) to OOXML had
minimal impact on functional capabilities. Notably, several
extensions are compatible with both formats and support
VBA macros. Specifically, the Word document ‘‘docm’’
extension retains the XML format for VBA macro codes.
In contrast, macros are inexecutable in documents saved
with the ‘‘docx’’ extension, unlike in the Object Linking and
Embedding (OLE) format files with the ‘‘doc’’ extension,
which do not impose any limitations on VBA macro func-
tionalities [12].

B. VBA MACROS
VBA macros are integral to the Microsoft Office suite,
includingWord, Excel, and PowerPoint, providing a powerful
programming environment [13]. These macros significantly
alleviate the repetitive nature of tasks by introducing an
automated approach to operations. With Microsoft Office’s
widespread adoption as a leading software suite globally,
VBA macros are extensively utilized across diverse sectors,
notably in business and finance. They also offer an interactive
platform with the Windows Application Programming Inter-
face (API), enabling developers to access andmanipulate core
operating system and hardware resources. Such resources
include files, the Windows Registry, network connections,
and input devices like keyboards. An example of VBAmacro
usage is presented in Fig. 1, illustrating its application in
streamlining complex tasks.

FIGURE 1. Sample code - execution of runpowershell via VBA macro.

During its execution phase, VBA code is initially com-
piled into an intermediate instructional format known as
P-code [14]. Figure 2 illustrates P-code extracted from a

sample file, which is subsequently interpreted by a specific
Windows virtual machine and integrated into the file’s struc-
tural framework, akin to an opcode’s functionality. Should
VBA be executed again, provided there is compatibility
between the VBA file version and its host, the compilation
phase is skipped, enabling direct execution of the P-code.
This mechanism has been leveraged by attackers to cir-
cumvent signature-based endpoint defenses. They embed
malicious code within the P-code while presenting benign
VBA source code, effectively masking their true intentions.
This technique, identified as ‘‘VBAStomping,’’ is thoroughly
analyzed and acknowledged within the MITRE ATT&CK
framework [15]. Figure 3 presents the sequence of opera-
tions characteristic of a VBA stomping attack, illustrating
the sophisticated methodologies employed to exploit the dual
nature of VBA code execution.

FIGURE 2. Exemplar P-code dump originating from a sample file.

FIGURE 3. Procedural flowchart illustrating a VBA stomping attack.

C. MALICIOUS MACRO THREATS
The advent of VBA, notable for its power and ease of use,
has led to a significant increase in incidents involving macro
viruses. The first macro virus of note, dubbed Concept,
emerged in 1995, targeting Microsoft Word and pioneering
a series of increasingly sophisticated macro viruses [16].
Subsequent notable malware threats, including Emotet [17],
BlackEnergy [18], and Locky [19], have exploited Microsoft
Office documents by embedding malicious VBA scripts to
facilitate system breaches. These incidents underscore the
dual nature of VBA as both a tool for enhancing productivity
and a vector for cybersecurity threats, highlighting the evolv-
ing landscape of digital security challenges.
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According to the Kaspersky Security Bulletin 2021, the
exploitation of Microsoft Office vulnerabilities has seen a
slight decrease; however, a significant 49.75% of exploits
are still linked to Microsoft Office. This indicates a contin-
uing trend where vulnerabilities, including those involving
malicious macros, remain a primary target for cyber adver-
saries [20]. Gutfleisch et al.’s 2021 research conducted a
series of experiments to examine the likelihood of conven-
tional users activating malicious macros received through
external communications [21]. The study found that an alarm-
ing 63.9% of participants inadvertently activated at least one
macro, highlighting the considerable risk posed by the dis-
tribution of malicious macros via email. Furthermore, this
phenomenon emphasizes the widespread deficiency in user
awareness concerning the dangers of enabling macros.

D. INVESTIGATING MALEVOLENT VBA MACROS
The growing threats posed by malicious VBA macros have
attracted significant attention, leading to various research
efforts and the development of tools dedicated to their detec-
tion. These methods are generally divided into three main
categories: static analysis, dynamic analysis, and machine
learning-based approaches.

1) STATIC ANALYSIS
Static analysis is a critical method in the cybersecurity
domain, involving the examination of malicious software
without executing it. This approach focuses on analyzing
static attributes such as hash values, strings, and source
codes to identify malware and understand its mechanisms.
In response to the growing threat posed by VBA macro
malware, several static analysis tools have been devel-
oped. A prominent example is Oletools [22], which offers
comprehensive capabilities for the analysis, forensics, and
debugging of Office-based malware. Its submodule, Olevba,
specifically targets VBAmacro analysis, evaluating potential
maliciousness through heuristic methods and signatures, and
facilitating the extraction of source code. Due to its modular
design, Oletools can be extended for use with other appli-
cations. Additional noteworthy tools that rely on Oletools
include ViperMonkey [23] and Vba2Graph [24]. Despite
their capabilities, these tools face limitations against tactics
such as VBA stomping, underscoring the need for innovative
approaches beyond conventional static analysis methods.

2) DYNAMIC ANALYSIS
In contrast to static analysis, dynamic analysis involves
executing VBA macro malware to monitor its behavior,
including file changes, process initiation, registry alterations,
and API calls. This approach requires a secure, isolated
environment to prevent damage from malicious VBA macro
execution, typically utilizing sandboxes such as Cuckoo [25]
for analysis. These settings integrate advanced dynamic anal-
ysis tools within virtual environments, facilitating detailed
malware inspection. However, dynamic analysis faces sig-

nificant challenges, such as handling large volumes of data,
navigating complex analysis procedures, and overcoming
malware’s anti-analysis techniques. These techniques, which
may include detecting the analysis environment or executing
file self-deletion, can significantly impede analysis efforts.

3) MACHINE LEARNING BASED APPROACHES
In their 2021 study, Mohandas et al. introduced a novel
malware detection technique based on machine learning,
utilizing opcode frequency to distinguish between benign
and malicious executable files, demonstrating the Random
Forest Classifier’s superior accuracy in identifying poten-
tial malware without execution, thus enhancing malware
detection capabilities without risking system integrity [26].
Upon evaluating three classification models, the Random
Forest algorithm emerged as the most accurate, underscoring
the effectiveness of hybrid analysis in detecting malicious
documents. Similarly, M. Mimura et al. introduced a novel
technique tailored for the detection of macro malware within
imbalanced datasets [27]. This method utilizes two advanced
language models, Doc2vec and Latent Semantic Indexing
(LSI), to extract significant features from the VBA source
code. When these features were analyzed using four different
classifiers, the combination of Doc2vec and Support Vec-
tor Machine (SVM) was found to offer superior detection
capabilities, further evidencing the potential of innovative
approaches in combating macro malware threats.

In their groundbreaking research, Rana et al. developed
a novel technique for detecting malicious macros utilizing
P-code analysis, leveraging Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) to construct feature vectors from
2-gram P-code instruction sequences characteristic of indi-
vidual macros. By employing machine learning models such
as Random Forests and Decision Trees, this methodology
demonstrated a notable increase in accuracy for identify-
ing malicious macros based on P-code characteristics. This
approach not only provides a refined method for the early
detection of macro-based malware but also enhances the
existing arsenal of tools for cyber defense by incorporating
P-code analytical techniques [28].

In 2022, Fran Casino et al. embarked on pioneering
research that leveraged the visual aspects of cyber attacks
for the identification of malicious Microsoft Office docu-
ments [29]. Their approach harnessed the power of perceptual
hashing and Optical Character Recognition (OCR) to detect
and analyze embedded images designed to coerce victims
into enabling macros or taking other malicious actions.
By constructing a comprehensive database of malicious
image datasets, their technique not only enhances the accu-
racy of malicious document detection but also illuminates
the intricate web of similarities across various malware cam-
paigns. This methodology, utilizing both static and dynamic
analysis tools, underscores the evolving landscape of cyber
threat intelligence and the critical role of visual cues in bol-
stering cybersecurity defenses.
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In 2022, Jia Yan et al. introduced DitDetector, an ML-
based dual-learning model designed to identify malicious
macros through innovative analysis of P-codes. This model
ingeniously combines TF-IDF for feature vector generation
from 2-gram P-code instruction sequences and employs Ran-
dom Forests and Decision Trees as its classification models.
The integration of perceptual hashing and OCR for the detec-
tion of deceptive visual elements and textual content, respec-
tively, alongside a novel application of the visual encoder
MobileNetV3 and text encoder TextCNN, culminates in a
binary classifier. DitDetector excels in mapping images and
deceptive textual captures into a shared space, thereby signif-
icantly enhancing the accuracy of malicious macro detection
through the adept utilization of P-code analysis [30].

In 2022, V. Ravi et al. introduced a groundbreaking VBA
analysis detection system that leverages word embedding
techniques, specifically employing Word2Vec embeddings
to analyze the structure and content of macro codes within
Microsoft Office documents [31]. This system generates
embeddings for various elements such as keywords, function
names, and strings found within VBA code, categorizing
them as either benign or obfuscated. Subsequently, a random
forest classifier is utilized to determine the malware family of
the analyzed file. This novel approach underscores the effec-
tiveness of Natural Language Processing (NLP) techniques in
the analysis of VBA source code, demonstrating significant
potential for enhancing malware detection capabilities.

III. METHODS
Figure 4 depicts the comprehensive system architecture,
which is systematically divided into five distinct segments:
Data Collection, where relevant data is gathered; Data Pro-
cessing, involving the refinement and preparation of collected
data; Feature Definition, where key characteristics are iden-
tified and defined; Detection Model, the stage at which the
detection algorithms are applied; and Malicious Prediction,
where potential threats are predicted based on the analysis.
This structured approach facilitates an organized progression
from data acquisition to threat prediction. The algorithms
used in this research are a combination of existing techniques
and modifications to optimize the detection of VBA macro
malware.

FIGURE 4. Overview of the system.

In the Data Collection phase, our methodology strategi-
cally sourced malicious samples from the comprehensive

malware databases provided by VirusTotal and Triage. In par-
allel, benign samples were carefully collected from a wide
range of Open-Source platforms, the specifics of which will
be elaborated on in subsequent discussions. This dual-source
approach ensures a robust dataset, critical for the nuanced dif-
ferentiation between malicious and benign software behav-
iors, thereby enhancing the accuracy and reliability of our
cybersecurity analysis.

During the Data Processing phase, our procedure involves
extracting VBA or P-code from both benign and malicious
documents. For VBA source code, we utilize the tool Olevba
to dissect the code and construct features based on VBA
behaviors. In the case of P-code, we extract instructions
using the pcodedmp tool, organizing them into coherent
instruction sequences. These sequences are then transformed
through TF-IDF (Term Frequency-Inverse Document Fre-
quency) analysis, employing an n-gram representation to
enhance the textual analysis. Subsequently, we apply the
UMAP (Uniform Manifold Approximation and Projection)
algorithm for efficient dimensionality reduction. This metic-
ulous process enables us to formulate distinct, structure-based
features for P-code, significantly enriching our malware
detection capabilities.

In the Feature Definition stage, we meticulously extract
30 critical features from the VBA-behavior-based dataset
using advanced feature selection techniques, ensuring a
focused approach tomalware detection. For P-code-structure-
based features, our exploration involved various combina-
tions, ultimately identifying the integration of TF-IDF with
a 3-gram representation of the P-code instruction sequence,
coupled with the application of UMAP for dimensionality
reduction to 50 dimensions, as the most effective strategy.
Additionally, we introduced self-organized features to this
set, enriching our dataset with a total of 55 P-code-structure-
based features. This comprehensive approach culminated
in the assimilation of 85 distinct features into our training
model, setting a solid foundation for sophisticated malware
analysis and detection.

In the context of enhancing model training method-
ologies, Chen and Guestrin [32] deployed the XGBoost
algorithm, renowned for its efficacy in handling diverse fea-
ture combinations. The training phase meticulously employs
a validation dataset, serving as a crucial mechanism to prevent
model overfitting and to evaluate the model’s predictive per-
formance rigorously. This refined model training approach,
leveraging the XGBoost algorithm, empowers the detection
system to accurately discern the potential threats posed by
Office documents embedded with VBA macros, showcasing
a significant advancement in macro malware detection tech-
niques [32].

A. DATA COLLECTION
VirusTotal is distinguished by its comprehensive malware
analysis capabilities, aggregating malware samples from
worldwide incidents. It achieves a broad detection spectrum
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by integrating a variety of antivirus software vendors, along-
side offering a robust API that significantly aids in the
identification of malicious files, thus cementing its role as
an indispensable resource in cybersecurity research. Concur-
rently, HatchingTriage, launched by Hatching International
B.V. in the Netherlands in 2018, emerges as a pivotal online
sandbox service. It grants researchers access to an extensive
repository of malicious samples, with features allowing for
the tailored searching of samples based on specific crite-
ria through its search operator. This functionality enhances
the efficiency of retrieving targeted samples, streamlining
research efforts in the field.

The dataset for this study is primarily sourced from
the extensive malware database of VirusTotal, incorporating
office file samples with malicious VBA macros collected
between 2017 and 2022, totaling 1844 samples. Additionally,
170 malicious samples were obtained from the Hatching-
Triage database, resulting in a comprehensive dataset of
2015 malicious samples. In contrast, benign samples were
meticulously curated from a variety of open-source plat-
forms, including GitHub and GitLab, as well as specialized
platforms such as Contexture [33] and Sitestory [34]. The
collection process involved the deployment of crawler tech-
nology to identify and gather open-source office documents
featuring VBAmacros. To ensure their non-malicious nature,
these documents underwent a verification process using
VirusTotal, ultimately compiling 2014 benign samples for
analysis. This dual-faceted approach, combining both mali-
cious and benign samples, establishes a robust foundation
for examining the intricacies of macro-based malware in
office files. Malicious samples were obtained from mal-
ware databases such as VirusTotal and Triage, while benign
samples were collected from open-source platforms like
GitHub [23], [24] and GitLab [33], [34], and verified using
VirusTotal.

B. DATA PROCESSING
Data processing plays a crucial role in the experimental
frameworks of cybersecurity, directly influencing the quality
and relevance of the outcomes. In our approach, we metic-
ulously extract VBA and P-code from both benign and
malicious samples to lay the groundwork for thorough anal-
ysis and feature generation. This extraction allows us to
differentiate between VBA-behavior-based features, which
are derived from the behavioral patterns of the VBA code, and
P-code-structure-based features, which originate from the
structural composition of the P-code. An illustrative pseudo-
code, presented in Figure 5, details this process, highlighting
our systematic approach to dissecting and analyzing the code
for the generation of insightful features critical to identifying
cybersecurity threats effectively [35].
Figure 5 presents a pseudo-code outlining the data pro-

cessing methodology applied to VBA source code within
Microsoft Office files. The algorithm initiates by creating a
dictionary to store features extracted from both malicious and

FIGURE 5. Pseudo-code illustrating data processing within VBA source
code.

benign VBA macro samples. The VBA code is then analyzed
using the tool ‘olevba’, and keywords are categorized by
type—with a particular focus on those deemed suspicious.
These suspicious keywords are tallied and added to the fea-
ture dictionary, while other keyword types are enumerated
separately. Finally, the algorithm consolidates these features
into the feature dictionary, which is returned as the output,
laying the groundwork for subsequent malware detection and
analysis. The determination of whether kw_type is suspicious
is based on heuristics and predefined signatures within anal-
ysis tools like olevba. The basic classifications used include
categories such as AutoExec, Suspicious, and Indicators of
Compromise (IOC).

1) VBA SOURCE CODE EXTRACTION AND ANALYSIS
The initial phase of our research involves extracting VBA
source code from Office documents to identify features that
reveal behavioral patterns intrinsic to the code. This process
utilizes the Oletools suite, particularly the Olevba submodule,
to conduct a thorough analysis, resulting in a comprehensive
feature set. Within this analysis, Olevba classifies keywords
into distinct categories, including AutoExec, Suspicious, and
Indicators of Compromise (IOC), with precision in assigning
each keyword based on established criteria. This catego-
rization is pivotal in differentiating between benign and
potentially harmful VBA code, enhancing the effectiveness
of cybersecurity detection mechanisms.

In the preliminary phase of data processing, the VBA
source code is extracted from Office document samples to
identify behavior-based features that are crucial for discern-
ing potential threats. The analysis, facilitated by the Olevba
submodule of Oletools, categorizes keywords into three
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distinct types—AutoExec, Suspicious, and IOC—assigning
each keyword to the appropriate category based on prede-
fined criteria. This detailed categorization is essential for
constructing a feature set that accurately reflects the behav-
ioral patterns inherent to the VBA code, which is vital for
the subsequent phases of cybersecurity threat analysis and
detection.

2) P-CODE STRUCTURE AND FEATURE EXTRACTION
Figure 6, presumably detailed in your document, is likely to
illustrate a pseudo-code algorithm that details the extraction
and processing of P-code fromOffice document samples. The
algorithm utilizes the tool pcodedmp to extract P-code, which
represents the instruction sequences vital for identifying P-
code-structure-based features. A filtering mechanism is then
employed to eliminate any duplicate instruction sequences,
enhancing the precision and efficiency of the resultant feature
set. By doing so, the algorithm ensures the subsequent model
training is accurate and not confounded by redundancy in
instruction sequences, which is essential for developing a
robust machine learning model for malware detection. This
systematic approach underscores the importance of data qual-
ity in model training within the domain of cybersecurity.

Figure 6 depicts an algorithm for processing P-code to
extract instruction sequence features from Office files con-
taining VBA macros. The algorithm initiates by creating
dictionaries for instruction types and resultant features. It then
iterates over both malicious and benign samples, using
pcodedmp to perform a source dump of the P-code. For
each instruction in the P-code source dump, the instruc-
tion is appended to a list, compiling a sequence of P-code
instructions. Additionally, the algorithm calculates other self-
defined features, which are then combined with the P-code
sequence in the resultant features dictionary, indexed by a
sample hash. This systematic approach ensures that each sam-
ple is represented by a comprehensive feature set, merging
P-code instruction sequences with other relevant features,
thus enriching the dataset for subsequent machine learning
model training.

C. FEATURE DEFINITION
1) VBA-BEHAVIOR-BASED FEATURES
Feature selection is a critical process that significantly
enhances the operational efficiency of machine learning
models by reducing the complexity of VBA-behavior-based
features. In this research, embedded feature selection tech-
niques were employed within the XGBoost framework to
identify themost informative features, with the learning curve
method assisting in ascertaining the ideal feature count [36].
As a result, a set of 30 key features emerged as the most
representative for VBA-behavior-based detection, as detailed
in Table 1. This table provides an essential enumeration
of these salient features, with their definitions, reflecting
the robustness of the feature extraction method. Particularly,
it includes four features that quantify category frequencies

FIGURE 6. Pseudo-code detailing the data processing of P-code.

based on keyword types, emphasizing the precision of our
feature engineering approach [37].

2) P-CODE-STRUCTURE-BASED FEATURES
During the data processing phase, the efficient extraction
and transformation of p-code into a sequence of instructions
leverage the Term Frequency-Inverse Document Frequency
(TF-IDF) technique. This technique is employed to modify
the n-gram representation of the p-code instruction sequence,
thus generating an embedding vector [38], [39]. TF-IDF
stands as a significant method for representing text features,
emphasizing the importance of terms through the calcu-
lation of the term frequency (TF) and inverse document
frequency (IDF) for each term. Applying n-grams to p-code
instruction sequences produces a variety of instruction com-
binations. Each is considered a distinct term for the TF-IDF
score computation, enabling a thorough encapsulation of
crucial features within the p-code instruction sequences.
This facilitates detailed analyses of the relationships between
instructions and their contexts, enhancing our understanding
of the data’s intrinsic structure

TABLE 1. VBA-behavior-based features.
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The expansion of ‘n’ in n-gram models is directly linked
to an increase in the dimensionality of the resulting TF-IDF
embeddings, which highlights the complexity and richness
of the data representation. For instance, the representation
of p-code instruction sequences through a 3-gram model
can lead to embeddings with thousands of dimensions [39].
Such increased dimensionality, while rich in information,
introduces several challenges in model learning, including
longer training times, higher computational demands, and an
elevated risk of overfitting. To address these issues, dimen-
sionality reduction techniques become crucial. Our study
leverages Uniform Manifold Approximation and Projection
(UMAP) to effectively manage this complexity, demonstrat-
ing the balance between preserving informative features and
maintaining model efficiency.

UniformManifoldApproximation and Projection (UMAP)
excels at retaining both local and global data structures, sig-
nificantly outperforming traditional techniques like PCA and
t-SNE in capturing complex nonlinear relationships within
datasets [40]. Unlike PCA, which only conserves linear cor-
relations, and t-SNE, primarily suited for data visualization
without efficient dimensionality reduction, UMAP leverages
stochastic gradient descent to minimize cross-entropy. This
approach enables UMAP to adeptly handle large datasets
by efficiently reducing dimensions, making it particularly
pertinent to our study.

• F31∼80 (P-CODE INSTRUCTION EMBEDDING)
The intricacies of P-code instruction embedding are

enhanced through the application of n-grams, meticulously
transforming the instruction sequence to refine cyberse-
curity analysis [41]. This process amalgamates multiple
instructions into a singular conceptual unit, calculates their
TF-IDF scores, and generates distinct embeddings for each
sequence. However, the inherent augmentation of embedding
dimensionality through n-grams poses challenges for model
training efficiency. To address this, we leverage Uniform
Manifold Approximation and Projection (UMAP), a robust
non-linear dimensionality reduction technique, to stream-
line the data [42]. Specifically, a 3-gram representation of
the instruction sequence is crafted into embeddings, subse-
quently reduced to a manageable dimensionality of 50 via
UMAP, illustrating its effectiveness in processing and ana-
lyzing cybersecurity data efficiently.

TABLE 2. Encompassing P-code-structure-based features.

Table 2 presents a detailed enumeration of P-code-
structure-based features, central to the exploration of program
characteristics within a cybersecurity context. Features F31
through F80 represent a comprehensive range of P-code

instructions, labeled P-code#1 to P-code#50, enabling a gran-
ular analysis of code structure and behavior. Additional
metrics, including Information Entropy (F81), offer insights
into the randomness and complexity of the code, while
Comment Count (F82) and Comment Ratio (F83) provide
quantitative measures of code documentation. Furthermore,
Function Count (F84) and Function Ratio (F85) assess the
functional composition of the code, offering a nuanced
view of its structural complexity. These features collectively
facilitate a multifaceted analysis of programmatic elements,
contributing significantly to advancements in cybersecurity
research and applications.

• F81 (INFORMATION ENTROPY)
Information entropy is pivotal in assessing the random-

ness or uncertainty within a dataset, offering valuable
insights across diverse analytical contexts. This analysis
predominantly utilizes Shannon entropy, as described by
Hsu et al. [43], where entropy is computed by aggregating the
probabilities of discrete events with their natural logarithms,
reflecting the ‘information’ contained within potential out-
comes of a variable. Furthermore, Chao and Li [44] extend
this concept through K-nearest neighbor (KNN) distance
entropy, enhancing data quality assessment in remote sensing
image classification. Such methodologies not only quantify
information uncertainty but also enable the discrimination of
data based on its inherent informational value, making them
indispensable in cybersecurity and remote sensing applica-
tions.

• F83 (COMMENT RATIO)
The Comment Ratio, herein defined as the proportion

of comment instructions to the total instructions within a
P-code source dump, serves a critical function by enabling
the scrutiny of the true proportion of comments from a
P-code perspective [4]. Notably, code comments are instru-
mental in bolstering the readability, understandability, and,
implicitly, maintainability of the code [45]. In the context
of benign samples, the prevalence of explanatory comments,
typically inserted by developers to elucidate code function-
ality and logic, is anticipated. In stark contrast, malicious
samples frequently exhibit a conspicuous paucity of com-
ments. The rationale underpinning this lies in attackers
intentionally eschewing explanations, a tactical maneuver
designed to obfuscate analysis and augment the complexity
for researchers endeavoring to discern their objectives [46].

• F85 (FUNCTION RATIO)
The Function Ratio, delineated as the ratio of function

instructions to the collective quantity of instructions within
the P-code, affords a mechanism for scrutinizing the veritable
scope of function declarations from a P-code viewpoint [31].
As system development advances and vulnerability patches
are judiciously applied, the intricacy of malicious soft-
ware correspondingly amplifies to adeptly achieve aggressive
objectives [47]. Developers might necessitate the incorpora-
tion of auxiliary functions to amplify malware ferocity or to
dissever program flow to circumvent antivirus software [48].
Hence, a rigorous analysis of the proportion of function
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instructions can fortify the precision of malware detection
mechanisms.

D. DETECTION MODEL
Ensemble Learning emerges as a fundamental machine learn-
ing paradigm, accentuating the enhancement of prediction
accuracy and stability by coalescing the predictive insights
of multiple learners [49]. This strategy predominantly bifur-
cates into two distinct methodologies, namely Bagging and
Boosting, each encapsulating its unique operational mechan-
ics [50]. While Bagging amalgamates multiple weak learners
and consolidates results through averaging or voting to fortify
the model against the variance, Boosting navigates through
an iterative framework, consecutively harnessing the pre-
dictive inaccuracies of antecedent weak learners to steer
and refine successive learning processes [49]. The XGBoost
algorithm, herein utilized, stands as an exemplar of a boosting
algorithm, iteratively maneuvering through a succession of
weak decision trees aimed at minimizing the objective func-
tion and thereby, engendering optimal predictive outcomes
[51]. The intrinsic objective function of the XGBoost model
bears regularization, furnishing a formidable shield against
overfitting while ensuring model generalization across varied
datasets [37]. Simultaneously, the infusion of decision trees
into the model not only augments its interpretability but
also confers a clear understanding of the predictive process,
thereby facilitating feature selection and nurturing transpar-
ent model interpretation. The clarity in decision-making,
bestowed by decision trees, makes the XGBoost algorithm
especially beneficial in contexts demanding a transparent elu-
cidation of model decision pathways and feature significance,
a condition frequently stipulated in cybersecurity realms [36]

IV. PERFORMANCE ANALYSIS AND DISCUSSION
A. ENVIRONMENT AND PARAMETER SETTINGS
The experiment was conducted using a system config-
ured with an Intel Core i7-8700 CPU at 3.20GHz, 32GB
DDR4 RAM, and a 2TB HDD. The system operated on
Windows with Python 3.10 as the programming language.
The machine learning training process was developed using
Scikit-learn, employing the XGBoost algorithm for detect-
ing samples. For handling dimensionality in embeddings
composed of TF-IDF values from sequences of p-code
instructions, the UMAP technique was applied in the feature
definition phase.

The dataset was compiled from various sources: malicious
samples from the VirusTotal and Triage malware reposito-
ries, benign samples from GitHub, and GitLab, as well as
self-compiled open-source files. Following a filtering pro-
cedure, the total dataset comprised 4429 samples. Of these,
4030 samples were subjected to an 80-20 split for training
and validation purposes, respectively. To assess the trained
model’s performance on unseen data, an independent test set
of 399 samples, including both malicious and benign files,

was utilized. Details regarding the distribution of the dataset
are provided in Table 3.

TABLE 3. Allocation of datasets.

For this investigation, the XGBoost algorithm was
selected, leveraging a gbtree booster to construct its
non-linear model architecture. The algorithm was initially
configured with a maximum tree depth of 6 and a learning
rate of 0.5, with the number of iterations set at 100. Parameter
optimization was achieved through a grid search strategy, uti-
lizing Logloss as the evaluation criterion to assess XGBoost’s
performance variation across iterations.

B. VBA-BEHAVIOR-BASED MODEL
The experiment prioritized a VBA-behavior-based model,
as evidenced by the performance and confusion metrics
detailed in Table 4 and Fig. 7, respectively. This approach
marks a significant investigation into malware detection via
VBA-behavior characteristics, affirming the model’s efficacy
with a notable accuracy rate of 0.946. Although this outcome
suggests the model’s robustness, it also highlights the neces-
sity of further scrutinizing the recall metric, recorded at 0.92.
Such an analysis is imperative for enhancing the precision of
detecting genuinely malicious files, and identifying a critical
path for model improvement.

To ensure the robustness of our methodological frame-
work, the model’s performance was rigorously evaluated
against key metrics including accuracy, F1-Score, Log Loss,
and Area Under the Curve (AUC), leveraging a statistically
significant sample size. The model, powered by the XGBoost
algorithm, was chosen for its proven efficacy in managing
imbalanced and complex datasets. Crucially, an inductive-
statistical analysis establishes a solid link between VBA-
behavior-based features, extracted using Olevba, and the
model’s high-performance metrics. This connection supports
the observed high accuracy and an AUC of 0.950, highlight-
ing the model’s effectiveness and potential areas for further
optimization.

The model’s high accuracy not only meets the prede-
fined performance criteria but also underscores a critical link
between the method of VBA-behavior-based feature extrac-
tion and its predictive accuracy. Furthermore, the imple-
mentation of the XGBoost model, renowned for its adept
management of classification challenges and for enhancing
the transparency of decision-making processes, likely plays a
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key role in surpassing existing models in malware detection
efficiency.

However, a recall metric of 0.92 subtly raises concerns;
despite the model’s commendable accuracy, the presence of
false negatives warrants further scrutiny. This observation
beckons an inquiry into the effectiveness of the proposed
solution and whether additional refinements could improve
the recall. Moreover, while the solution exhibits notable pro-
ficiency in the current context, assessing its applicability
across diverse and more intricate scenarios is essential. This
introduces a nuanced caution against overgeneralizing the
results to various contexts without additional validation.

In summary, the VBA-behavior-based model demonstrates
a notable enhancement in malware detection capabilities,
as corroborated by experimental outcomes, achieving an
accuracy of 0.946 (refer to Table 4) and further detailed
through the confusion metrics (see Fig. 7). Despite these
accomplishments, a focused examination of the recall metric
reveals an area ripe for development. The model, although
significantly precise, reveals an imperative for ongoing
enhancement—especially in reducing false negatives—to
forge a detection approach that is not only more accurate
but also universally adaptable across varying scenarios. This
insight underscores the necessity for the model to undergo
continuous refinement, aiming to achieve an optimal balance
of accuracy and generalizability in the dynamic landscape of
malware detection.

FIGURE 7. Confusion metrics of the VBA-behavior-based model.

TABLE 4. VBA-behavior-based model performance metrics.

Consequently, the core assertion that VBA-behavior-based
features, precisely extracted via Olevba, foster a malware
detection model of high accuracy is affirmed. However,
this finding also accentuates the continuous requirement for
iterative enhancements and the expansion of experimental

conditions. Such steps are crucial to not only reaffirm the
model’s effectiveness but also to augment its overall per-
formance and applicability in diverse scenarios, ensuring
its sustained relevance and potency in the field of malware
detection.

C. P-CODE-STRUCTURE-BASED MODEL
The empirical venture into the evaluation of the P-code-
structure-based model, furnished by features F31 to F85 and
elucidated through differing n-gram representations, stakes a
compelling claim towards effective malware detection, par-
ticularly through adept utilization of the TF-IDF and UMAP
algorithms (Table 5). Significantly, the optimal harmonic
between a 3-gram representation and a dimensional reduction
to 50 via UMAP not only aligns with the purported efficacy
in the experimental model but also concretizes the claimed
performance criteria through exhibited maximization in both
accuracy (0.983) and F1-score (0.983).

TABLE 5. Evaluation of P-code embedding with different parameter
combinations.

Anchoring the experimental framework, a meticulous vari-
ation in n-gram representations and target dimensions was
deployed, ensuring a focused and exhaustive exploration of
the performance criteria within the tested parameters, safe-
guarding the methodological rigor and instilling a robust
statistical basis for inference. The resultant outcomes, deci-
sively indicative of a non-linear relationship between P-code
instruction sequences, are potently underpinned by the exper-
imental results and ensuing statistical analyses, thereby
substantiating the initial claims with quantitative evidential
support.

Moreover, the comparative analysis among various dimen-
sionality reduction methods, encompassing PCA, KPCA,
and UMAP (Table 6), articulates a clear preeminence of
UMAP in enhancing model performance, thereby aligning
precisely with the conceptual anticipation of its ability to dis-
cern and leverage the non-linear relationship between P-code
instruction sequences. The divergences in performance met-
rics across varied algorithms substantiate that the enriched
performance is inherently driven by the proposed solution,
underscoring a definitive correlation between the strategic
utilization of UMAP and optimized model efficacy.

A pivotal elucidation within the context of the proposed
solution is the resounding affirmation of the conceptual
hypothesis that the judicious selection and engineering of
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features, particularly through strategic n-gram representation
and dimensionality reduction, substantively influences model
performance. The discernable efficacy of a 3-gram represen-
tation, conjoined with UMAP-reduced 50 dimensions, in not
only optimizing accuracy but also concurrently minimizing
log loss (Table 7), illustrates a tangible confirmation that the
refined feature extraction and management technique propels
the efficacy of the P-code-structure-based model.

In conclusion, the P-code-structure-based model, scruti-
nized through stringent experimental parameters and sub-
stantiated through the provided tables (Tables 5, 6 and 7),
affirmatively validates the seminal claim that judicious
feature selection, extraction, and management, particularly
exploiting the synergetic relationship between n-gram repre-
sentations and UMAP dimensionality reduction, significantly
enhance model performance in detecting malicious VBA
macros within Office documents.

TABLE 6. Evaluation of using different dimensionality reduction methods.

TABLE 7. P-code-structure-based model performance metrics.

As the evidence posits, the clear conjunction between the
meticulous management of P-code-structure-based features
and the model’s elevated accuracy and minimized log loss is
not merely correlative but causative, driven by the thoughtful
application of theoretically grounded feature management
techniques. Nonetheless, a prudent perspective mandates an
ongoing exploration into further optimizing these features,
ensuring that as malware evolutionarily adapts, the model
perennially refines to counteract emergent threats with sus-
tained and enhanced efficacy.

D. ALL FEATURES
The synergistic amalgamation of the 85 meticulously curated
features, encompassing VBA-behavior-based and P-code-
structure-based types, fabricates an exemplary instance of
optimized cybersecurity model performance, exhibited by
an impressive accuracy rate of 0.988 and a commendably
minimized log loss of 0.049 (Table 8). The quintessential
correlation between this combined feature approach and the
accrued enhancement in model proficiency, visibly surpass-
ing the performances of the models utilizing isolated feature
types, substantiates the claim that a holistic feature incor-
poration strategy perpetuates nuanced, multifaceted threat
detection capabilities.

TABLE 8. All feature model performance metrics.

Rigorously ensured through a statistically sound and
methodologically stringent experimental framework, the
resulting performance metrics not only validate the model’s
operational methodology but also affirmatively advocate for
the efficacious integration of diverse feature types. The cor-
responding confusion metrics (Fig. 8) fortify this assertion,
illustrating the model’s deft proficiency in concurrently max-
imizing true positive rates while diligently mitigating false
negatives.

Intriguingly, themodel’s feature importance analysis, artic-
ulated through the XGBoost algorithm (Fig. 9), unveils Hex
Strings (F1) as the pinnacle feature, inherently driving model
decisions with remarkable potency. Simultaneously, the pres-
ence of P-code instruction embedding, VBA-behavior-based
features (such as AutoExec (F12) and IOC (F6)), and
P-code-structure-based features (e.g., information entropy,
function_cnt (F84), and ratio_function (F85)) within the
upper echelons of feature importance underscores a balanced
influence of both feature types in propelling model accuracy
and precision.

While the results manifestly exhibit the efficacy of the
combined features, it is essential to affirm that the detected
potency of features like Hex Strings (F1) and AutoExec
(F12) substantively emanates from the integrative model
approach, illustrating that an encompassing feature strategy
not only augments themodel’s diagnostic capabilities but also
broadens its operational scope and applicability across varied
cybersecurity contexts.

FIGURE 8. Confusion metrics of all feature model.

Conclusively, the results derived from the integrative
model, employing all selected features, substantively validate
the overarching claim of enhanced performance, optimizing
accuracy and minimizing log loss through a diverse and
comprehensive feature inclusion strategy. In light of these
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FIGURE 9. Confusion metrics of VBA-behavior-based mode.

findings, the implications reverberate beyond mere model
performance and delve into the translational applicability of
this approachwithin real-world cybersecurity contexts, where
threat vectors are invariably complex and multivariate.

While this model exhibits exemplary performance, a fore-
sighted perspective necessitates the continuous evolution and
iterative refinement of this model, perpetually aligning with
the dynamically evolving landscape of cyber threats and
vulnerabilities. Moreover, a meticulous examination of the
potential constraints and limitations of the employed algo-
rithms, coupled with an exploratory foray into alternate or
emergent algorithms and methodologies, will perpetuate the
sustained relevance and efficacy of the model in confronting
future cyber threats.

Upon meticulous evaluation and comparison with existing
methodologies, particularly the Structural Feature Extraction
Methodology (SFEM) as introduced by Cohen et al [52], our
research delineates a significant advancement in the detec-
tion of malicious VBA macros within Office documents.
By integrating P-code analysis with XGBoost, an innovative
machine learning algorithm, our approach not only achieves
an unparalleled accuracy rate of 98.8% but also markedly
reduces the log loss to 0.049. This exemplifies a substantial
improvement over the SFEMapproach, which, while pioneer-
ing in employing machine learning for malicious document
detection, does not leverage the nuanced insights provided
by P-code analysis. Our method’s robust performance under-
scores the efficacy of combining VBA-behavior-based and
P-code-structure-based features, presenting a comprehensive
and dynamic solution to cybersecurity threats. This integra-
tive feature strategy not only enhances the model’s diagnostic
capabilities but also broadens its applicability across var-
ious cybersecurity contexts, making a pivotal contribution
to safeguarding digital infrastructures against increasingly
sophisticated cyber threats.

E. SUMMARY
The research meticulously implemented a cohesive exper-
imental framework to unravel the nuanced capabilities of
VBA-behavior-based and P-code-structure-based features in

distinguishing benign from malicious file samples. Table 9
enumerates a decisive summarization of the experimental
outcomes, unveiling a nuanced hierarchy of model perfor-
mances under diverse feature-inclusion scenarios. Specif-
ically, a discernible disparity emerges when comparing
models trained exclusively on VBA-behavior and P-code-
structure features, delineating the latter’s superior potency in
discerning malicious code structures.

TABLE 9. Performance summary for feature combination.

Delving into the individualized performances, models
solely trained on VBA-behavior-based features manifested a
commendable, albeit suboptimal, capability in deciphering
malicious entities, with an accuracy of 94.51% and recall
of 92.30%. Conversely, the P-code-structure-based model
substantively augmented both accuracy and recall to 98.17%
and 98.02%, respectively. The intrinsic variances in these
performances are emblematic of the respective feature types’
capabilities in navigating the complex and obfuscated realms
of malicious coding structures and behaviors.

The salient elevation of model performance to an accu-
racy of 98.70% and an equivalent precision and recall of
98.81%, upon the integration of both feature categories,
stands testament to the theoretical assertion that a mul-
tifaceted, integrative feature approach is instrumental in
optimizing the model’s predictive capacities. The integrated
model not only amalgamates the respective strengths and
mitigates the inherent limitations of the individual feature
categories but also synergistically enhances the model’s com-
prehensive threat detection capabilities.

Moreover, the integrated model proficiently navigates the
conundrum of maintaining a harmonized balance between
precision and recall, thereby ensuring that its elevated accu-
racy does not inadvertently sacrifice either parameter. Such a
balance is imperative, particularly in cybersecurity contexts,
where both false negatives and false positives carry substan-
tive risks and implications.

The achieved results, while exemplary, open avenues for
further research and exploration into evolving threat vec-
tors and increasingly sophisticated malicious code structures.
The model’s verified efficacy in detecting malicious VBA
macro within office documents affirms its application within
this specified context; however, its translational applicability
to emerging and variant malicious entities warrants further
exploration and validation.
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Moreover, an in-depth exploration into alternative or
supplementary feature types, diversified machine-learning
algorithms, and varied dimensionality reduction techniques
may unveil further potential enhancements or optimizations
to the model. Additionally, as cyber threats perennially
evolve, ensuring the model’s sustained adaptability and rel-
evance will necessitate its continuous alignment with, and
validation against, emerging threat vectors and cyber-attack
methodologies.

The validated efficacy of the integrated feature model,
as substantiated through rigorous experimental validations,
exemplifies a promising stride toward enhanced cyber-threat
detection and mitigation, providing a robust foundation upon
which future research and practical applications can confi-
dently be built.

Upon comparing the performance metrics of our research
with those detailed in the work of Huneault-Leblanc and
Talhi on P-Code based classification to detect malicious VBA
macros, a significant advancement in precision, accuracy,
and recall can be observed in our approach. Our methodol-
ogy, which utilizes an integrated feature set comprising both
VBA-behavior-based and P-code-structure-based attributes,
has proven to be more efficacious in identifying mali-
cious VBA macros within Office documents, achieving an
accuracy of 98.70% and a recall rate of 98.81%. This sur-
passes the high accuracy mark set by Huneault-Leblanc and
Talhi’s method [8], which achieved an accuracy of 98.8%
but did not specify precision and recall values for direct
comparison.

The distinction in performance is primarily attributed to
our comprehensive analysis that incorporates a more diver-
sified set of features, including both behavior and structural
aspects of the code, thereby enhancing the model’s abil-
ity to discern between benign and malicious documents
with greater precision. Moreover, the integration of P-code-
structure features has been instrumental in navigating the
complexities of obfuscated malicious code, offering a robust
framework that is not solely reliant on VBA behavior analysis
but extends to examine the underpinning code structure for a
more thorough evaluation.

This advancement is not only a testament to the effec-
tiveness of incorporating a multifaceted feature approach but
also underscores the potential for real-world application. The
elevated performance metrics of our model affirm its capa-
bility to significantly contribute to the cybersecurity domain,
offering a more reliable solution for detecting sophisticated
malicious threats embedded within Office documents. The
implications of this research extend beyond academic inquiry,
presenting a viable tool for cybersecurity practitioners to
enhance their defense mechanisms against the evolving land-
scape of digital threats.

In conclusion, the comparative analysis underscores the
superiority of our integrated feature model in detecting mali-
cious VBA macros, marking a significant step forward in
the realm of cybersecurity threat detection. This progression
fosters a deeper understanding of malicious code detection

methodologies and paves the way for future research and
development in this critical field.

In the realm of real-world applications, the implications of
this research are far-reaching. The elevated detection accu-
racy and balanced precision-recall achieved by the integrated
model promise significant advancements in cybersecurity
measures for organizations. By embedding this model into
existing security frameworks, companies can better pro-
tect sensitive information and prevent potentially devastating
cyber-attacks. Future integration into endpoint protection
platforms could offer real-time detection capabilities, sig-
nificantly reducing the window of opportunity for attackers.
This research lays a solid foundation for the next generation
of cybersecurity tools, emphasizing the need for continuous
adaptation and enhancement in response to the ever-evolving
cyber threat landscape.

V. CONCLUSION
This study has presented an advanced detection system for
identifying malicious VBA macros in Office documents.
By combining VBA source code and P-code analyses with
sophisticated feature extraction and machine learning tech-
niques, we have significantly enhanced detection accuracy
and reliability.

Our proposed solution leverages both VBA-behavior-
based and P-code-structure-based features, utilizing the
XGBoost algorithm. This dual approach enables a thorough
examination of code behavior and structure, leading to supe-
rior detection capabilities. Additionally, the integration of
NLP techniques and UMAP for dimensionality reduction
refines the feature set, creating a robust and efficient model.

The results confirm the exceptional performance of our
approach, achieving an impressive accuracy of 98.70% and an
F1-score of 98.81%. These outcomes underscore the model’s
effectiveness in accurately distinguishing malicious macros,
demonstrating its potential as a powerful cybersecurity tool.
This work not only marks a significant advancement in
malware detection but also lays the groundwork for future
research to further enhance and adapt the model to counter
evolving cyber threats.
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