
Received 16 April 2024, accepted 9 May 2024, date of publication 17 May 2024, date of current version 28 May 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3402218

Propeller-Type Wall-Climbing Robot for Visual
and Hammering Inspection of
Concrete Surfaces
YUKI NISHIMURA 1, HIROMI MOCHIYAMA 2, (Member, IEEE),
AND TOMOYUKI YAMAGUCHI 2
1Research Center for Intelligent Robotics, Zhejiang Laboratory, Hangzhou, Zhejiang 311121, China
2Faculty of Engineering, Information and Systems, University of Tsukuba, Tsukuba, Ibaraki 305-8577, Japan

Corresponding author: Tomoyuki Yamaguchi (yamaguchi@iit.tsukuba.ac.jp)

This work was supported by the Japan Society for the Promotion of Science (JSPS) KAKENHI under Grant JP23H01643 and
Grant JP20H02106.

ABSTRACT Periodic inspections are necessary in maintaining concrete infrastructures. As efficient and
low-cost inspection methods, visual inspection robots and hammering inspection robots to detect cracks
and internal defects have been developed, respectively. However, these robots can perform only a single
task. To realize multiple tasks by a robot, multiple measurement sensors must be installed considering the
stability of the robot on the wall and measurement performance. Parameters, such as weight and size, must
be considered to ensure the stability of the robot on the wall. We proposed a propeller-type wall-climbing
robot that can capture images and perform hammering simultaneously while moving on the wall. The static
model of robot was established by considering various parameters, such as the direction of the propeller’s
thrust force, weight, and placement of the measurement sensors. This model increases the payload for
sensor installation and enables movement on dusty concrete walls with a low friction coefficient. The image
captured by the inspection robot was employed for crack detection and width estimation. We confirmed
that the hammering sounds generated by the robot showed different frequency characteristics on clear and
defective areas. The developed inspection robot can collect adequate data for concrete health monitoring.

INDEX TERMS Climbing robots, inspection robots, robotics and automation in construction.

I. INTRODUCTION
Periodic inspections are necessary to maintain concrete
infrastructures. Inspectors must identify cracks on the surface
and peeling inside the concrete structures. In Japan, the
number of road bridges has reached approximately 700,000,
and it is estimated that half the number of bridgeswill be older
than 50 years in 2030 [1]. Therefore, the number of concrete
structures and cost of inspection have arisen [2]. Various
type of unmanned aerial vehicles (UAVs) and wall-climbing
robots have been considered for performing inspections to
automate the tasks of detecting cracks and peeling of the
structure.

Visual inspection is carried out to find surface defects,
such as cracks. UAVs that capture the images of structures
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were proposed in [3] and [4]. Wall-climbing robots [5],
[6], [7], [8], [9] can capture images in places inacces-
sible to humans. As an efficient and low-cost solution,
a wall climbing robot for crack inspection on concrete
wall surfaces has been proposed [5], [8]. Although UAVs
can perform wide-area imaging, accurately measuring the
crack width and length is difficult if the distance between
the camera and the wall is unknown during flight. There-
fore, additional sensors to measure the distance from
the wall and special control methods to maintain this
distance during flight are required. Wall-climbing robots
are advantageous in measuring the crack width and length
because they can be attached to the structure surface and
can maintain a constant distance between the camera and
the wall.

Hammering and impact inspection robots have been
proposed to inspect internal defects [11], [12], [13], [14].
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TABLE 1. Specifications of inspection robots using thrust force.

A UAV that performs hammering inspection by repeatedly
flying and reattaching to the surface to strike thewall has been
proposed [12]. UAVs have been equipped with an outer frame
to prevent collisions during inspection [13]. Hammering
inspection using UAVs requires repeated flight and contact
with the wall when striking, which is inefficient. Moreover,
the robot may not be able to correctly strike. A suction-
type wall-climbing robot with an impact echo system has
been developed [14]. The suction-type robot shows high
mobility on a smooth surface but cannot easily move on
rough concrete surfaces while carrying inspection tools. Our
previous study [11] proposed a propeller-type wall-climbing
robot for hammering inspection. It achieved locomotion on
vertical walls by pushing the robot body against thewall using
the thrust force of the propeller [7], [9]. We ensured that the
distance between the robot and the wall was constant such
that uniform strokes and striking forces were realized.

The robot specifications change depending on the opera-
tion, necessitating an effective utility robot technology [15].
However, there does not seem to exist development cus-
tomized depending on the complexity of different inspection
robots [16]. In previous studies, various types of inspection
robots have been developed, but most robots are intended
for a single task. As summarized in Table 1, a wall-
climbing robot capable of performing both surface and
internal concrete inspection has not yet been developed. For
example, our previous robot [11] can perform hammering
inspection; however, this robot could not be used for visual
inspection because it could not carry a camera to capture
images owing to a limitation of its payload. When adding
multiple measurement sensors to accomplish multiple tasks,
the sensors must be placed by considering both the stability
of the robot on the wall and measurement performance. This
complicates the robot design because various parameters,
such as weight and size, must be appropriately set to
ensure the stability of the robot on the wall during the
inspection.

Therefore, we proposed a propeller-type wall-climbing
robot capable of both image capturing and hammering
inspection. Wall-climbing robots are suitable for these
purposes because they can attach to the surface from a
fixed distance and maintain a constant force. In this study,
a static model was established by considering the direction
of the propeller’s thrust force, weight, and placement of
measurement sensors. This model increases the payload for

FIGURE 1. Force diagram of the robot in a vertical position.

sensor installation and enables movement on dusty concrete
walls with a low friction coefficient.

The key contribution of this study is the development
of a highly customizable inspection robot based on the
proposed theory to perform multiple inspection functions.
We implemented crack imaging and internal defect detection
to demonstrate its multi-functionality. The image captured
by the inspection robot was utilized for crack detection
and width estimation. In addition, we confirmed that the
hammering sounds generated by the robot showed different
frequency characteristics on clear and internal defect areas.
The developed inspection robot is capable of data collection
for concrete health monitoring.

The remaining paper is organized as follows. The static
model of the robot is proposed in Section II. The design
and development of the robot are described in Section III.
The experiments on the stability of the robot on the
wall, hammering, and image inspection are conducted in
Section IV. Section V discusses the experimental results, and
Section VI concludes this paper.

II. PROPOSED MODEL OF ROBOT
We proposee a static model of a newwall-climbing robot. The
proposed robot is equipped with two propellers at a certain
angle φ along the vertical surface to increase the payload
capacity. Fig. 1 shows the diagram of forces applied to a robot
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on a vertical surface in the vertical direction. All forces have a
direction. The positive direction of the x-axis is the direction
from the ground to the ceiling, and the positive direction of
the y-axis is the direction from the robot to the wall. The
thrust force Fpx can be divided into the force to push against
the wall and the force to support the robot against gravity.
The condition that the robot does not slip on a surface with a
friction coefficient µ is

µFp cosφ + Fp sinφ > (m+ mtool)g (1)

where the gravitational acceleration is g, the mass of the robot
is m, and the mass of the inspection equipment (e.g., camera)
is mtool . From Eq. 1, the minimum friction coefficient at
which the robot does not slip is given by

µmin =
(m+ mtool)g− Fp sinφ

Fp cosφ
. (2)

Further, the minimum friction coefficient for a robot with no
propeller angle (i.e., φ = 0◦) is expressed as

µmin =
(m+ mtool)g

Fp
. (3)

The propeller angle prevents the robot from flipping over
on the surface. Moreover, the moment of the inspection tools
carried by the robot affects the stability of the robot on the
wall. Therefore, considering the moment along the direction
of the robot’s flipping which includes the propeller tilt angle
is necessary. When htool is the distance from the surface to
the camera, h is the distance from the surface to the robot
center, and l is the distance from the rear wheel to the robot
center. The center of the moment is the contact point of the
wall and the wheel which is the one positioned at the very
bottom on the wall among four wheels. The direction of the
moment is defined since the clockwise is positive.Nup−right is
the normal force applied to the upper-right wheel andNup−left
is the normal force on the upper-left wheel. The moment with
the tilt angle of the propellers is

M = −htoolmtoolg+ hpFp sinφ

+ lFp cosφ−hmg

− 2 lNup−left − 2 lNup−right (4)

where hp is the distance from the surface to the propellers.
The moment applied to the robot satisfies M = 0 when the
robot does not flip over from thewall. Assuming that the robot
is in a vertical direction on the wall (ψ = 0◦), the normal
forces on the right and left sides are equally distributed.
Therefore, Nup−left and Nup−right is calculated using Eq. 4
when M = 0.

Nup−left = Nup−right

=
−htoolmtoolg+ hpFp sinφ + lFp cosφ−hmg

4l
.

(5)

When Nup−left and Nup−right are larger than 0 N, the robot
pushes its body against the wall to avoid flipping over.

FIGURE 2. Force diagram of the robot at the position with an angle of ψ
from the vertical line.

The parameters such as hp and l should be properly chosen to
maintain a stable attitude.

When the robot interacts with the surface with a force
Fimpact at limpact , Eqs. 1 and 4 are rewritten as

µ(Fp cosφ − Fimpact )

+ Fp sinφ > (m+ mtool)g (6)

M = −htoolmtoolg+ hpFp sinφ

+ lFp cosφ−hmg− limpactFimpact
− 2 lNup−left − 2 lNup−right . (7)

During hammering inspection, the hammering force has
a strong impulse but occurs for a short time. In our
previous study [11], the peak hammering force was mea-
sured at 215.9 N but the average value in unit time
during a hammering sequence was 2.48 N. Therefore,
it had limited influence on the stability of the robot on
the wall.

The propeller angle can help the robot to climb up on the
surface with a small friction coefficient. However, because
of the propeller angle, the stability of the robot on the wall is
affectedwhen the robot changes its direction. Fig. 2 illustrates
the force diagram when the robot turns right with angle ψ .
The component of the thrust force in the x direction in Fig. 1
is not affected by the direction change because it is lateral to
the surface. Therefore, the sum of the friction forces applied
to each wheel does not change. However, the component of
the thrust force in the y direction in Fig. 1 is divided into two
forces along the y and z axes. Hence, the stable condition in
Fig. 2 is applied to avoid slipping when the robot changes
direction with angleψ from the vertical line, and the moment
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FIGURE 3. Sawtooth-shaped path. (1) Robot descends to the edge of the
wall; (2) climbs up while slightly changing direction within ψ ; (3) recovers
its position in the vertical direction at the top edge of the wall;
and (4) descends again to repeat (1) to (4).

applied to the robot to avoid flipping are expressed as

µFp cosφ + Fp sinφ cosψ > (m+ mtool)g (8)

M = −htoolmtoolg+ hpFp sinφ cosψ

+ (l cosψ + w sinψ)Fp cosφ−hmg

− (2l + w sinψ)Nup−left
− (2l−w sinψ)Nup−right

− (2w sinψ)Nbottom−left (9)

where w is half the robot width. The maximum change in
direction that the robot can make without slipping, ψmax , can
be calculated using Eq. 8. When ψmax < 90◦, the robot
cannot turn at right angles.

However, the robot still needs to cover the surface for
inspection. The proposed robot has a limitation on the
steering action, the sawtooth-shaped path was selected
(Fig. 3). The sawtooth-shaped path can minimize the steering
actions of the robot by taking advantage of its backward
motion [17]. First, the robot moves to the bottom of an area
and then changes direction within ψmax . The robot climbs up
diagonally and changes the direction vertically after reaching
the top. By repeating this sequence, the robot can cover the
target area.

III. ROBOT DEVELOPMENT
We developed the inspection robot based on the model
presented in Section II to realize amulti-functional inspection
robot for surface and internal inspection of a concrete
structure. In this section, we (A) validated the robot’s stable
condition with different propeller installation angles when
installing the sensors, (B) presented the specifications of the
developed robot, and described (C) the data analysis method
used for surface defect detection and (D) internal defect
detection.

A. ROBOT DESIGN BASED ON MODEL
The friction coefficient was measured in advance to design
the propeller installation angle of the robot. The friction
coefficient was 0.36 on a dusty concrete surface and 0.72 on
a normal test concrete surface. Based on the specifications of

FIGURE 4. Propeller angle vs. minimum friction coefficient. The robot can
maintain a stable attitude on a dusty concrete surface when φ is over 20°.

FIGURE 5. Height of tool vs. normal force of upper wheel from Eq. 5
(µ=0.72, φ=20◦). When Nup is negative, the robot flips over.

the parts, we assumed the total mass of the robot to be 1.85 kg.
h, hp, and l in Fig. 1 are 0.09, 0.18, and 0.18 m, respectively.
We installed a camera with mass mtool of 0.15 kg for crack
inspection. mg is 19.6 N when g is 9.8 m/s2. The robot must
withstand this value to avoid slipping. The maximum thrust
force Fp is 31.36 N. When φ = 0◦, the minimum friction
coefficient at which the robot does not slip,µmin, is calculated
as 0.63 from Eq. 3. Therefore, the robot with no propeller
angle cannot maintain a stable attitude on a dusty concrete
surface.

The propeller installation angle must be set such that the
robot can keep a stable attitude even on a concrete surface
under dusty conditions. Fig. 4 shows the relationship between
the propeller angle and the minimum friction coefficient to
avoid slipping from the wall. We calculated changes of µmin
when φ is increased from 0◦ to 40◦ with 5◦ increments
shown as a dashed line in Fig. 4. As a reference, µ on dusty
concrete is shown in a red dashed line. The robot will not
slip down from the surface when the coefficient of the actual
surface is larger than this minimum value (µ > µmin). When
φ is over 20◦, µmin satisfied this condition even on dusty
concrete. Therefore, we set the propeller installation angle
of the developed robot is 20◦. When φ is 20◦, the force to
push the wall is 29.47 N, and the thrust force along the wall
is 10.73 N. Under the dusty concrete condition, the left side
of Eq. 1 is 21.34 N. Therefore, the thrust force can support
mg of 19.6 N.

A camera as an image sensor should be mounted on the
robot to facilitate crack inspection. Fig. 5 depicts the variation
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FIGURE 6. Side view of the developed robot.

in the conditions affecting the stability of the robot on the
wall when htool and mtool change. When mtool is 0.2, 0.6,
or 1.0 kg and Fp is 20 or 30 N, Nup along the horizontal
axis is calculated by increasing htool from 0.1 to 1.0 m
in 0.1-m increments. When Nup is less than 0, the wheel
cannot push against the wall and becomes unstable. The
robot slips when Fp is 20 N and mtool is 0.6 or 1.0 kg.
These cases have corresponded to symbols that are bounded
by broken lines in Fig. 5. As shown in Fig. 5, although a
larger Fp supports the robot, the larger the values of htool
and mtool , the smaller is Nup. In this study, GoPro Hero 8
was utilized for the mounted camera as the inspection tool.
We estimated the mass of the camera including a frame to
be 0.15 kg, and its focal length is 0.2 m from the object.
We designed the inspection tool with mass mtool of 0.15 kg,
positioned at htool = 0.2 m. With this setting, Nup−left and
Nup−right were 5.17 N when φ was 0◦ and 7.37 N when
20◦ based on Eq. 5. Although the normal force of the upper
wheels is larger than 0 N under both conditions, the proposed
method provides a greater margin. From Eq. 8, the robot can
change direction within 33◦ on a normal concrete surface.
When capturing the image from this height, the resolution
is sufficient for crack detection (see III-C). The result of
applying the parameters of this robot is shown by a black
triangle in Fig. 5. The condition of the stability of the robot
on the wall can be satisfied even when Fp is 20 N.

B. DEVELOPED ROBOT
The developed robot is shown in Figs. 6 and 7. Two propellers
were installed at 20◦ from the vertical surface. These
generated the necessary thrust force to stabilize the robot’s
attitude. The frame of the robot was made of carbon pipes,
and other parts were made through 3D printing. The length,
width, and height including the propellers were 400, 360,
and 280 mm, respectively. The robot used two-wheel steering
and four-wheel drive. Continuous-rotation servomotors were
used for both steering and driving. The robot mass was
1.76 kg, the camera with its mount was 0.14 kg, and the
hammering device was 0.07 kg. The total weight was 1.97 kg.

FIGURE 7. Front view of the developed robot.

FIGURE 8. Wire diagram of control commands.

The maximum specified thrust was 31.36 N, and its duration
was approximately 9 min for the maximum thrust output.
The highest speed was 13.3 m/min. The robot was manually
controlled using an RC controller, as shown in Fig. 8. The
developed system realized data collection (both images and
sounds) online and real-time, and the analysis of the collected
data by the robot was done offline after the robot operation.

C. SURFACE INSPECTION
The mounted camera (GoPro Hero 8) could capture 4K
(3840×2160) images at a distance of 0.2 m from the surface.
The constant distance between the camera and the wall
simplified the estimation of the crack lengths and widths.
The original images contained the robot’s frame and wheels.
Hence, the images were cropped to contain only the wall
surface. Fig. 9 shows the robot-captured image of a crack
scale fixed on the wall. We confirmed that a crack width of
0.04 mm could be visible in images under the illuminance of
the concrete wall of 30–50 lx. The relationship between the
length and pixels was determined. The crack scale length of
80 mm in the captured image has a resolution of 787 px.

A semantic segmentation model was implemented for
pixel-base crack prediction [18]. We trained the model with
the crack image and annotation dataset provided in [19].
U-Net [20] and feature pyramid network (FPN) [21] were
used for the network architecture. The learning settings for
the U-Net and FPN models were an image size of 320× 320,
a learning rate of 0.0001, and a batch size of 1. The encoder
was resnext50_32 × 4d and a metric was intersection over
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FIGURE 9. Captured image of a crack scale containing black lines with a
width of 0.03–1.50 mm.

union (IoU). The resulting IoU of U-Net was 0.9564 and that
of FPN was 0.9575 for training validation after 40 epochs.
Because the FPN showed slightly higher IoU than U-Net,
it was used in the subsequent experiment.

In the crack detection process, the wall surface image
captured by the robot was applied with a filter to remove
blurring and sharpen the edge. Then, the image was applied
to the FPN model for crack detection. Fig. 10 illustrates
the crack detection result. Subsequently, the noise was
removed from the prediction result. Based on [22], the
crack width calculation can be performed when applying
Hilditch thinning to the binarized image in the crack detection
result [23]. In this method, every pixel in the final thinned
lines has information on how many pixels were eliminated
during the thinning. In [22], the number of eliminated pixels
was utilized as the crack width. The maximum crack width
is important for the assessment of concrete health. Thus, the
maximumwidth was calculated from the pixels of the thinned
lines.

D. HAMMERING INSPECTION
Hammering inspection determines the internal defects based
on changes in the sound generated by the hammering.
Because the robot has limited payload capacity, a light
hammering device capable of generating a sufficient strike
is needed. Therefore, an actuator carrying a steel strip was
proposed in [24]. This study employed a steel strip with a
length of 200 mm, a width of 30 mm, and a thickness of
0.15 mm as the hammering device, which is adopted in [11].
In propeller-type robots, the propeller noise drowns out the
hammering sound. A frame with a microphone cover was
prepared to reduce noises and record the hammering sounds
close to the hammering position. Fig. 11 shows a hammering
sequence of the developed device. In the initial position, the
steel strip was bent by the servomotor. When the striking
sequence began, the servomotor rotated to stretch the steel
strip. When the servomotor angle exceeded a certain value,
the steel strip stretched at once and the hammerhead hit the
wall. The UAV-type striking system has an 88% hammering
success rate [12] but the wall-climbing robot achieved 100%
success because it could stably stick to the wall during
hammering.

IV. EXPERIMENTS
Both surface and internal inspection experiments were
performed on the test concrete structure shown in Fig. 12

FIGURE 10. Prediction result. Crack and annotation images are from [19].

FIGURE 11. Hammering sequence by the robot on a wall. The hammering
sequence was filmed at 60 fps, and the figure shows the hitting motion.

FIGURE 12. Test concrete structure.

using the developed robot. The test concrete structure had an
internal defect as the plastic plate inside the concrete on the
left side of the wall. An artificial crack existed on the right
side of the test structure.

A. CLIMBING EXPERIMENT
A climbing experiment was conducted to verify the climbing
ability of the developed robot. Inspection robots need to cover
target areas without omission. However, the proposed robot
cannot make turns over 33◦ due to the propeller installation
angle in Eq. 8. Therefore, the steering angle was limited
to 33◦. The robot should cover the target area without
exceeding this angle (see Fig. 3). Fig. 13 shows the robot
movement: (1) the robot descends to the edge of the wall;
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FIGURE 13. Climbing experiment. Numbers correspond to Fig. 3.

(2) the robot climbs up while slightly changing its direction
within the constraint on ψ ; (3) the robot recovers its position
in the vertical direction at the top edge of the wall; (4) the
robot descends and repeats (1) to (4). We confirmed that
the robot could climb the wall while shifting rightward on
the surface.

B. CRACK CAPTURING AND DETECTION EXPERIMENT
First, we verified the image-capturing ability of the robot
while moving over a defective area of the test structure. The
video resolution was 3840 × 2160 px, the frame rate was
30 fps, and the illuminance of the concrete wall was 30–50 lx.

Figs. 14(a) and 14(c) show that the cropped frames from
the captured video included cracks. Figs. 14(b) and 14(d)
illustrate the crack detection results discussed in Section III-C.
Cracks are displayed in white pixels and the background is in
black. The comparison between Figs. 14(a) and 14(b) shows
that most of the cracks are detected. However, the crack in
the middle lower part of the image could not be detected
because it was considerably narrow. Based on Figs. 14(c)
and 14(d), the crack at the center of the image was distinct
but the thin crack did not appear clearly in the prediction
image. Fig. 14(c) is blurred when compared with Fig. 14(a);
therefore, the crack detection result was not as accurate as
that presented in Fig. 14(b).
In Fig. 14(b), the maximum crack width was 85 px in the

image. The crack width was predicted based on the width per
pixel measured in advance (0.1 mm/px). The resolution can
be constant because of the characteristic of the proposed robot
that can always stack to the wall and keep a constant distance
between the camera and the wall. Thus, the calculated crack
width was 8.5 mm whereas the actual crack width measured
by the scale was 8 mm.

The computational time for processing the robot-captured
image was 44.73 s in average of ten trials (31.70 s for
crack detection and 13.03 s for width calculation. These
computational times were obtained from our program on
a computer with an Intel i7 processor running at 2.8 GHz
using 16 GB of RAM, running Windows 11. As described
in Section III-B, all the inspection processes of the data
collected by the robot are done offline. The quality of the
captured image affects the detection result, but it does not
affect the computational time because the proposed robot can
capture images at a constant distance from the wall with the
constant resolution and image size. Since the images are taken

as videos, the same location is included in multiple frames.
The overall computational time can be reduced by reducing
the number of frames to process even if the time to process a
single image remains the same.

C. HAMMERING EXPERIMENT AND SOUND ANALYSIS
Hammering sounds were collected to investigate the fre-
quency difference between clear and defective areas. The
hammering sounds were recorded by the microphone module
while the robot stabilized its attitude on the wall with its
thrust force. Three patterns of hammering sounds under
different thrust forces—small (approximately 20 N), medium
(approximately 25 N), and large (approximately 30 N)—
were collected. In addition, hammering sounds without
additional noise were recorded by holding and pushing the
robot by hand. Hammering was performed five times at
clear and defective points under four conditions (no-noise,
small-thrust, medium-thrust, large-thrust). Fourty hammer-
ing sounds were collected. The fast Fourier transform (FFT)
was applied to the collected sounds in eight patterns. Fig. 15
illustrates the FFT results as the average of 100Hz bands. The
amplitude of the spectrum was normalized by the intensity of
the first peak. Thin colored lines in each figure indicate the
FFT result in each hammering, and the thick line represents
the average of five hammerings. Furthermore, the first ten
peaks were calculated and plotted as red dots.

A comparison of Figs. 15(a) and (b) shows that both clear
and defect sounds have peaks at 5200 Hz when there is no
propeller noise. Defect sounds had additional characteristic
peaks at 3000, 3800, and 4600 Hz. Dotted vertical lines
at 3000, 3800, 4600, and 5200 Hz show the characteristic
peaks of clear and defect sounds. Figs. 15(c) to (h) show
the case when the results were affected by propeller noise.
When the thrust force was small, the peaks at 3000, 4600,
and 5200 Hz were not observed in both results, as shown
in Figs. 15(c) and (d). However, the defect sounds showed
a peak at 3800 Hz, labeled as the fifth peak in Figs. 15(d).
When the thrust force was medium, the peaks at 3000, 4600,
and 5200Hzwere not observed but the defect sound showed a
peak at 3800 Hz, as shown in Figs. 15(e) and (f). The results
for small and medium thrust forces showed similar shapes.
Figs. 15(g) and (h) show the result when the thrust force is
large. When the thrust force reached the maximum value, the
aforementioned frequency peaks did not appear in the result.

From the frequency characteristics identified from the
collected data, we confirmed that it was possible to classify
the hammering sounds. Ikeda and Kamimura [25] introduced
a statistical method for classification. This method used
the difference in intensity of a certain frequency between
clear and defect sounds. The threshold was determined
by adding a quarter of the largest difference in intensity
between clear and defect sounds to the smaller value.
In this study, we calculated the thresholds by using
the difference in the average intensity between the clear
and defect sounds at 3800 Hz because the characteristic
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FIGURE 14. Captured images and prediction results.

FIGURE 15. FFT results of hammering sounds.

frequency appeared at 3800 Hz in the above analysis.
The calculated thresholds under no thrust and small and
medium thrust were 0.54, 0.67, and 0.58, respectively

(see the horizontal dashed lines in Fig. 15(a) to (f)). The
classification results are shown in Table 2. TP, TN, FP, and
FN represent the True Positive, True Negative, False Positive,
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TABLE 2. Classification results based on the amplitude threshold.

and False Negative data, respectively. Under a large thrust
condition, the peak at 3800Hzwas not observed for both clear
and defect sounds; thus, we excluded them from the analysis.
Overall, we obtained an accuracy of 73%. The accuracy under
the no-noise condition was 90%, which decreased as the
thrust strength increased. The accuracy under medium thrust
was 60%.

V. DISCUSSION
The proposed robot with inspection tools can maintain its
attitude on the surface with the minimum friction coefficient
of 0.30. This value is sufficient because the minimum
friction coefficient on dusty concrete surface is 0.36. From
Table 1, Liang et al.’s robot [10] overcomes the wall friction
with a friction coefficient of 0.23. This was because most
previous studies did not consider the weight of the inspection
tools. The proposed robot could climb with a friction
coefficient of 0.23 when it did not carry any inspection
tools.

The permissible crack width for reinforced concrete is
0.41 mm for dry air or under protective membrane exposure
conditions [26]. Therefore, the robot needs to recognize crack
widths of more than 0.41 mm. The captured image from the
mounted camera showed a 0.4 mm line of the crack scale
to facilitate concrete assessment by the robot. We trained
the U-Net and FPN using the crack dataset provided in [19]
and applied it to the robot-captured image. In addition, the
crack width estimation result showed that the maximum
crack width estimated by the program was 8.5 mm, whereas
the actual width was 8 mm. The error was +0.5 mm and
percentage error was 6%. The pixel and width information
can be utilized to calculate the crack width because the
developed inspection robot can maintain a constant distance
between the wall and camera. The result shows that the image
captured by the inspection robot can be used for crack width
detection. However, we tested only two types of network
architecture and the detection result was not perfect. A deeper
analysis is required to identify a suitable crack detection
network.

We confirmed that the hammering sounds generated by
the developed inspection robot showed different frequency
characteristics when hammering at clear and defect areas.
The noise increases when the thrust increases. Therefore, FFT
was applied for three thrust forces. The clear sound showed
a peak at 5200 Hz, whereas the defect sound showed peaks

at 3000, 3800, and 4600 Hz. Based on these results, defects
can be detected by observing the peaks at 3800 Hz when
the thrust is small or medium. With a small thrust force, the
robot can climb the test concrete structure without slips. From
Eq. 2, the robot with a small thrust output can climb the
wall with a coefficient of over 0.67, whereas the robot with
a medium thrust output can climb the wall with a coefficient
of over 0.46. The actual friction coefficient was 0.72 for the
test concrete structure. We classified the hammering sounds
based on the average difference in amplitude at 3800 Hz. The
robot could inspect the test structurewith a friction coefficient
of 0.72, achieving an accuracy of 70%. However, the thrust
force must be set to a large value when the inspection robot
moves on a wall with a low friction coefficient of less
than 0.47. Consequently, the hammering inspection accuracy
will decrease. Therefore, improvement of strategies for noise
reduction is needed.

VI. CONCLUSION
In this study, we described a method for developing a
propeller-type wall-climbing robot that has both image
capturing and hammering inspection functions. The proposed
design uses the propeller thrust direction and placement of the
inspection tools as parameters to increase the payload, apply
low friction coefficients, and realize a multi-functional robot
capable of image and sound sensing. Thus, the robot with
φ = 20, htool = 0.2, and mtool = 0.14 was developed.
Furthermore, we described a software design for both crack
image detection and hammering sound measurement.

In the experiments, the inspection robot showed its ability
to collect both image and sound data. We realized the crack
image capturing by the robot and implemented the neural
network-based crack detection and the width estimation,
which can convert the width from pixels to mm. Sound data
were utilized for internal concrete defect analysis. In our
previous study [11], only the hammering sound with a
constant propeller noise was analyzed with deep learning.
In this study, we analyzed the frequency characteristics of
hammering sounds recorded under different strengths of
thrust forces.

Future research should focus on building an inspection
system to analyze the damage to concrete in a real-time. The
crack detection algorithm has a large scope for improvement.
Width calculation was realized using a thinning-based
method [22], but further improvement of the accuracy and
comparison with other methods, such as [27] and [28], are
expected. Although the software for the detection method
needs improvement, this paper introduced a method to
increase the payload capacity of the existing propeller-type
wall-climbing robot. We focused on wall climbing and wall
inspection, but it will be necessary to also cover inspections
of ceilings and curved shapes. Especially when moving on
a ceiling, it may be easier to control the robot’s position
without a propeller angle. Therefore, exploring the possibility
of incorporating variable propeller angles by modifying its
design is advantageous.
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