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ABSTRACT Exploiting sensitive human data in human visual monitoring system violates individual’s
privacy. Hence, this study utilized a Light Detection and Ranging (LiDAR)-generated three-dimensional
(3D) point cloud instead of an RGB camera as it captures the human object without detailed imagery. Given
their dispersed nature, processing 3D LiDAR point cloud is economically inefficient as it requires some
preliminary actions. Alternatively, this study applied a single-stage detection process using only one data
type, namely 3D LiDAR point cloud with vertical axis direct projection. This approach utilized the 3D
LiDAR cylindrical coordinates features to project the data onto two-dimensional (2D) image space with
various computational capabilities and back-projection algorithm to restore the identified object on the 2D
plane onto 3D LiDAR point cloud coordinates. This model also implemented the YOLOv5 series due to
their varied sizes. The evaluation of this approach utilized accuracy metric which was the average of mean
average precision (mAP) value based on different intersections over union (IoU ) thresholds. The proposed
methodology effectively employed a vertical projection technique to identify human objects. Notably, this
approach distinguishes itself from previous methods such as PIXOR, BirdNet, BirdNet+, BEVDetNet, and
Frustum-PointPillars, offering a novel perspective in the field. In addition, the best and worst performing
models had the accuracy values of 44.35% and 79.83%, with inference speeds of 3.7 ms and up to 25 ms,
respectively. Further, the inference speeds of all models were less than 33.33 ms. Thus, the monitored objects
were identified before the LiDAR system enters the next azimuth rotation.

INDEX TERMS 2D projection, 3D LiDAR point cloud, computation capabilities, cylindrical coordinates,
human identifier.

I. INTRODUCTION
Human identification process is a fundamental concern
in several fields, including in autonomous driving safety
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systems, anomaly human movement in urban areas, 3D
multimedia, collaborative robots, and medical rehabilitation.
In autonomous driving safety systems, human identification
helps to reduce accidents through vision-based crossing
analysis [1] and gait analysis [2]. In urban areas, it detects
anomaly human movement that plays a vital role in theft
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detector [3]. For 3D multimedia, it contributes to the
creation of 3D animation character motion [4]. Additionally,
in collaborative robots, it facilitates the interaction between
robots and humans [5]. Moreover, in medical rehabilitation,
it supports fall detection [6] and monitors patient activities
[7], [8].
In many of these applications, particularly in human activ-

ity monitoring, the process often relies on 2D RGB camera
images [9]. Unfortunately, this approach has limitations,
primarily due to privacy issues [10]. Using an RGB cameras
can be intrusive as it captures detailed physical appearances
and the surroundings [11]. This may discomfort the human
object as it records and potentially exposes personal and
private moments. Furthermore, RGB cameras captures clear
images so that this approach lacks of anonymity. This can
be a concern where individuals expect privacy, such as in a
restroom or changing room.

Using cameras also potentially impacts the accuracy of
the data. To gather depth information in images, researchers
often use photogrammetry which involves several cameras
and projects the data from various angles [12], [13], [14].
However, this method often faces several accuracy-related
issues. First, its accuracy highly depends on the quality of
the images, which are affected by several conditions such
as lighting, camera resolution, and lens distortion. Second,
occlusions in dynamic environments such as in human
monitoring system can lead to incomplete data capture and
errors in measurement. The images captured from different
angles can also result on perspective distortions. In other
words, employing photogrammetry encounters challenges
particularly when the object being monitored is human.

Alternatively, Time-of-Flight (ToF) scanner sensors,
including Light Detection and Ranging (LiDAR), are
increasingly used for human activity monitoring [15], [16].
Unlike RGB cameras, LiDAR provides measures distances
using laser light which allows more accurate tracking and
analysis of human movements and positions. In addition,
it is able to preserve the individual’s privacy while being
monitored as it does not capture detailed visual features.
A LiDAR creates point clouds representing the shape and size
of objects, including people, without revealing identifiable
features like faces. This lack of visual detail makes it less
intrusive and helps preserve the anonymity of individuals
being monitored.

LiDAR is available in both two-dimensional (2D) and
three-dimensional (3D) versions [17], [18]. The 2D LiDAR
generates a point cloud consisting of x and y coordinates,
which represent the locations of points on a 2D plane [19].
On the other hand, 3D LiDAR incorporates a z-coordinate,
enabling the representation of points in 3D space, hence
providing a more comprehensive depiction of the sur-
roundings [20]. Each point within these cloud formations
represents a consistent distance, providing amore dependable
measurement in contrast to the approximations employed
in camera-based photogrammetry approaches [21]. Further-
more, it adeptly records human movements throughout a

FIGURE 1. Comparison between environment captured in: (a) Camera
pixel; (b) 3D LiDAR point cloud [24].

period, offering a precise depiction of gestures [22]. Hence,
the utilization of 3D LiDAR holds great importance.

Both 2D and 3D LiDAR systems utilize lasers that
are emitted and subsequently reflected back to a receiver,
providing a complete 360◦ horizontal field of view (HFoV)
[23]. The primary distinctions between 2D and 3D LiDAR
systems are found in their laser channels, receivers, and fields
of view (FoVs). A 2D LiDAR system consists of a laser
and receiver that spin around an axis. This setup typically
offers a single horizontal field of view (HFoV) channel,
enabling the device to scan the surrounding environment in a
flat, two-dimensional plane. Conversely, 3D LiDAR systems
possess several laser and receiver channels, allowing them
to collect data over a vertical field of view (VFoV) as well.
Hence, 3D LiDAR has the capability to scan objects in both
horizontal and vertical directions, resulting in the generation
of a comprehensive three-dimensional representation of the
environment. Figure 1 visualizes the environment captured
by Camera and LiDAR.

Despite its advantages, utilizing 3D LiDAR point clouds
presents processing challenges due to the dispersed nature.
The point clouds frequently exhibit a dispersed arrangement
due to the diverse placements and complexities they cap-
ture [25]. The spatial distribution and luminosity of points
inside the cloud can fluctuate depending on the object’s
dimensions, surface reflectance, and proximity to the LiDAR
sensor [26]. Moreover, the processing becomes challenging
when the point cloud is insufficient, which may occur due
to object obstruction or a cluttered background leading to
occlusions [27]. In addition, accurately interpreting each
component in the cloud can be challenging, especially when
dealing with similar surfaces or forms, or when objects have
equal reflective properties.

Various methods have been extensively investigated to
identify human activity in surveillance systems with 3D
LiDAR. Nevertheless, these methodologies frequently face
computational obstacles such as the substantial computa-
tional expense [28]. This is associated with the challenges
in managing point cloud data and utilizing deep learning
models, which can impose a significant load [29].

A. MOTIVATION
Dealing with point cloud data presents significant difficulties
because of the existence of permutation and orientation
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invariants [30], as well as rigid transformations [31], [32],
such as 3D transformations and rotations. Furthermore, deep
learning algorithms that employ LiDAR point cloud data
may encounter challenges in managing substantial volumes
of data. The issue of accuracy and data quality in object
detection using 3D LiDAR must be acknowledged and
resolved [33]. Additionally, it is important to recognize
that the efficiency could be diminished as a result of
limited processing capabilities and storage capacity [34].
A commonly used approach to overcome these challenges
is using bird’s eye view (BEV) geometry projection, which
provides a horizontal perspective from an elevated position.
Various approaches have been developed based on this
method, including the PIXOR [35], BirdNet [36], BirdNet+
[37], [38], BEVDetNet [39], and Frustum-PointPillars
approach [40].
The PIXOR approach used 3D LiDAR Point Cloud from

the KITTI dataset to be horizontally projected and processed
to enable object detection using single-stage 2D detector. The
BirdNet approach, meanwhile, using 3D point cloud data
from the LiDAR sensor and points representing the ground
as the input to be projected to Bird’s Eye View (BEV) image.
This approach is then developed as BirdNet+ which uses
two features from BEV projection to encode the height and
occupancy. The maximum heights of the 3D points are then
mapped to pixels that suit the BEV image. The value of an
occupancy plane is 0 if no 3D points are mapped to the plane.
Otherwise, the value is 1. This channel enables the network
to explicitly cover invalid areas. Similarly, the BEVDetNet is
the development of the BirdNet+ which involves height and
occupancy generated from the projection of 3D LiDAR point
cloud BEV. However, BEVDetNet employs intensity canal to
be processed in 2D single-stage detector so that 3D object
center keypoints can be gained. The latest development of
these approaches is called Frustum-PointPillars which uses
two types of data, namely projected 3D LiDAR point cloud
BEV and RGB image. In this approach, double-stage 2D
detector is implemented for RGB image while the projected
BEV is used to reconstruct vertical pillar based on the frustum
resulted from 2D bounding box of the RGB image to detect
object. These methods involve using voxelized point cloud
data to create binary bird’s-eye-view (BEV) maps [41], [42].
The BEV technique improves data accessibility by struc-

turing the point cloud data, allowing for effective problem-
solving in path planning, collision avoidance, and precise
position estimates of car objects [43]. Unfortunately, it is
inadequate to accurately see the entirety of human body
motions to track human activities. For instance, in the pedes-
trian detection, BEV implementation might be challenged
with limited vertical data. Moreover, as the result of this
method is a bounding box that may expose unnecessary
surrounding points, it can lead to incomplete or inaccurate
data representation [37], [38].
As an alternative, the Frustum-PointPillars technique [40]

can be used as it offers vertical information on the object

under surveillance. Nevertheless, an RGB camera is nec-
essary for this approach since it integrates the approaches
of Frustum PointNets and PointPillars, which depend on
distinct data inputs and processing techniques. As a result,
employing this method leads to higher expenses in computer
processing. Table 1 accurately depicts the specific details
of the comparison of techniques. Considering the problems
that have not been successfully addressed, this study aims to
provide an alternative that solve the issues.

B. MAIN CONTRIBUTION
This study presents a novel approach to improve the
utilization of 3D LiDAR point cloud data for human
identification in monitoring systems. The primary objective
is to devise a methodology that achieves a harmonious
equilibrium between the precision of the model and the
speed at which it operates, while accommodating different
levels of computational capabilities. In many cases when the
device promotes high accuracy, the speed is very low because
it requires longer time to proceed huge amount of data.
Meanwhile, in this study, the speed is improved through the
implementation of single-stage 2D detector while maintining
the most optimum accuracy. Therefore, the proposed method
can minimize the data processing expenses and efficiently
manage the scattered characteristics of 3D LiDAR point
cloud data, particularly when employing 2D detectors. The
3D LiDAR-generated point cloud retains its integrity when
transformed into 2D space due to its cylindrical cross-
sections [44]. In other words, the novelty of this proposed
approach lies in the utilization of one data type, namely 3D
LiDAR point could that is implemented in single-stage 2D
detector as an alternative to improve the efficiency of human
detection without invading the objects’ privacy.

Furthermore, this study aims to ascertain the optimal
equilibrium between velocity and precision, and to create
an efficient model that can be utilized for future monitoring
tasks using 3D LiDAR point cloud data. Hence, this research
makes significant contributions to the science of human
identification in multiple crucial aspects:

• Creating a procedure to preprocess raw 3D point cloud
data for identification by a single-stage 2D detector.

• Investigating the capabilities of perspective projection
techniques in the human identification.

• Transforming dispersed 3D LiDAR point cloud data into
a format that is appropriate for a 2D detector model.

• Reconstructing the 3D LiDAR point cloud by mapping
the detected 2D human figurines onto it.

• Performing reliability assessments on the detection
technique using various dimensions of 2D detectors to
evaluate their speed and precision.

The paper continues as follows: Section II discusses related
works that support our contribution; Section III describes
our proposed methods for object detection on 3D to 2D
vertical axis projection; Section IV presents the results of the
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TABLE 1. 3D LiDAR point cloud object identifier methodology comparison.

experimental phase; and SectionV concludeswith a summary
and application considerations.

II. RELATED WORK
A. 3D LIDAR POINT CLOUD DATA APPLICATIONS
3D LiDAR, extensively employed in diverse research
domains, produces significant point cloud data. The KITTI
dataset [24] serves as an illustration, which was acquired
via a 3D LiDAR Velodyne HDL-64E. This specific LiDAR
model conducts a 360◦ HFoV every 100 ms, resulting in a
sample rate of 10 times per second. In addition, it provides
comprehensive spatiotemporal data using its discrete 3D
scanning feature.

The spatial characteristics of the data are determined by
two essential parameters: vertical and azimuthal resolutions.
The vertical resolution is obtained by utilizing 64 laser beams,
evenly distributed across a VFoV spanning 26.8◦. The laser
beams are spaced apart by a vertical angle of 0.4◦. The
azimuth resolution is attained by conducting 360◦ horizontal
scans, with each scan taking place at intervals of 0.09◦. The
LiDAR gathers 64 rows and 4000 columns of distance data
every scan from its 64 channels. The extensive data serves as
the foundation for the coordinates of the point cloud.

A 3D point cloud is generated using LiDAR technology
and is then mapped onto a cylindrical surface with a hollow
interior [45]. This projection method guarantees that the
LiDAR lasers avoid scanning the unexposed side of an object,
resulting in areas where data is absent. Figure 2 depicts the
technical configuration of a 3D LiDAR system in a visual
format.

The LiDAR data is analyzed in terms of both its spatial
and temporal dimensions in order to create a point cloud
that is derived from the recorded distances of reflection. The
points can be represented using several coordinate systems,
such as cartesian coordinates (x, y, z) [46], [47], cylindrical
coordinates (r , θ , z) [48], or spherical coordinates (θ , φ, r)
[47]. In cylindrical and spherical coordinates, θ denotes
the azimuth angle in the x,y plane. However, in spherical
coordinates, θ also represents the inclination angle along the
z-axis in 3D space. Moreover, the r value in these coordinate
systems is crucial since it denotes the distance between the
surface reflection point and the LiDAR sensor.

FIGURE 2. The technical architecture of a 3D LiDAR system that
encompasses the laser emission and reflection towards objects within a
horizontal field of view (HFoV) of 360◦ and a vertical field of view (VFoV)
of 26.8◦.

The 3D point cloud data obtained from a LiDAR system
comprises laser reflections, where each reflection is recorded
as an individual point in a dispersed arrangement. In the
KITTI dataset [24], the 3D LiDAR point cloud data is
represented by 4-tuple elements. These elements consist of
cartesian coordinates and a p intensity value (x, y, z, p).
The intensity value, denoted as p, represents the surface
properties of objects that are impacted by the LiDAR laser
beam. In order to utilize this data optimally, it is necessary
to normalize the p values, thereby changing them to a scale
ranging from 0 to 1.

B. PREVIOUS 3D POINT CLOUD PROCESSING
Numerous studies have investigated many approaches to
tackle the challenges in processing point cloud data, such
as through point cloud segmentation [49] and motion
detection [50]. Due to the data’s dispersed nature, it requires
preprocessing before the utilization in computational models.
Clustering is a widely used technique for processing point
clouds. One often used algorithm for clustering is k-means,
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which uses basic metrics like Euclidean distance to group
points and assign labels [51].

The processing of point cloud data is constantly advancing.
Initially developed for image data, Convolutional Neural
Networks (CNNs) necessitate organized input. As a result,
researchers should preprocess point cloud data by employing
voxelization [52], [53], [54]. Nevertheless, this preprocessing
can diminish the computing efficiency.

Several techniques have been devised that enable the direct
manipulation of point cloud data without voxelization [55],
[56]. An exemplary instance is PointNet [56], which has
demonstrated efficacy in diverse point cloud processing
applications, such as 3D object recognition and segmenta-
tion. However, it is inefficient as it requires an extensive
preprocessing and more computational resources. This paper
presents a novel method for identifying human things in 3D
point cloud data using 2D detectors. This strategy is designed
to overcome the limitations or obstacles.

C. 2D OBJECT DETECTORS
Several object detectors using CNN have been developed to
detect and identify objects in 2D images. These detectors
utilize a double-stage methodology, such as Region-based
CNNs (R-CNNs) [57], which initially employed selective
search [58] to propose regions. Although this method is
effective, it is time-consuming. To address the problem, Fast
R-CNN [59] was introduced to improve speed, achieving
processing times that are 25 times faster than R-CNN.
Subsequently, Faster R-CNN [60] was introduced, boasting
a remarkable speed improvement of 250 times compared to
R-CNN. This achievement is attributed to its capability of
generating region proposals internally, hence eliminating the
requirement for an external proposer. Nevertheless, Faster R-
CNN’s efficiency can be hindered by the extensive processing
of several areas suggested by its Region Proposal Network
(RPN). In order to enhance speedwhilemaintaining accuracy,
researchers developed single-stage detectors such as You
Only Look Once (YOLO) [61] and Single Shot Detec-
tor (SSD) [62]. These techniques employ a collaborative
grid-based strategy for rapid identification.

Although these approaches are fast, they encounter dif-
ficulties in precisely forecasting bounding boxes for small
clusters of objects [61]. In order to tackle this issue, the
SSD method underwent improvements by using multiscale
representations [63], multiple anchor boxes [64], and the
RPN from Faster R-CNN [60]. This entails distinguishing
bounding box outputs according to diverse aspect ratios
and predetermined anchor scales, as well as combining
several feature maps with differing resolutions to enhance
the detection of objects with different sizes. Nevertheless,
this method may have difficulties in achieving precise
results, particularly when dealing with tiny things, and also
has efficiency challenges when handling bigger objects.
Additionally, it has a tendency to disregard characteristics at
the fourth convolution level, which has a negative impact on
the total accuracy of predictions.

Thus far, YOLO has mainly been used to identify 2D
objects. Compared to the other lightweight models mentioned
above, the YOLO software versions are more compatible
either with high or low hardware computing levels. By imple-
menting EfficientDet [65] to adjust the depth and width of
the model, YOLOv5, which includes a backbone, neck, and
head structure [66] similar to YOLOv4 [67], offers several
model sizes. Therefore, it can be used on devices with a
wide range of hardware specifications, including high and
low computing resources. This adaptability guarantees that
detection speed remains consistent, even on devices with
restricted resources. Like monitoring tasks, the YOLOv5
model size variants can be tailored to match the individual
data type, object class count, and hardware setup.

As a result, YOLOv5 enhances the monitoring system by
serving as an object identifier. Contrary to YOLOv1 [61]
and YOLOv2, which are referred to as YOLOv9000 [68],
YOLOv3 [69] and YOLOv4 [67] provide two smaller vari-
ants called YOLOv3Tiny and YOLOv4Tiny. The YOLOv5
model comes in five different sizes: YOLOv5n, YOLOv5s,
YOLOv5m, YOLOv5l, and YOLOv5x. Each size offers
a distinct variation in performance and capabilities. The
YOLOv5n model demonstrates higher speed but lower
accuracy, whilst YOLOv5x boasts higher accuracy with little
regard for speed. The approach proposed in this study is
beneficial for computational processes that have restricted
computing capabilities. Furthermore, it provides increased
adaptability in choosing a model that is customized to the
specific demands of the detection task, considering factors
such as the amount and nature of the data.

D. 2D TO 3D PROJECTION
In the first phase of the 2D to 3D projection process, the
pixel values that will be converted into a 3D LiDAR point
cloud are analyzed. This study excludes intricate matters,
as the pixel values in the 2D image are only obtained by
calculating the 3D LiDAR point cloud coordinates. However,
after precisely identifying the item, it is essential to do an
object extraction procedure. This is due to the presence
of unutilized point clouds that have not been included in
the structure of the human object. To resolve this problem,
clustering can be employed to guarantee that the final
human object is completely devoid of contaminants. The
initial stage in partitioning point cloud data into distinct
clusters involves doing planar surface elimination on the
unprocessed 3D LiDAR point cloud data. The flat plane
is efficiently eliminated in both the vertical and horizontal
directions through the use of histogram analysis along the
normal vector. This is accomplished by utilizing the Singular
Value Decomposition (SVD) technique on the Principal
Component Analysis (PCA) plane created with kdTree-NN.
Consequently, the point cloud exhibits a distinct clustering of
things.

The method described in a previous study [70] can
be employed to remove flat surfaces. This method builds
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FIGURE 3. The process of applying a two-dimensional (2D) detector to identify humans represented in three-dimensional (3D) LiDAR point cloud data
divided into several stages. The process begins with obtaining a Raw 3D LiDAR Point Cloud [24] and projecting a Vertical Axis Point of View onto a 2D
plane, enabling the training and testing processes to be conducted in order to detect human objects, and finally performing the back-projection from
identified human object in 2D image pixels onto 3D LiDAR point cloud coordinates.

upon the ground plane segmentation technique [49]. The
investigation entails examining numerous sources on cluster
formation, such as Random Sample Consensus (RANSAC)
[71] and Density-based Spatial Clustering of Applications
with Noise (DBSCAN) [72]. RANSAC is renowned for its
robustness in dealing with noise and outliers in the dataset,
which has solidified its reputation in the area. This approach
has benefits in terms of computational efficiency and ease
of implementation. Nevertheless, the RANSAC method is
susceptible to parameter selection, which could restrict its
efficacy when used on intricate datasets. DBSCAN, on the
other hand, is a clustering method that effectively handles
noise, accommodates clusters with various shapes, and does
not require prior information on the expected number of
clusters. However, it is susceptible to imprecise parameter
values, whichmay lead to suboptimal outcomes when applied
to datasets with unequal distribution.

III. PROPOSED METHODOLOGY
As found in several previous studies, 3D detection methods
provide fidelity and accuracy in processing point clouds.
However, the high computational and memory demands of
managing large, complex point clouds present scalability
challenges. On the other hand, a more computationally
feasible approach is to project 3D data onto 2D planes,
capitalizing on the effectiveness of pre-existing hardware and
software that are specifically designed to process 2D data.
Therefore, this study aims to investigate the utilization of
single-stage 2D detector on 3D LiDAR point cloud data to
decrease computational expenses. The focus is on identifying
humans as the objects of interest. Due to the unsuitability
of the BEV methodology for capturing human gestures, this

study employed a 2D object detectionmethod that utilized 3D
LiDAR point cloud data projected onto a cylindrical plane.
This process involved multiple stages which initially started
with the generation of raw 3D point cloud data from the front
perspective of the LiDAR. Subsequently, the 3D data which
had cylindrical coordinates was transformed onto 2D image
pixel coordinates by excluding the non-reflective part of the
item.

After the 2D pixel data was gained, it was labelled by
annotating the ground truth bounding Bgt with the YOLO
label. This annotating stage was required to help the testing
and evaluation of the proposed method using mAP. Lastly,
the 2D image data was extracted and projected back to 3D
LiDAR point cloud. This step is required to enable 3D human
point cloud data analysis for further applied research such as
Human ActivityMonitoring. Figure 3 illustrates the overview
of stages utilized in the proposed methodology.

A. 3D LIDAR POINT CLOUD DATA PREPARATION
During the stage of preparing 3D LiDAR point cloud data,
the LiDAR system collected human gestures from the front
perspective, resulting in the acquisition of 3D point cloud
data. The resulting point cloud had different features, one of
which was a hollow cylindrical shape. Therefore, the LiDAR
laser emitted light in a way that specifically targeted surfaces
capable of reflecting it, while ignoring the non-reflective
surfaces of objects. The point cloud was obtained from the
KITTI raw dataset. It consists of n points, represented as
Q = q1, q2, . . . , qn, where each qi ∈ R3. The point cloud
can be represented as a matrixQ = [q1,q2, . . . ,qn]T , where
each qi is a vector with three components: qix , qiy , and qiz .
The p reflectance value was disregarded as the only criterion
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was the point distance, which is determined by calculating
the Euclidean distance between the x and y coordinates of
the point and those of the LiDAR device, with ql values =

[qlx , qly , qlz ]
T . The point cloud data is denoted by the Eq. (1).

Q =


qix1 qiy1 qiz1
qix2 qiy2 qiz2
...

...
...

qixn qiyn qizn

 (1)

B. 3D CYLINDRICAL PLANE COORDINATE TO 2D PIXEL
COORDINATE PROJECTION
The data, which had a cylindrical planar shape, was trans-
formed into a 2D pixel space by excluding the non-reflective
part of the item. Therefore, this approach required using the
normalized z-axis ∈ R3 as a row v ∈ R2, which belongs to
the set of real numbers R3, as a row v ∈ R2. In addition,
by applying the angle θ and calculating arctan

qiyi
qixi

, the x-axis

and y-axis were used to generate a 2D column vector u ∈ R2.
The r values were calculated using the formula

√
qixi

2 + qiyi
2

and used in Q′, which included ui,vi elements representing
the spatial separation data between each point and the qlx
and qly coordinates of the LiDAR system. The results of
3D Cylindrical Plane Coordinate to 2D Pixel Coordinate
Projection are expressed in Eq. (2).

Q′
=


u1 v1 r1
u2 v2 r2
...

...
...

un vn rn

 (2)

The 3D projection’s coordinates were expressed in a 2D
space using the equations u = θ , v = qizi , where the values
of u and v were determined by r . This study employed the
normalized input value of z for row v [73]. The objective
of this stage was to align the perspective of the 2D pixel
space with the midpoint of the generated 2D pixel space
in a perpendicular manner. Consequently, the v row was
populated using the normalized z coordinates of each point in
three-dimensional space. The projection procedure entailed
mapping the complete 3D point cloud onto a 4000× 200 2D
pixel space, as depicted in Figure 4.

C. HUMAN DATA ANNOTATIONS FOR 2D DETECTOR
MODEL TRAINING AND VALIDATION
Subsequently, the 2D image data was labeled by annotating
the ground truth bounding box Bgt with the YOLO label
in the format ‘‘class, ucenter , vcenter , width, and height’’.
As a result, each image is given a particular item category
and a standardized bounding box dimension that falls within
the range of 0 to 1. Subsequently, the data was partitioned
into three subsets, comprising 60% for training, 20% for
validation, and 20% for testing. The YOLOv5 configuration
was utilized as the detector in the current phase.

D. 2D DETECTOR TESTING AND EVALUATION
The study utilized the mean average precision (mAP) to
evaluate the suggested detector since it is commonly used
to assess the accuracy of object detection methods [74]. The
mAP was deliberately chosen to support future investigations
on multiclass detectors for human activity monitoring.
However, the focus of object detection in the present study
was limited to human objects.

The mAP was calculated by computing the average
precision (AP), a widely used method in various object
identification approaches showcased in the PASCAL VOC
challenge [75], including R-CNN, Fast R-CNN, Faster
R-CNN, YOLO, and SSD. AP values are calculated across a
continuum of recall values ranging from 0 to 1. ThemAPwas
utilized to calculate the average value of the data and make
a larger number of forecasts. The AP utilized the confusion
matrix, consisting of true positive (TP), true negative (TN ),
false positive (FP), and false negative (FN ) values, to evaluate
the accuracy of prediction models. To determine the values
of TP, TN , FP, and FN , the Intersection over Union
(IoU ) measure was used as a benchmark. The mAP was
calculated by evaluating the IoU between the predicted
object’s bounding box Bp and the ground truth bounding box
Bgt , as shown in Eq. (3).

IoU =
Bp and Bgt overlapping area

Bp and Bgt union area
(3)

Furthermore, the IoU outcomes were employed as bench-
mark values to obtain the precision (P) and recall (R),
as illustrated in Eq. (4) and (5).

P =
TP

TP+ FP
(4)

R =
TP

No. of Bgt
(5)

Subsequently, the P value for each R level was estimated by
identifying the highest P value at which the R value surpassed
the preceding R, as demonstrated in Eq. (6).

Pinterp(R) = max
P :P≥R

P(R̃) (6)

Then, the AP value was ascertained by computing the mean
precision value from the precision-recall (PR) curve, with
recall values ranging from 0 to 1 in increments of 0.1. Eq. (7)
demonstrates the computation of the AP value.

AP =
1
11

∑
R∈(0,0.1,...,1)

Pinterp(R) (7)

After determining theAP for each class, themAP value was
then calculated. The mAP was computed using the formula
mAP =

1
N

∑N
i=1 APi, where N represents the total number

of classes. In relation with the model development, PASCAL
VOC altered the regulations [76] regarding interpolated
precision to include all recall values in a continuous manner,
resulting in an unlimited range of recall values from 0 to 1.
Meanwhile, the Microsoft Common Objects in Context
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FIGURE 4. The process of projecting a 3D cylindrical plane onto a 2D image pixels that employed to extract human gesture features in the detection
phase. This approach utilizes the cylindrical field of view (FoV) features formed by the range of the 360◦ 3D LiDAR beam to be projected onto a 2D pixel
space.

(COCO) [77] utilized the 101-point recall rule to calculate
interpolated precision.

The model evaluation approach utilized loss calculations
based on the sum-squared error, in addition to the mAP. The
reference values were obtained by comparing the ground
truth data with the predictions. The YOLO loss calculations
included the box loss, which represented the imprecision
in localization, the object loss, which indicated the level of
confidence, and the classification loss [61]. Eq. (8) denotes
the YOLO loss function,

Loss = λcoord

S2∑
i=0

B∑
j=0

1
obj
ij [(ui − ûi)2 + (vi − v̂i)2]

+ λcoord

S2∑
i=0

B∑
j=0

1
obj
ij [(wi − ŵi)2 + (hi − ĥi)2]

+

S2∑
i=0

B∑
j=0

1
obj
ij (Ci − Ĉi)2

+ λnoobj

S2∑
i=0

B∑
j=0

1
noobj
ij (Ci − Ĉi)2

+

S2∑
i=0

1
obj
i

∑
(c∈ classes)

(Pi(c) − P̂i(c))2 (8)

where S represents the cell grid used to predict the bounding
box B, which is characterized by the coordinates u, v,
w, and h. If the jth bounding box in cell i detected the
object, the 1obji value was 1; otherwise, it was 0. The λcoord
parameter was utilized to amplify the significance of the
bounding box coordinate loss. Additionally, Ci indicated the
confidence score of box j in cell i, whereas λnoobj showed
the weight of the loss when the background was identified.

Furthermore,Pi(c) denoted the probability of class c given the
condition in cell i. The YOLOv5 loss function incorporates
the previous YOLO loss function by utilizing the complete
IoU (CIoU ) [78] to maximize the regression bounding box
loss. Moreover, the YOLOv5 loss algorithm incorporated
both the object detection loss and classification loss.

E. 2D PIXEL TO 3D LIDAR POINT CLOUD OBJECT
BACK-PROJECTION
The use of 2D to 3D back projection in this study was crucial
in developing a computer vision system that employs a 2D
detector implementation to detect objects, as it entailed a
3D data analysis. In order to initiate the implementation of
this technique, the initial step included extracting a bounding
box that precisely defined the location of elements in a two-
dimensional image. This was achieved using the detection
data produced by the YOLOv5 algorithm. Subsequently,
the image’s pixel data within the specified bounding box
was examined to extract the r value of each pixel. The
value was derived by computing the 3D LiDAR point cloud
coordinates of the object and subsequently projecting them
onto the image. During the third phase, sites with coordinates
that matched the previously predicted r value were chosen.
Subsequently, a ground plane elimination procedure was
conducted to eliminate the flat surface in the image, yielding
a more precise depiction of the object’s relative position. The
ground plane removal strategy utilized the outcomes of prior
research by using the discoveries of normal vector analysis
through the application of SVD on the PCA plane generated
by kdTreeNN [49], [70].

The point cloud coordinates can be established by cal-
culating the r value, which is obtained from the equation√
qixi

2 + qiyi
2. The value of qizi could then be obtained by

considering the corresponding qixi ,qiyi . As a result, a new
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matrixRwas generated, containing the x, y, and z coordinates
of the 3D LiDAR human point cloud. This was accomplished
by employing the correspondence data between the r value of
the image pixels within the bounding box and the point cloud
coordinates, as outlined in Eq. (9).

R =


r1 qix1 qiy1 qiz1
r2 qix2 qiy2 qiz2
...

...
...

...

rn qixn qiyn qizn

 (9)

Furthermore, the planar surface removal operation is
performed by leveraging the characteristics of the normal
vector direction. To acquire a normal vector perpendicular to
the PCA plane generated by kdTree-NN, the direction of the
normal vector was initially identified using SVD. The PCA
plane consisted of a group of nearby data points that encircled
the qi point, represented by the R elements and described by
the equation R′

= r ′
i1
, r ′
i2
, . . . , r ′

ik . In this case, the qi points
were part of this collection and r ′

ij was distinct from qi. The

data structures R′
i, consisting of

[
r′
i1 , r

′
i2 , . . . , r

′
ik
]T , and

R′+

i , consisting of
[
qi, r′

i1 , . . . , r
′
ik
]T , were generated using

the kdTree-NN approach. In this instance, the collection of
adjacent points was denoted as R′

i, while the collection that
encompassed point qi and its adjacent pointsR′

i was denoted
as R′+

i . The mean vector of the coordinates nix , niy , niz was
calculated with the SVD technique to the PCA R′+

i plane.
It involved subtracting the mean value from the PCA data
matrix to reduce the level of variability. The revised data
matrix was subsequently subjected to SVD, as indicated by
Eq (10).

min
ni

∥ A · ni ∥2 (10)

A is the result of subtracting the vector R′+

i from the
mean vector r̄′

+

i of R′+

i , which is obtained by averaging
1
n

∑n
i=1R

′+

i . Given that SVD yields a distinct solution, it con-
sequently generates the normal vector that is perpendicular
to the plane formed by matrix A. Therefore, it was justified
to apply SVD to the modified matrix A. After standardising
the normal coordinates of the vector, each normal vector,
ni, was divided by the magnitude of the vector, denoted as
|ni|, which was calculated as

√
n2ix + n2iy + n2iz . Therefore, the

outcome was the unit vector, represented as n̂i. A novel data
format was devised to depict the coordinates of each point
and its corresponding vector normal in the Smatrix during the
estimation phase of the surface normal vector, as produced in
Eq. (11).

S =


qix1 qiy1 qiz1 n̂ix1 n̂iy1 n̂iz1
qix2 qiy2 qiz2 n̂ix2 n̂iy2 n̂iz2
...

...
...

...
...

...

qixn qiyn qizn n̂ixn n̂iyn n̂izn

 (11)

Following that, the normal vector’s direction was used
to extract features. Various types of normal vectors could

be utilized as reference features for eliminating locations in
the planar plane due to their perpendicularity to the surface.
A unit vector coordinate axis value close to 1 or 0 at point
qi represented a normal vector that was perpendicular to the
y, z, x, z, or x, y planes among the several types of normal
vectors. Initially, a check was performed to determine the
direction of the normal vector. Subsequently, segmentation
was carried out using a histogram with 20 divisions for
each 0.05 increase within the range of 0 to 1 on the x, y,
and z axes. The aim of this experiment was to establish
that vector directions indicating flat surfaces were mostly
seen to be either 0 or 1. This study proposes the use of a
planar surface based on the presence of diverse coordinates.
Consequently, elimination was performed in the histogram
region that contained a substantial amount of data points.

After eliminating the planar planes, cluster formations
were generated by categorising the clusters according to their
density, which was determined by measuring the distance
between each point. The DBSCANmethod’s implementation
was driven by its simplicity and effectiveness at this
stage [79]. Moreover, when dealing with extensive datasets,
the DBSCAN algorithm is highly efficient in terms of
computational performance. It is capable of processing such
data in a relatively little timeframe [72]. The DBSCAN
technique facilitated the grouping of three-dimensional
LiDAR point cloud data. The clouds were initially partitioned
using a planar surface. The outcomes of this phase are
depicted in matrix S′, as indicated in Eq. (11). The label l
of the point cluster is denoted by the fourth column, while
the point coordinates are denoted by the first three columns
of the matrix.

S′
=


qix1 qiy1 qiz1 l1
qix2 qiy2 qiz2 l2
...

...
...

...

qixn qiyn qizn ln

 (12)

To generate the 3D LiDAR point cloud image of the
identified object, the detected points were grouped together
into clusters. The cluster with the greatest number of points
was determined by analysing the labels. The techniques
presented in this work can be utilised to detect and extract
human 3D LiDAR point cloud data using a 2D detector. This
data can then be returned to the 3D LiDAR point cloud,
allowing for the acquisition of the coordinates of the human
3D LiDAR point cloud.

IV. EXPERIMENTAL RESULTS
The objective of this study is to streamline the com-
putational process of object detection by utilizing 2D
detectors on 3D LiDAR point cloud data. Since the proposed
approach is specifically developed for future research on
human activity analysis, we used humans as the objects
of detection. This study employs the KITTI Raw Dataset
2011_09_28_drive_0208, which features a scenario with a
human walking towards a LiDAR. There are 90000 3D
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FIGURE 5. The projection of 3D cylinder plane coordinates to 2D image
pixel coordinates has two components: (a) the generation of a 3D
cylindrical plane from the Raw KITTI Dataset [24], and (b) the
representation of this 3D space in a 2D image pixel.

point cloud data points transformed into a 2D image space
with dimensions of 4000 × 200 pixels. The process consists
of creating an empty matrix with dimensions of 4000 ×

200 pixels, which was subsequently filled with a total of
90000 3D points. To map the x and y coordinates onto the
u-axis which has a length of 4000 pixels, we employed
variable θ . Similarly, the v-axis of 200 pixels was determined
by normalizing the range of z values. Furthermore, the
variable r was employed to populate a matrix consisting
of 4000 columns and 200 rows with numerical values. The
projection outcome is shown in Figure 5.
The next step was training the model using the default

settings of the YOLOv5 training phase. The batch size was
set to 16, the decay coefficient was 0.0005, the learning
rate of the SGD optimizer was 0.001, and the training was
performed for 400 iterations. The term ‘‘batch size’’ denotes
the quantity of samples used for each training iteration.
The decay parameter denotes the diminished significance
at each iteration, which prevents overfitting. The learning
rate governs how the training process progresses towards the
optimal value. Furthermore, the overall number of iterations
establishes the maximum threshold for the model’s training
frequency.

This study utilized the five variants of YOLOv5 detectors,
namely YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, and
YOLOv5x, to identify the most effective model in terms
of accuracy, speed, and model size. The mAP including
mAP@0.5 and mAP@0.5:0.95, and the loss value including
the box loss, object loss, and classification loss, were utilized
for analysing the test results. Figure 6 illustrates the complete
model’s mAP outcomes.

The YOLOv5m, YOLOv5l, and YOLOv5x models
attained exceptionally high mAP@0.5 scores, reaching a
near-perfect value of 99.5%. However, YOLOv5s and
YOLOv5n achieved lower mAP values of 99.21% and
98.23% correspondingly, at a threshold of 0.5. The data
shows that the mAP at an IoU threshold of 0.5 for the five
models has very little volatility and consistently remains
high. In addition, YOLOv5x obtained the greatestmAP at the
IoU threshold range of 0.5 to 0.95, with a score of 79.83%.
YOLOv5l followed with a score of 76.88%, YOLOv5m

FIGURE 6. The comprehensive models’ mean average precision (mAP)
results provide promising indications of the effectiveness of the training
outcomes. The evaluation metrics used in this study are: (a) mean
Average Precision at an Intersection over Union (IoU) threshold of 0.5
(mAP@0.5) and (b) mean Average Precision across IoU thresholds
0.5-0.95 (mAP@0.5:0.95).

with 71.66%, YOLOv5s with 58.54%, and YOLOv5n with
44.35%. The diverse range ofmAP@0.5:0.95 values indicates
that YOLOv5x exhibits the highest level of accuracy.
In addition, the YOLOv5l model achieved a mAP@0.5:0.95
that was only about 3 points lower than the YOLOv5x model.
However, it is worth noting that the YOLOv5x model was
1.87 times larger than the YOLOv5l model.

Furthermore, the results were examined by considering the
loss values, which encompass the box loss, object loss, and
classification loss throughout both themodel training and val-
idation processes. The YOLOv5x model demonstrated a box
loss of 0.027, which was reduced to 0.0092 throughout the
validation process. The YOLOv5l, YOLOv5m, YOLOv5s,
and YOLOv5n models displayed similar patterns, experienc-
ing an average reduction of 51.43%. The current study also
observes a significant decrease in box losses greater than
50% for YOLOv5x, YOLOv5l, and YOLOv5n. Nevertheless,
the box loss results of all models are quite satisfactory,
as the values are in close proximity to 0. Therefore, the
model has the ability to precisely forecast the bounding box
after undergoing the validation process. Furthermore, the
YOLOv5xmodel demonstrated an object loss of 0.008 during
the training phase, which then increased to 0.040 during the
validation phase. The YOLOv5l, YOLOv5m, YOLOv5s, and
YOLOv5n models displayed similar trends, with an average
increase of 459.36%. YOLOv5n achieved the most object
loss, measuring 0.012 during training and later increasing to
0.081 during validation. The classification loss continually
remained at 0 as it only detected one class, particularly that
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FIGURE 7. The outcomes of the model’s loss evaluation encompass the following components: (a) the loss incurred by the bounding box during the
training phase, (b) the loss associated with object detection during the training phase, (c) the loss incurred by classification during the training phase,
(d) the loss incurred by the bounding box during the validation phase, (e) the loss associated with object detection during the validation phase, and
(f) the loss incurred by classification during the validation phase.

of a human. Figure 7 presents the entire results of the loss
analysis.

The models underwent later testing on an Nvidia Tesla
T4 Graphics Processing Unit (GPU) and were produced via
Google Colab. The test shows that the computing speed of the
YOLOv5 model exhibits variability. The YOLOv5x model
achieved an inference speed of 25 ms, the YOLOv5l model
achieved an inference speed of 18 ms, the YOLOv5m model
achieved an inference speed of 12.2 ms, the YOLOv5s
model achieved an inference speed of 8.3 ms, and the
YOLOv5n model achieved an inference speed of 7.6 ms.
Figure 8 displays the results of the identification test.
The data indicates that YOLOv5n significantly enhances
the computing speed of the process for identifying human
objects. Table 2 provides comprehensive information on the
mAP test data, loss test data, and inference speed results
obtained using the Nvidia Tesla T4.

After the completion of human object identification, the
back-projection technique for the human object data is carried
out during the inference phase. The back-projection process
entails the mapping of the 2D pixel coordinates of the human
object within the bounding box to the corresponding 3D
LiDAR point cloud coordinates. Hence, the final result of the
acquired person identification data is expressed as 3D LiDAR
point cloud coordinates.

The back-projection approach in this study starts by
analyzing the x and y coordinates used to get the r values
that are then used to fill in the pixels in the 2D image. The

correlation coefficients evaluated are specifically focused on
the r values of pixels within the range of the bounding box.
This guarantees that the acquired x and y values accurately
correspond to itemswithin the enclosing box.Moreover, upon
obtaining the values of x and y, the z valuemay be derived as it
immediately matches to the x and y values in the unprocessed
3D LiDAR point cloud data.

It is clear that a point cloud, which represents the
background and flat plane features, is present and needs
to be removed to obtain pure 3D LiDAR point cloud data.
Therefore, the next step entails removing flat surfaces. The
goal of planar surface removal is to eradicate 2D planes.
The study implements planar surface removal by taking into
account the normal direction of the vector that is orthogonal
to the plane. This assumption is founded on the idea that
points in a two-dimensional plane possess identical vector
orientations.

After successfully eliminating flat surfaces, the next step
involves clustering the items in the 3D LiDAR data point
cloud based on their density. The current study used the
DBSCAN technique to create clusters based on density.
RANSAC, however, was not utilized due to its inadequate
efficacy in processing 3D LiDAR point cloud data including
intricate structures, such as overlapping or asymmetrical
objects. The DBSCAN algorithm partitions data points into
clusters based on their proximity, using a predefined distance
threshold. Throughout the process of cluster development,
many groupings of point clouds are generated, each sharing
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FIGURE 8. The results of human identification based on three-dimensional cylindrical plane coordinates that have been converted onto two-dimensional
image pixels. The current approach makes use of a single-stage detector in conjunction with only 3D LiDAR point cloud data in order to effectively
implement a vertical projection technique for the purpose of locating human things.

TABLE 2. YOLOv5 2D object detector model series applied on 3D LiDAR point cloud data test results.

FIGURE 9. The outcome of back-projecting human objects, which have been recognized using bounding box 2D image pixels, onto 3D LiDAR point cloud
coordinates. The methodology involves the identification of x , y , and z coordinates that correspond with the r value, subsequent elimination of planar
surfaces, clustering of points using the DBSCAN algorithm, and finally sorting the clusters depending on their density.

the same cluster label. Consequently, points that have the
same label are organized into a cluster that exhibits similarity.

The clustering procedure identifies the existence of
clusters that have varying point densities. The investigation

revealed that the identified human items exhibit a significant
concentration and are situated at a substantial distance from
the background, facilitating the creation of distinct clusters
of objects. Hence, employing cluster selection based on point
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FIGURE 10. The proposed methodology contribution to the existing methodologies.

count can be employed to discover clusters that accurately
depict human objects or entities. According to the data
in this study, the method of identifying the cluster that
best represents the item may be accomplished by arranging
the number of points in each cluster in ascending order.
The cluster with the highest number of points is then
recognized as the representative cluster. Figure 9 illustrates
the comprehensive outcomes of the 2D to 3D LiDAR
back-projection for the identified human object. The study
demonstrates that the utilization of a 2D projection-based
method on 3D LiDAR point cloud data is an effective means
of detecting and identifying human objects positioned in front
of the sensor. Furthermore, the utilization of YOLOv5 can
assist in choosing the most suitable model based on different
computational capacities.

As mentioned, this method is proposed to enhance the
existing techniques in processing and analyzing 3D LiDAR
data. The result of this study shows that the proposed method
is eligible to be an alternative in processing 3D LiDAR data
through simplification and minimization. Other 3D LiDAR
data processing methods can successfully identify human
object. However, as the data is gained through BEV that
lacks of vertical data and exposes unnecessary points, they
may fail in presenting the object accurately. Meanwhile, the
proposed method adopts Frustum-PointPillars that has been
simplified by excluding RGB image. It also changes the BEV

bounding box with clustering approach to gain object point
cloud. Therefore, it can improve the accuracy and efficiency
in the data process and analysis. Figure 10 further explains the
contribution of the proposed method compared to the existing
ones.

V. CONCLUSION
This work proposes an innovative approach to identify
humans by utilizing unprocessed 3DLiDAR point cloud data,
which is then analyzed using a single-stage 2D detector on
projected vertical axis cylindrical coordinates. The projection
technique relies on the characteristics of the 3D LiDAR point
cloud, which has a cylindrical plane shape with the LiDAR
device serving as the central axis. The current study utilized
YOLOv5, a single-stage 2D object recognition framework,
to choose the most optimal model based on factors such as
model size, loss, accuracy, and inference speed. TheYOLOv5
series has various YOLOv5x versions with varied model
sizes, with YOLOv5n being the most compact type. The
results of the model training and testing indicate that the
overall model loss is suitable, with a value that is close
to 0. The YOLOv5x model achieves the maximum accuracy,
boasting an impressive mAP of 79.83% and an inference
speed of 25 ms. In contrast, the YOLOv5n exhibits the least
accuracy, achieving mAP of 44.35% and an inference speed
of 7.6 ms. In addition, YOLOv5s surpasses YOLOv5n in
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performance, achieving mAP of 58.54% and an inference
speed of 8.3 ms. The YOLOv5l model exhibits mAP that is
roughly 3 percentage points lower than that of YOLOv5x.
Specifically, it achieves mAP value of 76.88% and an
inference speed of 18 ms. In addition, the YOLOv5m model
achieves mAP of 71.66% and has an inference speed of
12.2 ms.

All inference speeds were below 33.33 ms, indicating that
objects can be detected before the LiDAR system begins
its next azimuth rotation. The incorporation of a GPU into
the monitoring process led to the acquisition of this result.
YOLOv5x and YOLOv5l are likely to achieve positive results
due to their high precision and low loss metrics, while
also maintaining inference speeds of over 30 frames per
second. Therefore, YOLOv5s and YOLOv5n can serve as
substitutes when there are constraints on hardware resources,
as these models have smaller computing footprints but can
still achieve similar inference speeds. In addition, when
considering intermediate computing specs, YOLOv5l and
YOLOv5m could be a suitable option because to their similar
accuracy to YOLOv5x and faster inference speeds compared
to YOLOv5x.

Furthermore, during the inference phase, a successful
inverse mapping of the identified object’s 2D image pixels
was performed to obtain the object’s coordinates within the
3D LiDAR point cloud. Thus, this methodology has the
capacity to function as a technique for identifying humans
in monitoring procedures that utilize various computational
equipment and make use of safe environmental data exploita-
tion. To ensure privacy for individuals, it is possible to
use just raw 3D LiDAR point cloud data. The raw 3D
LiDAR point cloud data is processed through simplified
Frustum-PointPillars with clustering approach. This can be
employed to offer further assistance for subsequent research
on surveillance systems that incorporate human monitoring,
including inquiries on pedestrian behavior, walking rehabili-
tation, and other types of human activity monitoring.
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