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ABSTRACT Medical image data often face the problem of data scarcity and costly annotation
processes. To overcome this, our study introduces a novel transfer learning method for medical image
classification. We present a multimodal learning framework that incorporates the pre-trained PubMedCLIP
model and multimodal feature fusion. Prompts of different complexities are combined with images
as inputs to the proposed model. Our findings demonstrate that this approach significantly enhances
image classification tasks while reducing the burden of annotation costs. Our study underscores the
potential of PubMedCLIP in revolutionizing medical image analysis through its prompt-based approach
and showcases the value of multi-modality for training robust models in healthcare. Code is available

at:https://github.com/HongJapan/MTL_prompt_medical.git.

INDEX TERMS Pre-trained model, medical image, classification task, contrastive language-image
pre-training, feature fusion, multimodal model, prompt engineering.

I. INTRODUCTION

Deep learning (DL) is a powerful technique that facilitates
significant advancements in medical image analysis [1],
[2], [3]. However, training DL models can be challenging,
especially when faced with limited data in the medical
domain.

To address the issue of data scarcity, transfer learning (TL)
has been introduced [4]. TL involves transferring pre-trained
knowledge from a source task to a similar task. This approach
not only reduces training time [5], but also proves beneficial
when the target task lacks training data [6], [7]. TL can be
applied using two main approaches: (i) utilizing a pre-trained
network as a feature extractor and training a new classifier
using the extracted features [8], [9], or (ii) fine-tuning the
pre-trained network to suit the new task requirements [10].

In the medical domain, TL has been widely employed
in medical image classification, addressing the limited
availability of labeled medical image datasets. TL has been
shown to enhance the performance of DL models for tasks
such as breast cancer classification [11], [12], lung nodule
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classification [13], [14], and brain tumor classification [15],
while reducing the need for extensive labeled data during
training. However, despite its successes, applying TL to medi-
cal image classification remains challenging. Medical images
possess unique characteristics which make it non-trivial to
apply pre-trained models. Furthermore, previous studies on
TL in medical image classification have primarily focused
on a specific case (or a single dataset), for example
digital pathology image analysis [16]. The transferability of
pre-trained models across different medical image datasets
and tasks requires further investigation.

One highly promising pre-trained model for transfer
learning is the Contrastive Language-Image Pretraining
(CLIP) model, introduced by OpenAl in 2021 [17]. CLIP
stands as a state-of-the-art model that establishes associations
between images and text through extensive training on a
diverse collection of image-text pairs. However, it is worth
noting that while the CLIP approach performs admirably
in general data domains, it was initially trained on publicly
available internet data. Consequently, it lacks domain-
specific knowledge, particularly in specialized fields like
medicine. To address this limitation, Eslami et al. introduced
PubMedCLIP [18], a fine-tuned adaptation of CLIP tailored
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for the medical domain. Their study revealed that leverag-
ing the pre-trained PubMedCLIP features enhances visual
question-answering (VQA) performance, surpassing current
state-of-the-art baseline models.

In this work, we propose a model that takes advantage of
PubMedCLIP’s image and text feature representations. The
robust visual-language representations allow our model to
handle cases with limited training data. Experimental results
demonstrate that the proposed multimodal model achieves
excellent results in classifying medical images from different
datasets. This paper is an extended version of our previous
work [19]. Compared to [19], the main extensions are as
follows. First, multiple prompts of different complexities are
considered. Interestingly, it is shown that a richer prompt
leads to much higher gains in classification accuracy. Second,
a better feature fusion method is employed to further improve
the performance. Third, two more datasets are used and more
experiments are carried out, resulting in many insights into
the behaviors of the model and reference methods.

The remainder of this paper is organized as follows.
Section II presents related work on transfer learning and mul-
timodal learning models. Section III describes the proposed
approach and experimental setup. Extensive experimental
results and discussions are provided in Section IV. Finally,
conclusions are given in Section V

Il. RELATED WORK

In this section, we review previous work related to TL in
medical image classification, including multimodal models
and the applications of pre-trained models.

A. TRANSFER LEARNING IN MEDICAL IMAGE
CLASSIFICATION

Transfer learning has been employed in medical image
classification to enhance model performance, particularly
when training data is limited. This approach enables models
to leverage knowledge of a pre-trained model learned on large
datasets to improve the performance on smaller, domain-
specific datasets. This saves time and costs, which is crucial
in the medical imaging domain where datasets can be
relatively small. Previous work related to TL in medical
image classification can be categorized as follows. (i) Feature
extraction: A common approach is to use a pre-trained
model such as VGG [20], MobileNet [21], DenseNet [22],
or EfficientNet [23] as the feature extractors and then
train a classifier on top of the extracted features. This
approach has been shown to improve classification accuracy
in various cases [24], [25], [26]. (ii) Fine-tuning a pre-trained
model: This approach involves adapting a pre-trained model
specifically for the medical image classification task. The
parameters of a pre-trained model are updated by training
on the target dataset. Fine-tuning has proven to be effective
in medical image classification tasks, such as colonoscopy
frame classification [27], [28]. (iii)) Multi-task learning:
This approach involves training a model simultaneously
on multiple related tasks. In medical image classification,
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multi-task learning has been used to improve the accuracy
of models by leveraging the relationship between different
medical imaging tasks [29], [30]. (iv) Domain adaptation:
Domain adaptation in TL involves adapting a model trained
on a source domain to a target domain with different
distributions. In medical image classification, this approach
has been used to address the problem of data imbalance and
improve model performance on specific target domains [31].
TL has shown practicality in improving the performance
of medical image classification models. However, these
techniques result in high computational costs as discussed
in [13] and [32]. Besides, not all pre-trained models that
have been trained on large-scale natural image datasets
perform optimally across all medical image modalities. For
instance, a review paper by Morid et al. [33] highlighted
that Inception models were commonly utilized in analyzing
X-rays, endoscopic images, and ultrasound images, while
GoogLeNet and AlexNet were frequently employed for MRI
analysis. On the other hand, VGGNet models were mostly
used in studying skin lesions, fundus images, and OCT
(optical coherence tomography) data.

Recently, more advanced pre-trained models have been
investigated (see Table 1). In [36], Ohata et al. considered
18 different image encoders in transfer learning for Path
images. They showed that the best result of the experi-
ment was provided by the DenseNet. In the research of
Jimenez et al. [37] on breast tumor classification, DenseNet
also demonstrated high accuracy in diagnosing benign and
malignant tumors when compared with different pre-trained
models. Similarly, Sharma et al. [39] employed DenseNet
model with preprocessing techniques like normalization and
data augmentation for Blood images. Meanwhile, in the study
of Shaban et al. [34], they demonstrated that MobileNet
exhibits superior performance, achieving the highest average
accuracy compared to various classifiers on Path images.
Also, Eroglu et al. [35] found that the highest accuracy
was obtained with MobileNet features for Breast images.
Kallipolitis et al. [38] utilized transfer learning with various
pre-trained models on a dataset that is augmented by the
Grad-CAM technique to highlight visual patterns relevant to
each class. The experimental results showed that EfficientNet
outperformed other models. In the study of Chola et al.
[40], they employed EfficientNet as the backbone for
Blood images which are pre-processed by image processing.
In a comparison of different deep learning models for
mamography breast images, Jafari et al. [41] demonstrated
that among the individual models, EfficientNet consistently
outperformed the others. Our study in [26] was the first to
employ PubMedCLIP for medical image classification on
various image types of MedMNIST dataset. However, the that
solution is still unimodal, relying solely on image modality.

B. MULTIMODAL LEARNING
In recent years, there has been increasing interest in
using both text and image data as input for medical
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TABLE 1. Recent transfer learning studies on medical images.

Reference | Year | Pre-trained model Image type Note

[34] 2020 | MobileNet Path Unimodal (Image)

[35] 2021 | MobileNet Breast Unimodal (Image)

[36] 2021 | DenseNet Path Unimodal (Image)

[37] 2021 | DenseNet Breast Unimodal (Image)

[38] 2021 | EfficientNet Path Unimodal (Image)

[39] 2022 | DenseNet Blood Unimodal (Image)

[40] 2022 | EfficientNet Blood Unimodal (Image)

Various image types of MedMNIST .

[26] 2022 | PubMedCLIP (Path; Pneumonia; Blood; Breast) Unimodal (Image)

[41] 2023 | EfficientNet Breast Unimodal (Image)

[19] 2023 | PubMedCLIP Breast Multimodal (Image + text)

No Prompt engineering

. . . Multimodal (Image + text)

This paper - PubMedCLIP Path; Blood; Breast With Prompt engineering

image analysis. Combining these two modalities allows for
capturing both visual and semantic information, leading
to improved accuracy and interpretability of classification
results. Several recent studies have utilized medical reports
to provide supervision information and learn multimodal
representations by maximizing mutual information between
the two input modalities [42], [43], [44]. Extracting labels
from reports using natural language processing (NLP) has
also been explored as a means to leverage information from
the text [45], [46]. Transformer-based vision-and-language
models are used for learning multimodal representations from
image and associated reports, which outperform traditional
CNN and RNN methods [47]. Attention mechanism have
also been used to facilitate interactions between visual and
semantic information [48].

Recently, Contrastive Language-Image Pretraining (CLIP)
is an advanced pretrained model developed by OpenAl [17].
It applies contrastive learning with a huge dataset of
400 million image-text pairs obtained from the Internet.
As a consequence of this multimodal training, CLIP can
be used to find the text snippet that best represents a
given image, or the most suitable image given a text query.
One of the interesting advantages of CLIP is its ability to
perform zero-shot learning [17]. Also, the high performance
of CLIP features enables many new exciting applications,
for example, pre-training model to address the challenge of
limited labeled data [49], art classification [50], and image
captioning [51].

In the medical domain, Eslami et al. [18] investigates
the effectiveness of the pre-trained CLIP model for visual
question answering (VQA) task. To tailor the CLIP model
for applications in the medical field, the authors introduced
the PubMedCLIP model by fine-tuning the original CLIP
model. This approach employs pairs of medical images
and associated text of various anatomical regions from the
medical ROCO dataset [52].

In line with the new trend of using LMM in machine
learning, our preliminary work [19] introduced the first
multimodal transfer learning approach using PubMedCLIP,
where text and image features are combined for classifying
Breast images. In this paper, we present an extended solution
with a new fusion method and prompt engineering. As a
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result, the proposed method can work with a small number
of data samples and has good performance across different
datasets.

lIl. METHODOLOGY

A. THE PROPOSED MULTIMODAL MODEL

As mentioned, our method aims to utilize the powerful
multimodal representations of the PubMedCLIP. The method
takes as input both an image and a description text. First,
the image and text are encoded using PubMedCLIP, which
produces a vector representation for each modality. These
vector representations are then fed into a fusion module to
produce a combined feature vector, which is used to predict
a similarity score. Finally, the similarity scores are employed
for classification.

The proposed model consists of three main stages: feature
extraction, feature fusion, and class prediction. As shown
in Figure 1, in the first stage, the image feature extraction
component takes a medical image v as input and outputs an
image feature vector v;. Similarly, the text feature extraction
component will generate the text feature vector g;j for an input
text description of image class g;. For each pair of (v;, g)), the
feature fusion component produces a combined vector Zv,-,qj
which is used to compute the similarity score between the
image and the text.

We perform image feature extraction with two options,
PubMedCLIP-RN50 and PubMedCLIP-ViT32. These two
encoders are based on different technologies, namely CNN
(PubMedCLIP-RN50) and Vision Transformer
(PubMedCLIP-ViT32). This helps to see behaviors of CNN
and Vision Transformer over different medical imaging
modes in our study, including microscopic imaging and
ultrasound scan imaging.

In our approach to effectively utilize image labels for
model training, we draw inspiration from the methodology
described in Radford et al’s paper [17]. This approach
acknowledges the importance of connecting text prompts
with image content, a technique that has demonstrated
enhanced performance compared to using simple labels
alone [17]. In particular, it is shown that adding a simple word
like “image” into the prompt can improve the performance.
So, in this work, we consider a heuristic approach that
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FIGURE 1. Overview of our model. We feed the original image and label templates to the PubMedCLIP-text encoder and PubMedCLIP-Image encoder.
Fusion technique is used to combine the two vectors. Finally, the softmax layer is added for classification the disease.

gradually increases the contextual information in the prompt
templates. The words we select for the prompts are commonly
found in electrical health record (EHR), such as medical,
image, disease, illness, symptom, sign, patient [53].

For each dataset, we have developed three distinct text
prompt templates to guide the proposed model in the task of
medical image classification. In addition to these prompts,
we also include Prompt-0, which is simply the name of the
label for each class. Specifically, the prompt templates are as
follows.

1) Prompt-0: “{label}”

2) Prompt-1: “This image shows {label} disease”.

3) Prompt-2: “In this medical image, there are indications

of {label}”.

4) Prompt-3: “Based on this medical image, it appears
that the patient may be exhibiting signs or symptoms
related to the {label} disease or illness”.

As can be seen, these prompts offer varying levels of
information, allowing the model to capture different aspects
of the image. Specifically, Prompt-O does not provide any
additional context about the image, while more information
is increasingly added to Prompt-1, Prompt-2, and Prompt-3.
To facilitate this process, each dataset has a dictionary with
descriptions of all the diseases present. These descriptions are
encoded into text vectors, resulting in a set of text vectors
specific to each dataset.

In the second stage, we combine the image and text
features into a single feature vector using the feature fusion
block. A straightforward approach for combining feature
vectors is to multiply them element-wise. However, this
method has limitations due to the poor interaction of the
elements between the two vectors. Various fusion techniques
have been developed to combine text and image feature
vectors to maximize interactions. These approaches usually
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rely on the idea of making bilinear pooling computationally
feasible. In this study, we employs the Multimodal Factorized
Bilinear Pooling (MFB) method [54] for multimodal feature
fusion because of its simplicity, ease of implementation, and
a high convergence rate. MFB [54] is a pooling method
that combines information from multiple modalities (e.g.,
image and text) by computing the outer product of their
feature vectors and then factorizing the resulting matrix
using a low-rank decomposition. This approach allows for
efficient modeling of pairwise interactions between different
modalities while reducing the feature dimensionality after
pooling [55], [56]. A comparison of MFB with other fusion
methods will be discussed in the next section.

In the third stage, class prediction is done based on
combined feature vectors. Given a set of combined vectors
{Zvl-,qj} for each pair of (v;, gj), we employed a set of
fully-connected layer blocks, each of which independently
transforms 2\/,-,11,' to a scalar. These output scalar values will
form the similarity scores between the image v; and the text
description gj. The blocks are denoted as Similarity Score
Extraction modules in Figure 1b. Finally, a softmax layer
normalizes the scores, yielding a probability distribution
indicating the likelihood of the input image belonging
to a description from the dictionary. The prediction is
chosen by selecting the highest probability element from the
distribution.

B. DATASETS

To conduct this research, we use three different medical
datasets with different classes and imaging modes. The
first is the Blood dataset, consisting of 17,092 microscopic
peripheral blood cell images [11]. The images of this dataset
are categorized into eight classes: neutrophils, eosinophils,
basophils, lymphocytes, monocytes, immature granulocytes,
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erythroblasts, and platelets or thrombocytes. The second one
is the Path dataset, containing 100,000 images of human
colorectal cancer and healthy tissues [57]. The tissue images
are organized into nine classes: adipose (ADI), background
(BACK), debris (DEB), lymphocytes (LYM), mucus (MUC),
smooth muscle (MUS), normal colon mucosa (NORM),
cancer-associated stroma (STR), colorectal adenocarcinoma
epithelium (TUM). The third is the Breast dataset containing
780 medical images of breast cancer using ultrasound
scans [58]. The Breast dataset is organized into three classes:
normal, benign, and malignant.

C. REFERENCE MODELS AND IMPLEMENTATION DETAILS
In order to evaluate the improvements of the proposed
multimodal model with respect to previous multimodal
and unimodal models, the following reference models are
employed for our experiments.

o The multimodal model of [19], which is the pre-
liminary version of our work. This model uses Pub-
MedCLIP’s image and text encoders without prompt
engineering. Note that, in this model, we use only
the Transformer-based encoder (PubMedCLIP-ViT32)
because, as shown in [19] and [26], it is always better
than the Resnet-based encoder. In the following, this
model is denoted as PubMedCLIP-Multi.

o The unimodal model of [26] that only uses the image
modality of PubMedCLIP. In the following, this model
is denoted with two options PubMedCLIP-ViT32 and
PubMedCLIP-RN50. Here, the image encoders of this
unimodal model are exactly the same as those of the
multimodal models.

o Three unimodal models using a popular pretrained
model, namely DenseNet, MobileNet, or EfficientNet.
As mentioned above, recent studies (e.g. [35], [36], [40])
just focus on a certain image type (e.g. Blood or Path),
so their findings on the best pretrained model vary. In our
evaluation, these models will be compared on the three
datasets, using the same setting as the above unimodal
and multimodal models.

To clearly see the performance differences of the models,
our experiments use the same setup for all models. Especially,
because we want to see the performances with a small amount
of training data, no techniques of data augmentation and
preprocessing are applied. The workflow of the unimodal
models is shown in Figure 2, where the feature vector pro-
vided by a pre-trained model is input into a fully-connected
layer for classification. For training of both multimodal and
unimodal models, the learning rate is set to 1 x 1073, and
the batch size is 16. All implementations are based on the
PyTorch framework [59]. To obtain stable results, we repeat
all experiments ten times and report the average scores over
all experiment runs.

IV. EXPERIMENTS
In this section, we shows the performance comparison
between the proposed model and the reference models on
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different datasets. We also perform extensive experiments
with different fusion techniques, prompt templates, and
different numbers of training samples.

A. EXPERIMENTAL SETTINGS
A key focus of our research was to examine how our model
performs under conditions of limited training data. To achieve
this, we gradually increase the number of training samples
of each class. Specifically, we start with small numbers of
training images per class, namely 10, 50, 100, and so on
until eventually reaching 80% of the dataset. The images
not used for training in each case are set aside for testing.
We maintained the same setting for all evaluated models.
The incremental increase in training data size enables us to
explore the models’ learning behaviors as they have access
to more training samples. This provides valuable insights into
the trade-off between training data volume and performance.
Our experiments evaluate the model’s performance using
accuracy as the primary metric to assess its ability to
distinguish between various classes. The accuracy metric,
represented by Equation 1, provides a comprehensive mea-
sure of the overall correctness of the model’s predictions. The
formula for accuracy metric is represented as follows:
Accuracy = Tp + In D
Tp+Fy +Tn + Fp
where Tp, Ty, Fp, Fxn represent true positive, true negative,
false positive, false negative, respectively.

B. EXPERIMENTAL RESULTS

1) FUSION TECHNIQUE COMPARISON

In the proposed model, to fuse the text and image vectors
for prediction, we employed the MFB fusion technique.
To show the benefit of this fusion technique, we compared
this technique to two other popular fusion techniques, namely
Multimodal Compact Bilinear Pooling(MCB) [60] and
Multimodal Tucker Fusion (MUTAN) [61]. For simplicity,
template Prompt-1 is used in this evaluation. In Figure 3,
the performances of the proposed model using one of two
vision backbones, PubMedCLIP-RN50 and PubMedCLIP-
ViT32, together with the three fusion techniques are shown
for the three datasets. For the Blood dataset, the results are
shown in Figure 3(a), where both PubMedCLIP-RN50 and
PubMedCLIP-ViT32 with MFB exhibit increasing accuracy
as the number of shots is increased. When the number
of shots exceeds 100, the curves reach high accuracy,
around 90% for PubMedCLIP-ViT32 and around 85%
for PubMedCLIP-RN50. However, when employing the
MCB and MUTAN fusion techniques, the curves remain
relatively flat, showing minimal improvement even when
the number of shots is high. Moreover, the accuracies
achieved by MCB and Mutan fusion techniques are signif-
icantly lower, approximately 70% for PubMedCLIP-ViT32
with Mutan, 58% for PubMedCLIP-RN50 with Mutan,
66% for PubMedCLIP-ViT32 with MCB, and 43% for
PubMedCLIP-RN50 with MCB. With the Path dataset in
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FIGURE 2. Unimodal model of transfer learning for medical image classification.
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FIGURE 3. Fusion technique comparison.

Figure 3(b), PubMedCLIP-ViT32 with MFB provides the
highest curve among all the combinations. When the number
of shots exceeds 200, the accuracy surpasses 90%. Besides,
the MCB fusion technique provides highly unstable results.
With the Breast dataset (Figure 3(c)), the behavior is similar
to that in the Blood dataset. The MFB fusion technique
demonstrates favorable results for both PubMedCLIP-RN50
and PubMedCLIP-ViT32, with increasing accuracy as the
number of shots increased. However, the other fusion tech-
niques show much lower results; the accuracy of Mutan with
PubMedCLIP-ViT32 (PubMedCLIP-RN50) is consistently
around 78% (70%). The MCB fusion technique results
in about only 65% for both backbones. Among the three
fusion techniques, MUTAN is only better than MFB at very
small number of shots (e.g. 10 shots in Path and Breast
datasets).

In summary, based on the experiment results, the MFB
fusion technique in general shows the best performance
across the Blood, Path, and Breast datasets, for both
PubMedCLIP-RN50 and PubMedCLIP-ViT32 backbones. In
the following evaluations, we will exclusively present the
results obtained using the MFB fusion technique.
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2) PROMPT TEMPLATE EVALUATION

In this part, our evaluation involves testing each prompt
template’s performance as the number of training samples
is increased from 10 samples per class up to 80% of the
class. For simplicity, only PubMedCLIP-ViT32 is used the
image encoder. The results presented in Table 2 highlight
the different performances of the prompt templates (i.e.
Prompt-0, Prompt-1, Prompt-2, Prompt-3). Futhermore, the
results consistently demonstrate that Prompt-3 outperformed
Prompt-0, Prompt-1 and Prompt-2 in all datasets. Especially,
on the Path dataset, the performance of Prompt-3 quickly
jumps to a high level after 500 shots. Meanwhile, on the
Breast dataset, the performance of Prompt-3 saturates after
100 shots.

Additionally, the visualization in Figure 4 confirms the
Prompt-3’s consistent and superior performance. The results
show that the performance of Prompt-0 is the lowest. More
specifically, in Fig. 4, we can see that adding the words
“image” and “disease” in Prompt-1 can help improve the
performance on Blood and Breast datasets when the number
of shots is high, and on Path dataset when the number of shots
is medium (from 1500 shots to 5000 shots). Also, in general,
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Accuracy Variation Across Prompt Templates in Blood Dataset

Accuracy Variation Across Prompt Templates in Path Dataset
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FIGURE 4. Performance comparison of different prompt templates.

TABLE 2. Accuracy values for different prompts.

Dataset | No. of shots | Prompt-0 | Prompt-1 | Prompt-2 | Prompt-3
10 0.714 0.715 0.718 0.739
50 0.849 0.852 0.852 0.861
100 0.896 0.887 0.895 0.905
150 0.905 0.887 0.907 0.909
200 0.916 0.919 0.918 0.921
Blood 250 0.919 0.923 0.920 0.927
300 0.924 0.926 0.928 0.928
350 0.928 0.931 0.929 0.930
400 0.927 0.928 0.929 0.933
500 0.934 0.936 0.931 0.939
600 0.937 0.936 0.937 0.944
700 0.936 0.937 0.939 0.946
1000 0.938 0.939 0.940 0.948
80% of data 0.941 0.953 0.959 0.965
10 0.848 0.853 0.866 0.868
50 0.862 0.859 0.868 0.875
100 0.871 0.877 0.877 0.895
150 0.885 0.880 0.882 0.890
200 0.885 0.890 0.890 0.903
Path 250 0.896 0.889 0.899 0.903
300 0.903 0.897 0.904 0.911
400 0.902 0.907 0914 0.919
500 0.903 0.908 0.906 0.919
600 0.905 0.912 0.908 0.921
700 0.906 0.913 0.912 0.929
1000 0914 0.917 0913 0.930
80% of data 0.932 0.932 0.935 0.937
10 0.636 0.622 0.742 0.762
50 0.776 0.802 0.803 0.806
Breast 100 0.883 0.891 0.894 0.911
150 0.881 0.902 0.923 0.926
200 0.884 0913 0.925 0.928
80% of data 0.904 0.913 0.925 0.928

Prompt-2 has better performance than Prompt-1 at most
numbers of shots. This observation emphasizes the pivotal
role of prompt engineering in the model’s performance.
The success of Prompt-3 can be attributed to its provision
of richer contextual information, which better guides the
model in associating image content with the corresponding
medical condition. In our future work, we will further
investigate the potential of leveraging more intricate and
informative language constructs to enhance the performance
of multimodal models in medical image classification.
In the upcoming evaluation experiments, we will exclusively
present results using Prompt-3 in the proposed model.

3) MODEL PERFORMANCE ACCURACY RESULTS
In this section, we compare the performances of the proposed
model and reference models on the three datasets. The
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experimental results are given in Table 3. The performances
of the models vary across the datasets. Here, we specifically
explore the performances when the number of training
samples (shots) gradually increases.

For the 10-shot learning scenario, we trained the models
using ten images per class from each dataset and utilized the
remaining images for testing. The results indicate that the
proposed model (PubMedCLIP-ViT32) achieves the highest
or second-highest accuracy across the three datasets. In the
Path dataset, our model achieves the highest accuracy score
among the models. However, all models perform poorly in
the Breast dataset under the ten-shot learning setting.

Notably, PubMedCLIP-ViT32 exhibits superior perfor-
mance compared to PubMedCLIP-RN50. So, in the follow-
ing, the proposed model that employs PubMedCLIP-ViT32
is mostly referred to in the discussion.

For the 50-shot learning scenario, we increased the training
data to 50 images per class. The results show that as the
number of training images increases, the overall accuracy
of the models improves. Our multimodal model achieves
relatively high scores across all three datasets, with accuracy
exceeding 80%. Notably, DenseNet and MobileNet perform
well on the Blood and Path datasets but poorly on the Breast
dataset.

Moving on to the 100-shot learning scenario, we fed
100 images per class into the models for training. The results
indicate that our model’s accuracy increases slower than
MobileNet and DenseNet when transitioning from 50 to
100 training images per class in the Blood and Path
datasets. Specifically, MobileNet achieves an accuracy of
approximately 90% in the Blood and Path datasets, while
DenseNet achieves a similar accuracy in the Path dataset.
Nevertheless, our model performs well across all three
datasets, with the accuracy surpassing 88%. Notably, in the
Breast dataset, our model achieves an accuracy of over 92%,
whereas other models fall below 80%.

Further increasing the training data to 200 images per class,
our model demonstrates outstanding performance across all
three datasets. It achieves an accuracy of 92.1% in the Blood
dataset, 90.3% in the Path dataset, and 92.8% in the Breast
dataset, comparable to those of MobileNet. Compared to
DenseNet, our model performs better by approximately 3%
in the Blood dataset, 14% in the Breast dataset, and slightly
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TABLE 3. Model performance.

Few shot Pre-trained model Blood dataset | Path dataset | Breast dataset
DenseNet 0.646 0.832 0.567
MobileNet 0.795 0.849 0.577
EfficientNet 0.603 0.774 0.694
10-Shots PubMedCLIP-RN50 0.497 0.746 0.507
PubMedCLIP-ViT32 0.714 0.846 0.636
PubMedCLIP-Multi 0.723 0.847 0.643
Proposed-PubMedCLIP-RN50 0.691 0.761 0.634
Proposed-PubMedCLIP-ViT32 0.739 0.858 0.762
DenseNet 0.880 0.889 0.652
MobileNet 0.826 0.885 0.668
EfficientNet 0.761 0.865 0.675
50-Shots PubMedCLIP-RN50 0.722 0.791 0.687
PubMedCLIP-ViT32 0.847 0.873 0.778
PubMedCLIP-Multi 0.852 0.872 0.785
Proposed-PubMedCLIP-RN50 0.787 0.847 0.737
Proposed-PubMedCLIP-ViT32 0.861 0.868 0.806
DenseNet 0.864 0.902 0.692
MobileNet 0.907 0.904 0.727
EfficientNet 0.804 0.869 0.681
100-Shots PubMedCLIP-RN50 0.794 0.821 0.691
PubMedCLIP-ViT32 0.854 0.883 0.777
PubMedCLIP-Multi 0.887 0.878 0.877
Proposed-PubMedCLIP-RN50 0.841 0.862 0.890
Proposed-PubMedCLIP-ViT32 0.905 0.895 0.927
DenseNet 0.887 0.905 0.789
MobileNet 0.929 0.905 0.745
EfficientNet 0.833 0.888 0.696
200-Shots PubMedCLIP-RN50 0.832 0.842 0.749
PubMedCLIP-ViT32 0.910 0.889 0.822
PubMedCLIP-Multi 0.911 0.892 0.891
Proposed-PubMedCLIP-RN50 0.853 0.871 0.883
Proposed-PubMedCLIP-ViT32 0.921 0.903 0.928
DenseNet 0.899 0.907 -
MobileNet 0.927 0.910 -
EfficientNet 0.837 0.895 -
300-Shots PubMedCLIP-RN50 0.851 0.853 -
PubMedCLIP-ViT32 0.913 0.903 -
PubMedCLIP-Multi 0.919 0.902 -
Proposed-PubMedCLIP-RN50 0.865 0.888 -
Proposed-PubMedCLIP-ViT32 0.927 0.911 -
DenseNet 0911 0.908 -
MobileNet 0.933 0.904 -
EfficientNet 0.853 0.892 -
500-Shots PubMedCLIP-RN50 0.870 0.855 -
PubMedCLIP-ViT32 0.932 0.907 -
PubMedCLIP-Multi 0.924 0.911 -
Proposed-PubMedCLIP-RN50 0.884 0.891 -
Proposed-PubMedCLIP-ViT32 0.939 0.919 -
DenseNet 0.926 0.918 0.803
MobileNet 0.939 0.915 0.796
EfficientNet 0.873 0.912 0.825
80% dataset PubMedCLIP-RN50 0.902 0.895 0.822
PubMedCLIP-ViT32 0.949 0.917 0.892
PubMedCLIP-Multi 0.938 0.919 0.90
Proposed-PubMedCLIP-RN50 0.921 0.918 0.892
Proposed-PubMedCLIP-ViT32 0.965 0.937 0.928

lower by 0.2% in the Path dataset. When we increase the
training data to 300 images per class, our model excels across
all the datasets.

The dependence of model performances on the number of
training samples and datasets can be seen more clearly in
Figure 5. With the Blood dataset (Figure 5(a)), our model
initially obtained the second-highest accuracy at 200 shots,
trailing behind MobileNet. However, from 300 shots onward,
the proposed model outperformed all other models. With the
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Path dataset, initially the proposed model again performs
worse than MobileNet. However, at 500 shots, the result
of MobileNet is lower than the proposed model. Especially
with the Breast dataset (Figure 5(c)), the proposed model
consistently achieved the highest accuracy across all numbers
of shots. Meanwhile, all other models, including MobileNet,
have much lower performances on this dataset. It can be
concluded that the proposed model can consistently achieve
good results across different datasets.
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FIGURE 5. Performance of the models on each dataset.

TABLE 4. Ablation study’s settings and results.

Regarding the multimodal model PubMedCLIP-Multi, its
performances on Path and Blood datasets are comparable
to the unimodal PubMedCLIP-ViT32 (Figure 5(a) and (b));
however, on Breast dataset, it is much better than
PubMedLCIP-ViT32 and other unimodal models
(Figure  5(c)). Among the unimodal models,
PubMedCLIP-ViT32 is, in general, the best one over all
three datasets, except at some small numbers of shots.
Meanwhile, the performances of DenseNet, MobileNet,
and EfficientNet vary across the datasets. Moreover, the
proposed model’s results are consistently highest over
a wide range of the number of shots. This shows the
promising capabilities of both multimodal and unimodal
solutions based on PubMedCLIP, thanks to its very large
scale.

C. ABLATION STUDY
In this part, we investigate the contributions of the two new
components of the proposed model, including the new fusion
and the new best prompt (i.e. Prompt-3). So, the comparison
includes the following cases:

o Case-1: No new components (i.e. our preliminary model

in [19])

o Case-2: Using the new fusion only.

o Case-3: Using the new prompt only.

o Case-4: Using the new fusion and the new prompt (i.e.

modality. The accuracy results of the above four cases when
training data is 80% of a dataset are shown in Table.4. It can

Case New New Dataset be seen that the gains by the new fusion can only be up to
Fusion | Prompt 1.7%. Meanwhile, the gains by the new prompt are up to 1.3%

Blood | Path Breast and lower than the gains by the new fusion. When both new

Case-1 - - 0.941 0.919 0.898 fusion and new prompt are used, the gains are 2.4%, 1.8%,
Case-2 v - 0.953 0.934 0.915 and 3% on the Blood, Path, Breast datasets, respectively.
Case-3 . v 0.945 0.923 0.911 These results mean that each new component can improve
Cased S/ 7 0965 | 0.937 0.928 the performance, and when they are combined, the joint

improvement is higher than individual improvements. So, the
two new components are complementary to each other, and
both are beneficial for the high performance of the proposed
model.

D. DISCUSSIONS

The above results demonstrate the capabilities of the
proposed model, which outperforms reference models in two
aspects:

o The superior performances are consistent across three
different image types. Whereas previous studies just
focus on a certain type (e.g., either Blood, Path,
or Breast).

o The behavior is also consistent over a wide range of the
number of shots. It should be noted that existing studies
mostly try to enlarge the amount of training data (e.g.
by various data augmentation techniques) to improve the
performance.

The advantages of the proposed model can be attributed
to the robustness (or generalizability) of the large-scale and
multimodal nature of the pre-trained PubMedCLIP model,
together with prompt engineering and feature fusion.

It should be noted that the image encoder in the pro-
posed model is the same (i.e., unmodified) as those used
in unimodal models (using either PubMedCLIP-RN50 or
PubMedCLIP-ViT32). However, thanks to the processing of
both image input and text input, the proposed multimodal
model always outperforms the corresponding unimodal
model. This is an interesting benefit of large multimodal

the proposed model) models like PubMedCLIP.
Here, for simplicity, we also employ only In addition, the experiments show that
PubMedCLIP-ViT32, which is the best encoder for image PubMedCLIP-ViT32 always performs better than
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PubMedCLIP-RN50 in both unimodal and multimodal
cases. On the Blood dataset, the unimodal model using
PubMedCLIP-ViT32 is only worse than the multimodal
model using PubMedCLIP-ViT32, which is even better than
all other unimodal and multimodal models. This means the
vision transformer technology is more effective than CNN in
this classification task.

Our results also emphasize the importance of text prompt
engineering to enhance a model’s performance. In our study,
adding more medical context into the prompt template helps
the model understand more about the image that the model
needs to classify. The improved performance when incorpo-
rating such keywords into the prompt can be attributed to the
unique capabilities of the PubMedCLIP model, which is a
fine-tuned version of CLIP tailored for medical applications.
PubMedCLIP has been trained with a huge amount of images
and associated text. A text prompt can be considered as a
context input into the multimodal model. It seems that when
appropriate words are provided in the prompt, the context
will be clearer to the model, and thus, the performance at
the output will be higher. So, it is important to empower the
model with a richer context rather than a simple label or short
description.

Furthermore, our model’s robustness in image classifi-
cation accuracy is fortified by fusing feature vectors of
image and text inputs. This fusion of image and text
vectors, coupled with an extensive text vector dictionary,
equips our model to tackle a broad spectrum of medical
conditions, ensuring consistent high accuracy across diverse
image classification tasks. This multifaceted solution has
been shown to be beneficial in medical image classification,
with limited training data and adaptability across various
datasets.

V. CONCLUSION AND FUTURE WORK

In this work, we have investigated the capability of transfer
learning based on PubMedCLIP for medical image classi-
fication. We proposed a multimodal model that harnesses
text prompts and images to achieve high accuracy even
with limited training data, surpassing the performance of
traditional transfer learning models. The advantages of the
proposed model could be attributed to the multimodal pre-
trained backbones, prompt engineering, and feature fusion.
Especially, the effective use of prompt templates in our
model highlights its potential for various image classification
domains. For future work, we will extend this approach by
enhancing prompts through developing automated or context-
aware prompts, which may improve the model’s performance
across diverse domains. Additionally, we will further evaluate
the adaptability of the proposed model to various medical
subfields and exploring cross-domain applications.
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