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ABSTRACT Computer technology has rapidly advanced the use of computer-assisted refereeing in
sports. However, motion image segmentation presents several challenges, including image blurring due
to high-speed motion and the impact of ambient light on image accuracy. These challenges can affect
the referee’s judgment of the game. To address this issue, the research utilizes sinusoidal mapping and
the simplex method to enhance the cuckoo algorithm. Additionally, the optimization accuracy is improved
through sinusoidal adaptive discovery probability. To tackle the problem of the fuzzy clustering algorithm’s
weak global search ability, the clustering center is optimized by enhancing the cuckoo algorithm. To optimize
the objective function, domain space information is introduced into the fuzzy clustering algorithm to address
its sensitivity to noise. As the number of iterations approached 500, the experimental findings showed that
the convergence accuracy of the particle swarm algorithm, the sparrow algorithm, the modified cuckoo
algorithm, and the cuckoo algorithm were, respectively, 0.99, 0.89, 0.85, and 0.73. The enhanced algorithm
model, enhanced cuckoo-fuzzy C-mean algorithmmodel, cuckoo-fuzzy C-mean algorithmmodel, and fuzzy
C-mean algorithm model had delineation effects of 0.80, 0.72, 0.70, and 0.61, in that order. The outcomes
show that the suggested algorithm can more accurately segment images from soccer matches. This provides
a valuable reference for future computer-assisted match discrimination.

INDEX TERMS Image segmentation, fuzzy clustering, cuckoo’s algorithm, match discrimination, sine
mapping.

I. INTRODUCTION
In recent years, computer technology has advanced sig-
nificantly, and video and images have become essential
tools for interacting with information. The benefits of using
video and images are their ease of comprehension and abil-
ity to convey a large amount of information. Therefore,
images are crucial for effective information transfer [1]. How-
ever, not all parts of an image contain useful information,
and it is necessary to extract the relevant information [2].
A heuristic optimization technique with improved conver-
gence and global search capacity is the cuckoo optimization
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algorithm (COA). To get the best answer, it mimics the for-
aging habits of Cuckoos. When it comes to soccer match
video refereeing, the COA can adjust the FC algorithm’s
parameter parameters to better accommodate various match
situations and penalty concerns. This research presents an
improved algorithm for fuzzy clustering (FC) image seg-
mentation (FCIS) with noise immunity, which accurately
segments images in game videos.

There are three innovative points: (1) In response to the
weak local search ability and fixed parameter settings of the
traditional cuckoo algorithm, the model is improved. (2) The
fuzzy C-means clustering algorithm has the shortcomings
of being greatly affected by the initial clustering center and
weak global search ability. Integrate the improved cuckoo
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algorithm with the FCM clustering algorithm. (3) To address
the sensitivity of fuzzy clustering algorithms to noise, domain
spatial information is introduced into the algorithm to opti-
mize the objective function.

There are four primary sections of the paper. An overview
of previous research on image segmentation (IS) algorithm
modeling by various scholars is given in the first section.
The second section provides a review of the primary research
methods used, followed by the model results obtained by
applying these methods and analyzing the outcomes in the
third section. The fourth section summarizes the aforemen-
tioned studies and provides an outlook for future research.

II. RELATED WORKS
IS is an important image processing technique.
M. M. Woldeamanuel et al. found that combining infrared
thermography and IS can be well used for automatic esti-
mation of concrete strength at construction sites. Therefore,
the research team proposed a deep learning-based IS method
to segment concrete areas in true color images using a
pre-trained convolutional neural network-based model after
acquiring image data. Experimental results showed that
the method can estimate concrete strength in real time in
an economically feasible manner and helps to optimize
the formwork removal time of the structure [3]. A U-net-
based IS model was proposed by J. Fan et al. to study the
coal micro-components’ particle morphology, size, release
characteristics, and density separation process. The find-
ings showed that the suggested method offered strong
computer-assisted measurements for the logical separation
and use of coal micro-components, in addition to having sig-
nificant potential for qualitative analysis of micro-component
composition and their release types [4]. B. Ostdiek et al.
found that detecting substructures in strong lensing images is
an important way to reveal the nature of dark matter. To this
end, the team proposed a method to localize the subhalos in
the images by neural networks and determine their quality
using IS techniques. The experimental findings showed that
the suggested approach may effectively segment images with
significant lensing [5].
Kumar et al. argued that IS can be applied to the analy-

sis of crops. Therefore, an entropic threshold segmentation
method is proposed which finds the juja threshold of the
function by CS. According to the experimental results, the
suggested technique performed well when tested for accuracy
on ten cropped photographs with complicated backgrounds
and high-dimensional color intensity space [6]. According
to G. Xiang et al., offshore activities frequently include the
problem of trajectory optimization of submerged elongated
entities. To address this problem, accurate prediction of the
trajectory of a free-falling body is needed, combined with
effective optimization algorithms to establish an optimization
framework that satisfies the specific task. To accurately
represent the 3D effects, the study team suggested a
CS-based 3D dynamics model that accounts for the lateral
forces and motions caused by axial rotation in cross-flow and

asymmetric vortex shedding. The outcomes demonstrated
that the method performs better than genetic algorithms
and particle swarm optimization algorithms [7].
D. K. Angura et al. found that clustering is an effective
way to reduce the overall energy consumption of medical
wireless devices in healthcare organizations, but the main
drawback of the existing model is the sustainability of the
network. To address this issue, this research proposed an
evolution-based augmented bifold cuckoo search algorithm.
The suggested strategy performs the model better, according
to experimental data [8]. L.W. Wang et al. proposed a new
deep luminescence network to solve the problem of low light
image enhancement. This network utilizes the latest technol-
ogy of convolutional neural networks to iteratively brighten
and darken multiple LBP blocks, thereby learning the resid-
uals of normal light estimation. To effectively integrate local
and global features, adaptive feature aggregation blocks are
also introduced. The experimental results indicate that DLN
outperforms other methods in both objective and subjective
indicators [9].W. Zhang et al. proposed a spatial, spectral, and
texture aware attention network to identify corn varieties in
order to address the problem of hyper-spectral image assisted
seed recognition that only considers spectral information and
ignores spatial information. By utilizing the complemen-
tary properties of 3D and 2D convolutions, the spatial and
texture features of hyper-spectral images are fully utilized.
The experimental results indicate that SSTNet is superior to
state-of-the-art methods in identifying maize varieties [10].
B. Subraman et al. proposed an optimal weighted multi-
exposure histogram equalization model to improve image
contrast enhancement techniques. This method divides the
image into sub images and applies cropping and weighting
processing to avoid excessive enhancement. By separately
balancing and integrating sub histograms, maintain natural-
ness and detail. Using dual gamma correction to improve
contrast in dark areas, and optimizing the enhancement
degree using the spiral krill swarm algorithm. The experi-
ment shows that this technology improves the visual quality
of images [11]. P. Ma et al. proposed a fusion algorithm
to improve the classification accuracy of brain computer
interfaces based on steady-state visual evoked potentials.
This method combines canonical correlation analysis, con-
tinuous wavelet transform, and support vector machine.
The experimental results show that the algorithm achieved
a classification accuracy of 91.76% and an information
transmission rate of 48.92 bits per minute within 2 sec-
onds, significantly improving the performance of the brain
computer interface system for steady-state visual evoked
potentials [12].

In summary, many scholars have conducted research on
image segmentation and achieved certain results. However,
the above research still has some limitations, such as using
only a small dataset, which makes the model only perform
well in specific datasets. Moreover, most scholars use a single
algorithm model without improving the model, resulting in
insufficient generalization ability of the model. This research
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employs sinusoidal mapping and the simplex method to
enhance CS and optimize the accuracy of optimization by
utilizing sinusoidal adaptive probability of discovery. Addi-
tionally, it improves the clustering center by enhancing CS to
address the issue of the FC algorithm’s weaker global search
ability and its sensitivity to noise. The FC algorithm’s weak
global search ability can be improved by optimizing the clus-
tering center through improved CS. Additionally, introducing
domain space information into the algorithm can optimize
the objective function, which is necessary because the FC
algorithm is more sensitive to noise.

III. RESEARCH ON IMAGE SEGMENTATION MODEL
BASED ON FUZZY CLUSTERING AND CUCKOOBIRD
OPTIMIZATION ALGORITHM
This section first analyzes the fuzzy clustering image segmen-
tation algorithm and the cuckoo algorithm. In response to the
weak global search ability of the fuzzy clustering algorithm,
the cuckoo algorithm is improved to optimize the cluster-
ing center. Then, to address the issues of noise sensitivity
and slow convergence speed in fuzzy clustering algorithms,
neighborhood spatial information was introduced to improve
the model, and an improved fuzzy clustering image segmen-
tation algorithm with noise resistance was proposed.

A. IMPROVEMENT OF FUZZY CLUSTERING IMAGE
SEGMENTATION ALGORITHM AND CUCKOO BIRD
ALGORITHM
FC is a method of cluster analysis that, unlike traditional
hard clusteringmethods, allows samples to belong tomultiple
cluster clusters rather than just one defined cluster. In FC,
each sample has a certain degree of affiliation that indicates
the degree to which it belongs to each cluster. Furthermore,
Figure 1 depicts the process of clustering it [13].

FIGURE 1. Clustering algorithm clustering process.

The fundamental idea behind FC is to optimize an objec-
tive function in order to ascertain each sample’s degree of
affiliation and clustering center; the fuzzy C-means algorithm
(FCM) is the most widely used FC approach. The FCM
algorithm introduces the concept of fuzziness, allowing each
data point to belong to a different degree of clustering,
thus better adapting to the situation of fuzzy data. The
fuzzy C-means algorithm can divide samples into different

clustering clusters based on similarity. The basic idea of
this algorithm is to determine the membership degree and
clustering center of each sample by optimizing the objective
function, and its expression is shown in equation (1).

J =

C∑
i=1

N∑
j=1

umij d
2(xj, vi) (1)

In equation (1), uij denotes the degree of affiliation,
d2 denotes the Euclidean distance, xj denotes the individual
pixel points,C is the clusters,N is the total pixels, andm is the
fuzziness index, vi represents the clustering center of pixels.
Up until the objective function reaches the minimal value, the
affiliation matrix and clustering centers’ values are updated
continually in order to optimize the value of the objective
function. At the end of the iteration, it is necessary to choose
the appropriate termination conditions, there are generally
two ways to choose the termination conditions, one is in
accordance with the difference between the two iterations
of the objective function before and after the relationship
between the size of a certain threshold, although the run-
ning efficiency of the method has been improved, but it will
fall into the situation of the local optimum. The other is in
accordance with the difference between the pixel affiliation
before and after two iterations and the relationship between
the threshold value, the method is not as efficient as the first
way, but its algorithmic accuracy is higher than the first.
Therefore, in image processing, the pixels are categorized and
divided by maximum affiliation, the expression is shown in
equation (2).

k = argmax{uij, i = 1, 2, · · · ,C} (2)

In equation (2), C is the clusters and uij is the degree of
affiliation. The IS process of FCM is shown in Figure 2.

FIGURE 2. Flowchart of FCM algorithm.

In Figure 2, firstly, the image data is input, secondly, the
parameters of the FCM algorithm model are initialized and
the clustering center is determined, then the affiliation matrix
is initialized under the constraints and the iteration starts.
Every iteration, it is necessary to update its clustering center
and affiliation matrix until the termination conditions are
reached and the clustering results are output. Segmentation
of the image is performed according to the principle of
maximum affiliation. The pseudo-code of the fuzzy C-means
algorithm is shown in Figure 3.
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FIGURE 3. FCM pseudo-code.

The heuristic optimization technique known as CS was
influenced by bird breeding behavior. Cuckoos deceive other
birds by laying their offspring in their nests, thus realizing
that the host bird helps them with tasks such as hatching and
rearing their young. CS’s fundamental goal is to optimize the
search by simulating the birds’ behaviors of searching for
nests and taking away the eggs from other birds’ nests, all
of which are centered on the optimization problem to seek
the optimal solution of the problem.

Finding the ideal position for a bird’s nest is the most
crucial stage in CS, and in general, higher-quality bird’s nests
serve as the primary selection objects. Levy flight (LF) strat-
egy is extremely similar to the process of choosing the bird’s
nest; nevertheless, LF route features exhibit randomness and
a higher global search capacity. The distribution law of LF is
shown in equation (3).

Levy ∼ u = t−λ̄ , (1 ≤ λ̄ ≤ 3) (3)

In equation (3), u is the step size and t is the number of
generations. The distribution of the LF’s probability density
function is improved since it varies with time, as illustrated
in equation (4).

SL =
µ

|v|1/β
, (1 ≤ β ≤ 2) (4)

In equation (4), SL denotes the updated step size, and the
distribution pattern of µ is µ ∼ N (0, δ2µ), and the distribution
pattern of v is v ∼ N (0, δ2µ). CS has several stipulations, the
first one is that the cuckoos are randomly selected when they

make a choice of host nests, and lay only one egg at a time.
Equation (5) displays the equation for the updating of the
bird’s nest location.

X t+1
i = X ti + α ⊕ Levy(λ ) (5)

In equation (5), a denotes the control parameter of the
step size, X denotes the bird’s nest position, ⊕ denotes the
term-by-termmultiplication, and Levy(λ ) denotes the LF. The
basic flow of CS under the three regulations is shown in
Figure 4.

Firstly, Figure 4 initializes the location of the bird’s nest.
The value of each bird’s nest placement to the goal function
is then determined. Ultimately, the position of the bird’s
nest is determined by LF, and the fitness value (FV) of the
original and present bird’s nests is computed. Regardless
of whether the original bird’s nest’s FV is higher than the
current bird’s nest’s FV, the original bird’s nest position is
preserved and updated. The host bird adjusts its nest position
by using Levy’s flying when it finds the egg, and when
the iteration meets the requirement, it produces the optimal
adaption value. While CS offers certain benefits, such as
superior robustness, great adaptive ability, and global search
capability, it also has certain drawbacks. During the search
process, CS may still end up at the local optimal solution
even though it has the potential to search globally. Especially
in cases where the solution space has a complex structure
or there are multiple local optimal solutions, CS may not
be able to jump out of the local optimal solutions effi-
ciently. The convergence speed of CS may vary greatly from
problem to problem. For some complex problems, the con-
vergence speed of the algorithm may be slower, and more
time and iterations are needed to find a satisfactory solution.
And CS needs to set some parameters reasonably, and the
flexibility of the algorithm will be greatly limited if the
parameters are set fixedly. Different problems may require
different parameter settings, which requires some experience
and experiments to determine the best parameters. Finally,
CS does not have a direct internal information sharing mech-
anism. The algorithm realizes the search process by adjusting
the step size and position of cuckoos, and does not introduce
information exchange between individuals in the population
as other algorithms do. Therefore, it will cause information
waste and the convergence speed in the later stage of the
search will not be improved.

As a result, CS is enhanced, where the likelihood that
bird eggs will be discovered and disposed of significantly
affects the algorithm’s overall convergence. And when the
algorithm is iterated to a later stage, the fixed probability
of discovery affects the search efficiency and accuracy of
the model, which in turn leads to unsatisfactory results of
the optimization search. Setting Pa starts to change with the
number of iterations, as shown in equation (6).

Pa = Pa · sin
(

π

2
+
Titer_now − 1
Titer_max − 1

)
(6)
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FIGURE 4. Basic flow of cuckoo search algorithm.

In equation (6), Pa is the probability that the host bird
finds cuckoo eggs, iter_now is the current iterations, and
iter_max A denotes the maximum iterations. Due to CS’s
few parameters and comparatively straightforward model
implementation, it is common for the local optimal solu-
tion to be selected quickly during the optimization search
process. Therefore, Sine mapping is used to optimize the
optimization process of CS, and the Sine mapping is shown
in equation (7).

ZK+1 =
4
a
sin(πzk ) (7)

In equation (7), the value domain of zk+1 is [−1,1] and
the value domain of a is (0,4]. In response to the slow con-
vergence speed of the CS algorithm, the simplex method is
introduced to improve the algorithm. The simplex method is
an optimization algorithm used to solve linear programming
problems, which aims to find a solution that maximizes the
linear objective function under a set of linear constraints.
Every time a new bird’s nest is generated or its position
is updated, the worst solution can be eliminated first using
the simplex method, and then replaced by a new solu-
tion. The update process of the simplex method is shown
in Figure 5.

In Figure 5, the basic idea of the simplex method is to start
from an initial simplex and then iteratively move the vertices
of the simplex in an attempt to find a better solution. These
moves are achieved by searching around the vertices of the
current simplex, changing the value of the decision variable
to improve the value of the objective function. This process
will continue to iterate until a solution that meets certain
conditions is found. The improved cuckoo search (ICS) steps
are shown in Figure 6.

As illustrated in Figure 6, each parameter is initialized
first, followed by the position of the bird’s nest being ini-
tialized and the adaption value of the nest being computed.
After calculating the step size and using LF to update
the bird’s nest location, the unfavorable FV of the old
bird’s nest site is removed and the new bird’s nest loca-
tion is updated using the simplex approach. The location
of the birdhouse is updated if its adaption value is higher
than its previous location, and vice versa [14], [15]. After
that, the optimal location is determined by sine mapping,
the optimal location of the bird’s nest is updated using
sinusoidal adaptive discovery probability, and other param-
eters are output once the iteration reaches the maximum
threshold.

FIGURE 5. Update process of simplex method.

B. RESEARCH ON IMAGE SEGMENTATION MODEL BASED
ON IMPROVED CUCKOO BIRD OPTIMIZATION
ALGORITHM
The traditional FCM algorithm suffers from sensitivity to
initial values, poor global convergence, and tends to fall
into local optima. Therefore the improved CS and FCM
algorithms are combined to discriminate the images. In the
ICS-FCM algorithm, each cuckoo bird’s nest is set as a set of
clustering centers, and each clustering center serves as the
basis for the division of the final IS [16], [17]. The initial
population is formed by initializing N bird nests; equation (8)
illustrates the coding of a bird nest.

Xnest (i) = (Vi1,Vi2, · · · ,Vij, · · ·Vik ), i ∈ [1,N ] (8)

In equation (8), Xnest (i) represents the clustering center and
Vij represents the image gray value. The indicator is taken by
rand function combined with upper and lower bounds, and
after repeating this operation N times, the cuckoo population
is formed. The traditional CS finds the optimal solution by
loop iteration, in FC algorithm, it is also evaluated by finding
the optimal solution of the objective. Equation (9) displays
the fitness function of the enhanced algorithm, ICS-FCM.

f = J (U ,A) =

m∑
j=1

n∑
i=1

µc
ijd

2
ij (9)

The fuzzy index is represented by c in equation (9),
the Euclidean distance from the ith sample point to the
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FIGURE 6. Improved cuckoo search flowchart.

jth clustering center is represented by dij, and the affiliation
degree of the ith sample point belonging to the jth class is
represented by µij. The value of the new clustering center,
or the position of the bird’s nest, is produced by this method
after each iteration. Figure 7 illustrates the precise flow of the
revised algorithm.

FIGURE 7. Flowchart of ICS-FCM algorithm.

Initializing the number of clusters, maximum number of
iterations, chance of discovery, fuzzy index, and number of
populations in Figure 7 involves first dividing and inputting
the video of the soccer match into individual pictures. Sec-
ondly, N samples are randomly generated as the initial
clustering center, i.e. bird’s nest location, by rand function.
Then, initialize the affiliation matrix, calculate the FV of each
bird’s nest using the fitness function, and compare the results
to choose the best bird’s nest [18], [19]. Next, the LF is used to
update the bird’s nest position, the simplex technique is used
to eliminate the worse bird’s nest position, and the FV of the
new bird’s nest is recalculated. If the FV of the new bird’s
nest is higher than that of the old bird’s nest, the location
and FV of the new bird’s nest are modified appropriately. The
ideal placement for the birdhouse is maintained while being
updated by the sinusoidal adaptive discovery probability [20],
[21], [22]. Use sine mapping to optimize the placement of
the bird’s nest. Then, compare the new nest’s FV with the
old one and move the nest if it is in a better place. Until the
iterations surpasses the predefined value, the nest’s position,
the optimal FV, and other details are output [23], [24], [25].
To get the final pixel attribution and produce the IS result,
update the affiliation matrix and clustering center based on
the best position for the bird’s nest.

Upon resolving the issues with initial value sensitivity,
inadequate global convergence, and susceptibility to local
optimization inherent in the conventional FCM algorithm,
it is discovered that increased noise levels substantially
impact the image’s information content and result in subpar
performance of the IS effect at the end. When segmenting
the image, the spatial information is taken into account by
minimizing the optimization objective function, as indicated
by equation (10), as opposed to the typical FC technique
which does not take this into account [26], [27].

J =

m∑
j=1

n∑
k=1

u2jkd
2
jk (10)

In equation (10), ujk denotes the affiliation degree and
d2jk denotes the Euclidean distance. Because the cluster-
ing centers generated by the FCM technique are randomly
generated, it is quite easy to end up in the local opti-
mal solution while doing the iterative optimization search.
And the algorithm also does not consider the pixel space
information, which causes the FCM algorithm to be easily
affected by noise, thus affecting the segmentation results. The
FCM approach for IS will significantly improve the model’s
mis-classification if the neighborhood space information is
supplied. Equation (11) illustrates the enhanced objective
function [28], [29].

JFCM−S =

N∑
i=1

C∑
k=1

µm
ki

∥xi − vk∥2 +
α

NR

∑
xj∈Nj

∥∥xj − vk
∥∥2
(11)

In equation (11), µki represents the FC affiliation of the
ith pixel in the center of the k class clustering, NR represents
the membership degree of all data points in the dataset.
α represents the influence parameter of the domain point on
the current pixel point. The setting size of this parameter
has a very close connection with the segmentation effect,
too small a parameter value will make the algorithm too
sensitive to noise, and too large a parameter value will make
the segmentation effect too vague [30], [31]. Therefore, it is
necessary to update the value of the parameter in real time,
but this situation will lead to the algorithm is too inefficient.
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The improved objective function is shown in equation (12).

J =

C∑
i=1

N∑
k=1

µm
ik ∥xk − vi∥2 + α

C∑
i=1

N∑
k=1

µm
ik ∥xk − vi∥2

(12)

In equation (12), µki represents the FC affiliation of the
ith pixel point in the center of the kth class clustering, and
α represents the image parameter of the domain point to the
current pixel point. This objective function is replaced with
that of the original CS and optimized, and the optimized
algorithm is named ICS-FCM-S1, and the specific steps of
this algorithm are shown in Figure 8.

FIGURE 8. Flowchart of ICS-FCM-S algorithm.

In Figure 8, firstly, the video of the soccer match is inputted
and divided into pictures to initialize the clusters, the maxi-
mum iterations, the probability of discovery, the fuzzy index,
the number of clusters, the domain restriction parameter and
the number of populations. Then N samples are randomly
generated as the initial clustering center, i.e., the bird’s nest
location, by rand function. Following the initialization of the
affiliation matrix, each bird’s nest’s FV is determined using
the fitness function, and the best bird’s nest is identified by
comparing the FVs of each bird’s nest [32], [33], [34]. Next,
the LF is used to update the bird’s nest position, the simplex
technique is used to eliminate the worse bird’s nest position,
and the FV of the new bird’s nest is recalculated. When
comparing the new bird’s nest FV to that of the previous
bird’s nest, if the new bird’s nest FV is higher, the bird’s
nest location and FV are adjusted accordingly. Maintain the
ideal position for the bird’s nest while updating it based on
a sinusoidal adaptive discovery probability. The birdhouse
location is optimized by sine mapping, the obtained bird-
house FV is compared with the previous one and if the
new birdhouse has better FV, then the birdhouse location is
changed. The location of the bird’s nest, the optimal FV, and
other information are output until the iterations exceeds the
predetermined value. Referencing the affiliation, remove the
section of interest using the active contour approach, update
the affiliation matrix and clustering center based on the best
place for the bird’s nest to ascertain the pixel’s ultimate
belonging, and then output the IS result.

IV. PERFORMANCE ANALYSIS OF IMAGE
SEGMENTATION MODEL BASED ON FUZZY
CLUSTERING AND CUCKOO OPTIMIZATION
ALGORITHM
The first section of this chapter introduces several common
algorithms and compares their fitness, convergence accuracy
and processing time in Quartic function and Sphere function
respectively. The second chapter analyzes the performance
of the model through fuzzy partition effect, cluster partition
coefficient and cluster partition entropy.

A. IMPROVED CUCKOO SEARCH PERFORMANCE
ANALYSIS
MATLAB R2022 is used in this experiment, the operating
system isWindows 10, and the CUP is Intel Core i7-4710MQ
processor with 2.5GHz and 8.00G of RAM. The dataset
adopts the SoccerNet dataset, which is a large-scale dataset
for understanding and analyzing football videos, developed in
collaboration with the academic and industrial communities
in Europe. The SoccerNet dataset can provide rich football

FIGURE 9. Variation curves of the fitness of the four algorithms in
different functions.
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match videos with detailed annotations and tags. In order
to validate the performance of this ICS, Sparrow Search
Algorithm (SSA) and Particle SwarmOptimization (PSO) are
introduced to compare with this proposed algorithm, Quartic
function and Sphere function are selected to compare the
fitness change curves under different algorithms respectively.
Furthermore, Figure 9 presents the findings.

The number of iterations is the horizontal coordinate in
Figure 9, and the log10, the bottom logarithm, is the ver-
tical coordinate. The fitness of the Quartic function for the
four algorithms is represented by Figure 9(b), whereas the
fitness of the Sphere function for the four algorithms is
represented by Figure9(a). As the number of iterations grows
in Figure 9(a), the value of fitness increases in the Sphere
function. And the ICS model tends to stabilize and reaches
the maximum value when the iteration here reaches about 50.
In Figure 9(b), in the Quartic function, the FV is getting larger
with the increase of iteration number, but it is more gentle,
and the FV of each algorithm does not change much, but the
proposed ICS has the largest FV among the four methods.
The outcomes revealed that the proposed ICS exhibits better
global optimization ability among the four methods. The
more concentrated the cluster, the better the performance.

FIGURE 10. Convergence accuracy of the four algorithms in different
functions.

To further validate that the proposed method is able to select
the best clusters, the clustering effect of each algorithmic
model is added to the manuscript as an evaluation metric to
analyze the performance of the model. The clustering effects
of the four methods were analyzed, and the results are shown
in Figure 10.

Figure 10(a) shows the clustering performance of each
algorithm model in the Quartic function, while Figure 10(b)
shows the clustering performance of each algorithm model
in the Sphere function. From Figure 10, it can be seen that
among various algorithm models, the PSO algorithm Mo
model has the worst clustering effect, while the ICS algorithm
model has the best clustering effect. The convergence accu-
racies of the four methods are compared in Sphere function
and Quartic function, and the results are shown in Figure11.

FIGURE 11. Convergence accuracy of the four algorithms in different
functions.

Figure 11(a) illustrates the Sphere function’s convergence
accuracy for the four algorithms, whereas Figure 11(b) shows
the Quartic function’s convergence accuracy for the same set
of algorithms. As the iterations increases, each algorithm’s
convergence accuracy in the Sphere function increases in
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FIGURE 12. Processing time of the algorithm with different number of iterations.

Figure 11(a). ICS is the only algorithm that can achieve a high
convergence accuracy with a low iterations, and when the
iterations reaches 500, the convergence accuracy of ICS, CS,
SSA, and PSO are, respectively, 0.99, 0.89, 0.85, and 0.73.
In Figure 11(b), the convergence accuracy of each algorith-
mic model in Quartic function increases with the iterations.
When the iterations reaches 500, the convergence accuracy
of ICS, CS, SSA, and PSO are 0.86, 0.78, 0.70, and 0.58,
respectively. The outcomes illustrate that, in comparison to
the other four approaches, the ICS algorithm has higher con-
vergence accuracy and faster convergence rates. Figure 12
presents the comparison of the computing efficiency of the
four algorithms at varying iteration counts.

From Figure 12, the time taken by the ICS algorithm for
100-500 iterations is 1.4s, 2.2s, 2.8s, 2.9s, and 3.0s. The time
taken by the CS algorithm for 100-500 iterations is 1.8s, 2.7s,
2.8s, 3.2s, and 3.4s. The time taken by the SSA algorithm
for 100-500 iterations is 2.1s, 2.9s, 3.1s, 3.5s, 3.6s, and 3.6s,

TABLE 1. Model scoring scale.

respectively. s, 3.1s, 3.5s, 3.6s. The time used by the PSO
algorithm for 100-500 iterations is 2.2s, 3.1s, 3.5s, 3.7s, 3.8s.
The experimental findings demonstrate that, out of the four
algorithms, the suggested ICS algorithm uses less time for
iterations. To test the suggested four methods, fifty testers
were chosen at random and split into five equal groups. The
findings are displayed in Table 1.
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As shown in Table 1, the five subgroups scored 89.2, 93.5,
84.2, 86.9, and 84.5 for ICS. The five subgroups scored 85.7,
87.6, 83.4, 79.5, and 81.6 for CS. The five subgroups scored
78.6, 81.2, 76.8, 74.2, and 78.6 for SSA. The five subgroups
scored 74.1, 75.4, 72.5, 71.6, and 76.9 for PSO. were 74.1,
75.4, 72.5, 71.6, and 76.9, respectively. The outcomes illus-
trate that the suggested ICS performs better in every model
and has a high level of superiority, suggesting that the testers
are aware of the ICS.

B. PERFORMANCE ANALYSIS OF IMAGE SEGMENTATION
MODEL BASED ON IMPROVED CUCKOO OPTIMIZATION
ALGORITHM
To verify the effectiveness of the proposed improved
algorithm, the experimental dataset used Wyscout’s publicly
available dataset, the Socket match event dataset. Randomly
select 3 videos from the dataset, and divide each video into
500 slices. Video 1 and Video 2 are used as the training
set, and Video 3 is used as the validation set. The FCM
algorithm model, CS-FCM algorithm model, and ICS-FCM
algorithm model are introduced and compared with the pro-
posed method. The fuzzy partitioning effects of the four
methods are shown in Figure 13.
The division effect of various algorithms in the dataset of

video 1 is represented by Figure 13(a), and the division effect
of various algorithms in the dataset of video 2 is represented
by Figure 13(b). In Figure 13(a), in the dataset formed by
Video 1, the division effect of each algorithm rises with
the increase of the training set, and when the size of the
dataset is 800, the division effect of ICS-FCM-S1 algorithmic
model, ICS-FCM algorithmic model, CS-FCM algorithmic
model, and FCM algorithmic model are 0.82, 0.88, 0.90,
and 0.97, respectively. As can be seen from Figure 13(b),
in the dataset formed by Video 2, the division effect of each
algorithm rises as the training set increases. When the size
of the dataset is 800, the division effects of the ICS-FCM-
S1 algorithm model, ICS-FCM algorithm model, CS-FCM
algorithm model, and FCM algorithm model are 0.80, 0.72,
0.70, and 0.61, respectively. According to the experimental
results, out of the four models, the suggested ICS-FCM-S1
algorithm model has the best division effect and better con-
vergence in the video 1 produced dataset. Six representative
soccer actions in the dataset are selected: upside down golden
hook, powerful pump shot, rainbow cross, Marseille slalom
and v-pull, and these five actions are named as actions 1 to 5.
Cluster division coefficients and cluster division entropy are
introduced to evaluate the model, and the results are shown
in Figure 14.
Figure 14(a) compares the segmentation coefficients of the

four methods for various action photos, whereas Figure 14(b)
compares the segmentation entropy of the four algorithms
for various action images. In Figure 14(a), the division
coefficients of the ICS-FCM-S1 algorithm model for the
five actions are 0.88, 0.87, 0.87, 0.79, and 0.81, respec-
tively. The division coefficients of the proposed ICS-FCM-S1
algorithm model are the largest among the four algorithms.

FIGURE 13. Comparison of the segmentation effect of the four algorithms
in different datasets.

From Figure 14(b), the division entropy of the ICS-FCM-S1
algorithm model for the five actions is 0.35, 0.34, 0.41, 0.40,
0.32, respectively. Among the four algorithms, the division
entropy of the proposed ICS-FCM-S1 algorithm model is
the smallest. According to the experimental findings, the
ICS-FCM-S1 algorithm model performs better since it has
bigger division coefficients and lower division entropy. The
computing times of the four approaches are compared across
several datasets, and the findings are displayed in Figure 15.
Figure 15(a) shows the time comparison of each algorithm

in the dataset composed of football video 1 and video 2, while
Figure 15(b) shows the time comparison of each algorithm
in the dataset composed of football video 3. As shown in
Figure 15(a), in the datasets formed by Video 1 and Video 2,
when the dataset is small, the processing time of the ICS-
FCM-S1 algorithm model remains basically unchanged. The
processing time of the algorithm model is 2.0s, 1.4s, 1.1s,
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FIGURE 14. Comparison of division coefficients and division entropy of
four algorithms.

TABLE 2. Ablation experiment.

and 1.0s respectively when the dataset size is 100, 200, 400,
and 800. In Figure 15(b), the processing time of the ICS-
FCM-S1 algorithm model in the dataset formed by Video 3 is
0.9s, 1.0s, 1.9s and 2.1s for the dataset sizes of 100, 200,
400, and 800, respectively. The outcomes revealed that the
proposed algorithm has a lower processing time and a higher
processing efficiency among the four methods. To verify the
performance of each algorithm, ablation experiments were
conducted to analyze the performance of the model. The
results are shown in Table 2.
According to Table 2, it can be seen that after adding the

ICS algorithm model, the ICS-FCM algorithm model has
a significant improvement compared to the FCM algorithm
model, and after adding neighborhood spatial information.
The FCM-S1 algorithm model also has significant improve-
ments compared to the FCM algorithm model. The ablation

FIGURE 15. Comparison of processing time of each algorithm in different
data.

TABLE 3. Athlete evaluation form.

experiment shows that the ICS algorithm model used and the
optimization of neighborhood spatial information can greatly
improve the performance of themodel. Twenty soccer players
were randomly selected and divided into five groups and
allowed to rate the four models. Table 3 presents the findings.

As shown in Table 3, the five groups scored 87.2, 98.2,
82.2, 89.9, and 82.5 for ICS-FCM-S1. 81.7, 92.4, 78.4,
84.6 and 80.6 for ICS-FCM. 76.6, 87.1, 74.2, 81.1 and
75.6 for CS-FCM. 73.5, 81.5, 71.3, 77.4 and 72.6 for FCM
scores were 73.5, 81.5, 71.3, 77.4 and 72.6, respectively. The
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outcomes of the trial demonstrated that the suggested algo-
rithmic model performed better in every model and received
high marks from the athletes.

V. CONCLUSION
The use of artificial intelligence technology has led to the
widespread adoption of machine learning and cluster analysis
methods for match discrimination. This study proposes an
improved FCIS algorithm with noise immunity that accu-
rately segments images in match videos. The findings of the
study indicated that for the dataset consisting of video 2, with
a dataset size of 800, the ICS-FCM-S1 algorithmic model
had the highest segmentation effect of 0.80, followed by
the ICS-FCM algorithmic model with a segmentation effect
of 0.72, the CS-FCM algorithmic model with a segmenta-
tion effect of 0.70, and the FCM algorithmic model with
a segmentation effect of 0.61. When the iterations reached
500 in the Quartic function, the convergence accuracies of
ICS, CS, SSA, and PSO were 0.86, 0.78, 0.70, and 0.58,
respectively. In the dataset formed by Video 2, the conver-
gence accuracies of the ICS-FCM-S1 algorithm model, the
ICS-FCM algorithm model, the CS-FCM algorithm model,
and the FCM algorithm models were 0.80, 0.72, 0.70, and
0.61, respectively, when the size of the dataset was 800. Five
soccer actions were randomly selected and segmented. The
division coefficients for the five actions were 0.88, 0.87, 0.87,
0.79, and 0.81, while the division entropies were 0.35, 0.34,
0.41, 0.40, and 0.32. The division entropies of the ICS-FCM-
S1 algorithmic model for the five actions were 0.35, 0.34,
0.41, 0.40, and 0.32. The ICS-FCM-S1 algorithmic model
processes datasets of size 100, 200, 400, and 800 in 1.0s, 1.1s,
1.4s, and 2.0s, respectively. The outcomes of the experiment
indicated that the proposed algorithmic model effectively
segments images to aid in discriminating soccer matches.
However, this research has some deficiencies. The proposed
method does not establish an information sharing mechanism
between populations, rendering the information before and
after unreferenced. Additionally, the convergence accuracy
and speed of the algorithm can be further improved.
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