
Received 29 February 2024, accepted 8 May 2024, date of publication 15 May 2024, date of current version 18 September 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3401487

Self-Competition Particle Swarm Optimization
Algorithm for the Vehicle Routing Problem
With Time Window
YUFENG WANG 1, XIN CHEN 1, ZHUO SHUANG1, YING ZHAN1, KE CHEN1, AND CHUNYU
XU2,3
1School of Software and Computer Science, Nanyang Institute of Technology, Nanyang 473000, China
2Electronic Information School, Wuhan University, Wuhan 430072, China
3School of Information Engineering, Nanyang Institute of Technology, Nanyang 473000, China

Corresponding author: Xin Chen (2115925372@nyist.edu.cn)

This work was supported in part by the Key Research Projects of Henan Science and Technology Department under Grant
232102310427 and Grant 232102211058, in part by the Research and Practice Project of Research Teaching Reform in Henan
Undergraduate University under Grant 2022SYJXLX114, in part by the Key Research Programs of Higher Education Institutions in Henan
Province under Grant 24B520026, in part by the Special Research Project for the Construction of Provincial Demonstration Schools at
Nanyang University of Technology under Grant SFX202314, and in part by the Research on Education and Teaching Reform Program of
Nanyang Institute of Technology (NYIST) under Grant NIT2023JY-108.

ABSTRACT The vehicle routing problem with time windows (VRPTW) is a well-known NP-Hard
combinatorial optimization problem, which is frequently encountered in transportation and logistics
scenarios. When traditional algorithms solve this problem, there are some problems, such as slow
convergence speed. In this paper, a Self-competitive Particle Swarm Optimization (ScPSO) algorithm is
proposed, which regulates the learning direction of the next generation of particles based on their degree
of self-competition. When the particle’s self-competition degree is low, it is compelled to learn from
the individual optimal solution using the self-competition selection probability, thereby achieving rapid
convergence. ScPSO uses the nonlinear inertia weight adaptive strategy to adjust the search preference in
the search process, and it can balance the relationship between exploration and exploitation. Meanwhile,
Random greedy heuristic selection and variable neighborhood search strategies are used in initial solution
construction and constraint restriction. Finally, ScPSO is tested on 56 Solomon 100-customers benchmark
problems and compared with four state-of-the-art VRPTW algorithms and best-known solutions reported on
Solomon’s webpage.The running results of the ScPSO algorithm are better than four state-of-the-art VRPTW
algorithms and best-known solutions reported on Solomon’s webpage. The experimental results show that
ScPSO can solve VRPTW problems efficiently.

INDEX TERMS Particle swarm optimization, self-competitive learning strategy, random greedy heuristic
selection strategy, variable neighborhood search strategy.

I. INTRODUCTION
Vehicle Routing Problem with Time Windows (VRPTW) is
an essential problem in transportation and logistics scenarios.
This problem can be formulated as designing a minimal
route for a fleet of vehicles to deliver goods to customers.
Each vehicle departs from and eventually returns to the
warehouse, and each customer can only be visited once
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by one vehicle. At the same time, the constraints of time
window and capacity should be satisfied in the process of
vehicle transportation. In addition, there are two objectives
to deal with the VRPTW problem: the first is to minimize
the total distance of vehicle travel (TD), and the second
is to minimize the number of vehicle paths (NV) as much
as possible. VRPTW problem is widely used in real life.
Goodarzian et al. [1] proposed the first research on optimizing
the service time and cost of home health care (HHC) logistics
through route balancing through the study of the VRPTW
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FIGURE 1. The framework of ScPSO.

problem. Kuznietsov et al. [2] proposed A solution to the
logistics problem of food and consumer goods distributors
in Ukraine through their study of the VRPTW problem.
Tao et al. [3] established a mathematical model for vehicle
routing optimization of cold chain logistics distribution with
the minimum comprehensive cost considering the increasing
difficulty of route optimization and the increase of carbon
emissions in the process of cold chain logistics distribution.
Therefore, the VRPTW problem is closely related to life,
and it is of great significance to the research of the VRPTW
problem.

Many researchers have made great efforts to solve
the VRPTW minimum path problem, and have proposed
exact and approximate solutions. There are three main
strategies to solve the VRPTW problem in the exact solution
algorithm: column generation, dynamic programming, and

Lagrangian relaxation. Desrosiers et al. [4] developed an
exact method using column generation, a technique used
to solve large-scale combinatorial optimization problems
by decomposing the problem into a primary problem and
a subproblem. Kolen et al. [5] proposed a branch-and-
bound dynamic programming method to minimize the total
distance traveled by vehicles. This method decomposed
the VRPTW problem into a series of sub-problems, which
were solved gradually using dynamic programming. Kohl
and Madsen [6] transformed the VRPTW problem into a
sequence of subproblems that could be decomposed and
solved by Lagrangian relaxation and obtained the optimal
solution step by step by iterative optimization. This method
is effective and feasible in solving VRPTW. Kohl et al.
[7] proposed a branch-and-bound approach to minimize the
distance of each path, which efficiently searches for the
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optimal solution by decomposing the problem into a series
of subproblems and using upper and lower bounds to limit
the search space. The precise solution algorithm performs
effectively in solving small-scale examples, but its efficiency
diminishes when tackling large-scale examples. To solve this
problem, more and more scholars have begun to use the
approximate solution (heuristic algorithm) method to solve
the VRPTW problem.

Due to the continuous application of evolutionary compu-
tation (EC) in daily life, researchers have undertaken exten-
sive research efforts to develop novel evolutionary algorithms
(EAs). Houssein et al. [8] proposed a new bionic optimization
algorithm called the Hepatoma algorithm (LCA), which
effectively balances local search and global search to explore
the search space. Li et al. [9] introduced a new stochastic
optimizer known as the Slime Mold Algorithm (SMA),
which utilizes adaptive weights to simulate the positive and
negative feedback process of slime mold propagation waves
based on biological oscillators, thereby forming an optimal
path connecting food with excellent exploration ability and
utilization propensity. Mohamed et al. [10] drew inspiration
frommoths facing towardmoonlight, leading them to propose
a newMoth SwarmAlgorithm (MSA) for solving constrained
Optimal Power Flow (OPF) problems. The effectiveness and
superiority of MSA are verified through experimental com-
parisons. Yang et al. [11] presented Hunger Games Search
(HGS), a general population-based optimization technique
characterized by its simple structure, exceptional stability,
and highly competitive performance in efficiently solving
both constrained and unconstrained problems. Tu et al. [12]
inspired by collective predation behavior observed in nature,
put forward a novel stochastic optimization algorithm named
group predation algorithm that outperforms other algorithms
across various search scenarios according to experimental
results analysis. Ahmadianfar et al. [13] introduced Vec-
tor Weighted Mean (INFO), an innovative optimizer that
optimizes different problems by improving update rules
as well as vector merging steps within INFO to enhance
exploration capability along with the exploitation ability of
the algorithm. Heidari et al. [14] proposed a novel population-
based nature-inspired optimization algorithm known as the
Harris Hawks Optimizer (HHO). This study mathematically
models the dynamic patterns and behaviors of Harris eagles
to develop an efficient optimization algorithm. Su et al.
[15] introduced an effective optimization algorithm called
RIME, which is based on the physical phenomenon of fog
and ice. By simulating the growth process of soft frost and
hard frost in RIME-ICE, this algorithm constructs a search
strategy for soft frost and a puncture mechanism for hard
frost to achieve both exploration and exploitation behavior in
the optimization method. Ahmadianfar et al. [16] proposed
a metaphor-free swarm optimization algorithm, the RUNge
Kutta optimizer (RUN), which is inspired by the well-known
Runge Kutta (RK) method in mathematics. The slope change
logic computed by the RK method is used as a promising

logical search mechanism for global optimization. It shows
superior ability to explore, achieve fast convergence, and
avoid local optima.

Since Savelsbergh [17] proved that the VRPTW problem
is an NP-Hard combinatorial optimization problem, the
research on its algorithms has mainly focused on various
heuristics. Traditional region search methods include Route
Construction Heuristics, Route Improvement Heuristics,
and Composite Heuristics. However, the best solution of
traditional regional search methods is often limited by the
characteristics of the initial solution or search methods’
characteristics, and it can only obtain the local best solution.
To improve this shortcoming, there have been significant
developments in this field in recent years. Evolutionary
algorithms (EC) are a new generation of heuristic solutions.
Standard evolutionary algorithms used to solve VRPTW
problems include the Tabu Search Algorithm [18], Simulated
Annealing algorithm [19], Genetic Algorithm [20], Ant
Colony algorithm Optimization [21], and Particle Swarm
Optimization Algorithm [22], which can effectively solve the
problem of falling into local optimum.

As the path planning problem has been widely used in
real life, the related research on path planning has gradually
increased, and more and more heuristic algorithms have
been used to solve the path planning problem. Tabu search
algorithm (TS) is a heuristic search algorithm using local
search. It has been widely used because it prohibits repeating
previous work and then jumps out of the local optimum.
In order to avoid the circulation problem in the search
process of the population, Taillard et al. [23] proposed a
tabu search heuristic algorithm. The algorithm does not use
the local optimum as the stopping criterion and uses the
tabu table to realize the principle of only advancing and
not retreating. Rochat and Taillard [24]further improved the
tabu search algorithm, and compared the experimental results
with the best-known solution reported in other previous
works. The results show that the proposed algorithm has
better solution quality and faster solution efficiency. Genetic
Algorithm (GA) is a well-known population-based meta-
heuristic algorithm that optimizes the population by natural
selection, crossover, mutation, and other operations. It has the
advantages of wide search space and fast convergence speed,
so it is widely used in solving VRPTWproblems. Ursani et al.
[25] demonstrated better performance in minimizing the
number of vehicles or the total distance traveled by using
an iterative process between two phases of optimization and
de-optimization. Simulated Annealing (SA) gives the search
process a time-varying probability jump that eventually tends
to zero, which can effectively avoid falling into the local
minimum and eventually tends to the global optimum and
can be used to solve VRPTW problems. Land Lim [26]
proposed a tabu embedded Simulated Annealing (TSA)
metaheuristic algorithm, which uses the best k-restart strategy
to enhance the local search when performing local search
in the neighborhood under constraints, and achieves good
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results in solving VRPTW problems. In recent years, the
research on VRPTW has also increasing, and at the same
time, more and more new algorithms have been applied to
solve the path planning problem. Yang et al. [27] proposed an
enhanced slime mold algorithm to address the path planning
challenges in fire rescue operations involving unmanned
equipment. By incorporating a mutation mechanism and
dynamic weight coefficient, they successfully resolved the
issues of slow convergence and low optimization accuracy
encountered in the standard SMA algorithm. Zhang et al. [28]
introduced an improved slime mold algorithm (SMA-CSA)
to tackle global optimization and capacitated vehicle routing
problems. Through the introduction of a Cauchy mutation
strategy, they perturbed the optimal solution, thereby increas-
ing the probability of escaping local minima. Additionally,
they incorporated an annealing strategy to expand the global
search space and enhance exploration during the quest
for optimal solutions. Xiang et al. [29], on their part,
proposed an enhanced chimpanzee optimization algorithm
(MG-ChOA) which was applied to solve spherical VRPTW
models effectively. Venkatasubramanian [30] employed a
hybrid moth search algorithm for cluster head selection (CH).
This approach combined moth search with a differential
evolution method while utilizing the tree seed technique for
establishing multipath routing (TSA). Alweshah et al. [31]
utilized the Harris Hawk Optimization (HHO) algorithm due
to its strong detection ability as well as its capability to
find optimal paths when attempting to solve VRP problems.
Wang et al. [32] proposed a multi-group comprehensive
differential evolution algorithm based on contribution, which
further improved the algorithm’s performance by mutation
strategy and grouping mechanism. This kind of algorithm
provides a new idea for solving the VRPTW problem.

Particle Swarm Optimization (PSO) was first proposed
by Kennedy and Eberhart in 1995. In recent years, the
PSO algorithm has developed rapidly. Due to its advantages,
such as simplicity and fast convergence, it has been widely
applied in various fields, including function optimization,
image processing, and geodesy. These advantages of the
PSO algorithm have sparked the interest of researchers and
encouraged their significant success in solving various NP-
Hard problems, including the VRPTW problem. However,
most existing particle swarm optimization algorithms operate
in continuous spaces, where changes in its physical position
define the particle’s movement trajectory. In order to apply
the PSO algorithm to solve the VRPTW problem, researchers
have proposed several variant PSO algorithms in [33], [34],
[35], [36], [37], [38], [39], and [40]. In [33], a two-stage
VRPTWwas designed to address interruption issues. In [34],
a particle swarm optimization with local search was intro-
duced. An improved PSO algorithm, Improved PSO (IPSO),
was proposed in [35], showing better computation results
and accuracy. A multi-adaptive particle swarm optimization
(MAPSO) algorithm was presented in [36]. However, the
methods proposed in [37], [38], [39], and [40] only solved
VRPTWproblemswith a few customers and could not handle

large-scale VRPTW problems. Furthermore, issues such as
premature convergence or weak search capabilities persist.

In order to improve the convergence speed of the algorithm
for solving VRPTW problems, this paper proposes an
algorithm called Self-competitive Particle Swarm Optimiza-
tion (ScPSO). ScPSO employs a particle self-competitive
learning strategy to control particle exploration and exploita-
tion, enabling particles to eliminate weaknesses and learn
towards individual optima, thereby accelerating convergence
speed; ScPSO uses an inertia weight adaptive strategy
to balance the global and local search capabilities of
particles, reaching precise search and minimizing the total
distance traveled by vehicles. During the initial solutions
deconstruction, a random greedy heuristic RGS (random
greedy heuristic selection strategy) strategy is used to form a
relatively good initial solution. VNS (Variable Neighborhood
Search) strategy is used during the solution generation
process to fine-tune the generated solution. In ScPSO, four
contributions are proposed as follows:

1. A particle self-competitive learning strategy is proposed,
which controls the exploration and exploitation of particles
through their self-competitive degree (ScD). The ScD of
particles is obtained by calculating the ratio of the fitness
value of the current particle to the average fitness value of
all particles in the contemporary population. When the ScD
of the particle is less than 1, it indicates that the fitness
value of the particle is better than the average fitness value
of the current population, and the search direction of the
particle should continue to be maintained. When the ScD
of the particle is more significant than 1, it indicates that
the fitness value of the particle is inferior to the average
fitness value of the current population. When the particle
updates its position, it is forced to learn from the individual’s
optimal solution based on the self-competitive selection
probability.

2. A nonlinear inertia weight adaptive strategy is proposed,
which balances particles’ global search ability and local
search ability by adaptively reducing inertia weight. The
inertia weight adaptive strategy is achieved by calculating the
ratio of the current particle’s iteration count to the maximum
iteration count. When the ratio is relatively small, expanding
the scope and adopting a global search is advisable. As the
number of iterations increases, particles gradually shift from
global to local search, improving search accuracy.

3. A random greedy selection heuristic (RGS) strategy is
proposed. It selects the most optimal customer for delivery by
calculating the insertion cost. The RGS strategy calculates the
insertion cost of customers to be delivered, selects the optimal
customer to be delivered from the sorting results, and forms
a good initial solution.

4. A variable neighborhood search (VNS) strategy is
proposed. It can make local adjustments to the customer’s
delivery order, thereby adjusting the vehicle delivery order
and total transportation cost. VNS is a domain search con-
ducted on customers who still need to join the delivery path
based on delivery costs. Based on the search results, reinsert
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FIGURE 2. One solution for vehicle routing problem.

the delivery path according to the distance relationship
between customers.

The structure of this paper is as follows: Section II
describes some basic PSO and better-performing algo-
rithms. Section III provides a detailed introduction to
the Self-competitive Learning Particle Swarm Optimization
(ScPSO) algorithm proposed in this paper. Section IV
presents the experimental section, where the proposed
algorithm is compared with other algorithms, and parameter
effectiveness experiments are conducted. Section V summa-
rizes the paper and gives future work.

II. RELATED WORK
A. VEHICLE ROUTING PROBLEM
Vehicle Routing Problem (VRP) is a crucial NP-Hard
combinatorial optimization problem. VRP focuses on the
case of a supplier and a path planning with K points of sale,
which can be summarized as: for a set of shipping points and
receiving points, the organization invokes certain vehicles,
arranges appropriate driving routes, and makes the vehicles
pass through them in an orderly manner, subject to specified
constraints (e.g., Demand and shipment of goods, delivery
time, vehicle capacity limit, mileage limit, travel time limit),
and strive to achieve specific goals (such as the shortest total
mileage of empty vehicles, the lowest total transportation
cost, the arrival of vehicles according to a specific time, the
minimum number of vehicles used). The Capacitated Vehicle
Routing Problem (CVRP) is the basic version of the VRP
and is a classical variant of the vehicle routing problem.
In this type of problem, each node has a demand, each vehicle
has a maximum load, and it is required that the sum of all
node demands on the path assigned to each vehicle does not
exceed the maximum load of the vehicle. Vehicle Routing
Problem with Time Window (VRPTW) is an extension of
VRP, produced by adding delivery time constraints to VRP.
In VRPTW, nodes are associated with more attributes, and
the solution must satisfy more constraints. In this type of
problem, given the earliest and latest time of arrival of the
vehicle at the destination, it is required that the vehicle must
arrive within a specified time window, and an additional
penalty fee is incurred either earlier than the earliest time or
later than the latest time. The details of a solution for VRP
are shown in Figure.2.

In VRPTW, we define G = (V ,E) as a directed complete
graph, where V = (c0, c1, · · · , cN ) is the node set, and

E =
{〈
ci, cj

〉
|ci, cj ∈ V , ci ̸= cj

}
is the arc set. c0 rep-

resents the depot, and ci represents the i-th customer
(i = 1, 2, · · · ,N ). Each edge

〈
ci, cj

〉
is represented by the

Euclidean distance dij between customer ci and cj (dij =

dji). A is the vehicles set, A = (a0, a1, · · · , aM ), M is the
maximum number of available vehicles. The time required
for vehicles to serve each customer requires a time cycle.
Therefore, when the vehicle arrives at the customer earlier
than the service start time, it must wait until the service
time window starts before providing service to the customer.
On the other hand, if the vehicle cannot arrive before the end
of the stop time, then the vehicle cannot serve this customer.
At this point, the customer should be serviced by another
vehicle.

In VRPTW, the definition of decision variables is as
follows:

xkij =

{
1, if vehicle k travels directly from ci to cj
0, otherwise

yki =

{
1, if customer ci is served by vehicle k
0, otherwise

where xkij represents the k-th vehicle travels from customer ci
to customer cj, yki represents that customer ci is served by k-th
vehicle.

The primary objective is to minimize the total vehicle
travel distance, the secondary objective is to minimize the
number of vehicle routes NV as much as possible. The fitness
evaluation function is as follows:

minZ = C0

K∑
k=1

Qk + C1

N∑
i=0

N∑
j=0

K∑
k=1

dijxkij +
K∑
k=1

Fk (1)

where C0 represents the penalty cost incurred by violating
the capacity constraint(C0 = 10), C1 represents the vehicle’s
exercise cost per unit distance(C1 = 1), K is the number
of vehicle routes, which also means that K vehicles to be
used, 0 < K ≤ M , dij is the Euclidean distance between
customer ci and cj, Qk denotes the value at which the k-th
vehicle violates the capacity constraint. Fk is the time penalty
cost of k-th vehicle, it is defined by Equation (11).
The constraints are as follows:
1. Depot constraint. All vehicles depart from the depot and

return to the depot after completing all distribution tasks.

K∑
k=1

N∑
j=1

xk0j =

K∑
k=1

N∑
j=1

xkj0 = K (2)

2. Traffic flow constraint. The vehicle flow at the customer
point is balanced, and the number of vehicles entering and
exiting the customer is equal.

N∑
i=1

xkij =

N∑
j=1

xkji (3)
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3. Capacity constraint. The load of each vehicle cannot
exceed its maximum capacity limit.

N∑
i=0

N∑
j=0

xkijmj ≤ Y (4)

where mj represents the demand for goods from the j-th
customer, Y is the maximum load capacity of the vehicle.

4. Customer service constraint. Each customer is only
allowed to be visited once.

K∑
k=1

N∑
j=1

xkj = 1 (j = 1, 2, · · · ,N ) (5)

5. Vehicle travel distance constraint. The distribution
distance of each vehicle cannot exceed the maximum travel
distance.

N∑
i=0

N∑
j=1

xkijdij ≤ Dmax (6)

where dij is the Euclidean distance between customer ci and
cj, Dmax is the maximum distance traveled by the vehicle.

6. Required number of vehicles constraint. The number of
vehicles cannot exceed the maximum number of vehicles.[∑N

j=1mj
Y

]
≤ K ≤ M (7)

7. Waiting time constraint.

W k
i = max

(
0,ETi − tki

)
(8)

where W k
i represents the waiting time for the k-th vehicle

to serve the i-th customer, ETi represents the earliest service
time of the i-th customer, tki represents the time when the k-th
vehicle arrived at the i-th customer.
8. Travel time constraint.

tij =
dij
S

(9)

where tij represents the travel time from the i-th customer to
the j-th customer, S represents the speed of the vehicle.

9. Time constraint.

tkj = tki +W k
i + Ti + tij (10)

where the i-th customer is the previous customer from the j-th
customer, tki is the arrival time of the k-th vehicle at the i-th
customer,W k

i is the waiting time for the k-th vehicle to serve
the i-th customer, Ti is the service time of the i-th customer, tij
is the travel time from the i-th customer to the j-th customer.

10. Penalty cost.

Fi =



C2

(
ETi − tki

)
, if tki earlier than the earliest

service time

C3

(
tki − LTi

)
, if tki later than the latest service

time
0, otherwise

(11)

where C2 and C3 are the waiting cost per unit time that
arrives earlier than the earliest service time, and the penalty
cost per unit time that arrives later than the latest service
time, respectively(C2 = C3 = 100 ). ETi and LTi denote
the earliest and latest service time of the i-th customer,
respectively.

B. THE PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) was first proposed by
Kennedy and Eberhart [22], and its basic concept is derived
from the study of the foraging behavior of birds. Each particle
can be regarded as a search individual in the n-dimensional
search space. The particle’s current position is a candidate
solution to the corresponding optimization problem, and the
particle’s flight operation is the individual’s search process.
The flying speed of the particle can be dynamically adjusted
according to the particle’s historical optimal position and the
population’s historical optimal position. Each particle has
two attributes: velocity and position. The velocity represents
the speed at which it moves, and position represents the
direction in which it moves. The process of updating the
position of particles is shown in Figure 3. The optimal
solution searched by each particle is called the individual,
and the best individual in the population is the current global
optimal solution. PSO continuously iterates and updates the
velocity and position of particles in the population until
the termination conditions are met, outputting the optimal
individual. The flow chart of PSO is shown in Figure 4,
and the pseudocode of PSO is shown in Algorithm 1.
The steps of the classical particle swarm algorithm are as
follows:

1. Population initialization. The initial parameters are set
(maximum number of iterations, problem dimension, initial
position and speed of individuals, population size).

2. Calculate the fitness value of each particle. The fitness
function is defined, and each particle’s fitness value is
calculated based on the particle’s position.

3. Update global and local optima. In each generation,
individual local and global optima are updated based on the
fitness values of each particle.

4. Calculate the velocity of particles and update their
positions. In PSO, the velocity of particles refers to the
direction in which they move in the next iteration, calculated
by Eq.12. The position of particles is a feasible solution to the
problem, updated by Eq.13.

vt+1
i = ωvti + c1 × rand() × (pbesti − xi) + c2 × rand()

× (gbest − xi) (12)

where vt+1
i represents the i-th particle’s velocity at t-th

generation, ω is inertia weight, c1 and c2 are acceleration
constants(Normally we set c1 = c2 = 2.0), the former is an
individual learning factor, while the latter is a global learning
factor. rand() is a random number for [0,1], pbesti is the
i-th particle individual local optimum and gbest is the
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Algorithm 1 Particle Swarm Optimization Algorithm

for each particle i do
Initialize the velocity vi and position xi for the i-th particle
Evaluate the i-th particle and update pBesti and gBest

while t < Maxgen do
for i < N do

Update the velocity of the i-th particle by Eq.12
Update the position of the i-th particle by Eq.13
Evaluate i-th particle
if fit(xi) < fit(pBesti) then

pBesti = xi
if fit(pBesti) < fit(gBest) then

gBest = pBesti

return global best solution;

FIGURE 3. The update process of particle’s position in PSO.

global optimum.

x t+1
i = x ti + vt+1

i (13)

5. Calculate the fitness value of particles. Evaluate the
newly generated particles and update the individual and
global optima.

6. Satisfy the end condition. If PSO does not meet the
end condition, repeat steps 4∼5. If the end condition is met,
it jumps out of the loop, terminates the search, and outputs
the result.

PSO has been widely used in function optimization, image
processing, combinatorial optimization, and many other
fields because of its simple operation and fast convergence
speed. With the expansion of the application range, the PSO
algorithm has some problems, such as premature convergence
and easy falling into the local extremum, which need to be
further improved. PSO algorithm mainly has the following
improvement development direction: 1) The parameters are
adjusted to balance the global exploration and local exploita-
tion ability. 2) Different types of topological structures can
change particles’ learning modes to improve the population’s
diversity. 3) PSO and other optimization algorithms (or
strategies) are combined to form a hybrid PSO algorithm.
Different types of algorithms weremixed, and the algorithm’s

FIGURE 4. The flowchart of PSO.

advantages were combined to improve the performance
further. 4) The minimum subpopulation grouping technique
is adopted. It is suitable for solving multimodal function
and multi-objective function optimization problems. The
population was divided into several sub-populations as much
as possible to form multiple relatively independent search
Spaces, and the synchronous search of multiple extreme
regions was realized to avoid premature convergence of the
algorithm in solving multimodal function and multi-objective
function optimization problems.

III. ENCODING AND DECODING OF POPULATIONS
Two core elements of the PSO are particle’s velocity V and
the particle’s position X . The velocity represents the direction
and distance that the particle moves in the next iteration,
the position is a solution to the problem to be solved, and
a particle represents a feasible solution. Suppose that in the
d-dimensional search space, there are N particles, the posi-
tion of the i-th particle is denoted by: Xi = (xi1, xi2, . . . , xid );
The velocity of the i-th particle is denoted by: Vi =

(vi1, vi2, . . . , vid ).
When using swarm intelligence algorithms such as PSO to

solve discrete problems, it is necessary to map the particle
positions in the population to the decision variable value
range of the discrete problem one by one.We use the two-row
matrix method to construct particles to solve the VRPTW
problem. Assuming the number of customers is d , the posi-
tions of the constructed particles are a matrix of two rows and
L columns. The first row Xv represents the vehicle number
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TABLE 1. Initial distribution scheme.

TABLE 2. The initial scheme is converted to particle positions.

TABLE 3. Decoding and distribution scheme.

served for each customer, with the second lineXr representing
the execution order of each customer on the corresponding
vehicle route. So the position of particles is represented by
[Xv,Xr ]. Firstly, the initial customer distribution scheme is
constructed through population initialization, and it is stored
in a matrix of NV 1 cell array. Each row of the matrix
represents a delivery vehicle, and each cell array stores
the sequence of customers to be delivered by that vehicle.
Secondly, the initial scheme is transformed into a 2d matrix
to represent the particle’s initial solution. The first row of this
matrix indicates the vehicle number, while the second row
represents the order in which customers are delivered by each
vehicle. Next, the encode operation encodes both the position
and velocity of a particle, which are then combined into a 4d
matrix for iteration purposes. Finally, the decode operation
prints out the position matrix of the particle.

Suppose the number of customers is 6 and the number of
vehicles is 3, a possible particle is as follows (the customer
number is used to make it easier to understand how particles
are expressed):

The initial scheme is converted to particle positions:
The position and velocity of a particle are then encoded

by the encode operation. The initialization method for a
particle’s velocity is the same as that for a particle’s position.
The particle’s velocity is [Vv,Vr ]. Assuming that the number
of customers is d and the maximum number of vehicles
used is M , the value range of Xv is [0,L], and the value
range of Xr is [0,M ]. The element in each position in Vv
should be between −(M − 1) and (M − 1), and the element
in each position in Vr should be between −(d − 1) and
(d − 1).
Finally, the ScPSO algorithm is used to find the optimal

solution, and then the position [Xv,Xr ] of a particle is
represented by the decoding operation as follows:

From Table 3, we can see that customer 1 is served by
the second vehicle at the second location, customer 2 is
served by the first vehicle at the first location, customer 3
is served by the second vehicle at the first location, customer 4
is served by the second vehicle at the third location, customer

FIGURE 5. The vehicle route map.

5 is served by the third vehicle at the first location, and
customer 6 is served by the first vehicle at the second location.
Therefore, the vehicle route (as shown in the Figure.5) can be
expressed as: (where 0 represents the depot)

Vehicle 1: 0 → 2 → 6 → 0
Vehicle 2: 0 → 3 → 1 → 4 → 0
Vehicle 3: 0 → 5 → 0

IV. SELF-COMPETITION PARTICLE SWARM
OPTIMIZATION ALGORITHM FOR THE
VEHICLE ROUTING PROBLEM WITH
TIME WINDOW
The solution to the VRPTW problem is a complete directed
graph. If the candidate solution finally satisfies the VRPTW
time window constraint, it is proved valid. In solving the
VRPTW problem, we take the minimization of the total
vehicle travel distance TD as the primary goal and solve the
service route with the fleet’s minimum total vehicle travel
distance, as shown in Figure 6.
In order to solve VRPTW, a Self-competition Particle

Swarm Optimization (ScPSO) Algorithm is proposed. It can
find the optimal vehicle service Routing with the minimum
total vehicle travel distance. ScPSO combines position and
inertia weight adaptation to expand the search range, avoid
premature convergence into local optimum, and achieve accu-
rate search. The updated direction of the particle’s velocity
was determined by calculating the fitness value ratio of the
current particle and the population’s average fitness value in
each generation. When the particle updates its position, it is
forced to learn from the individual optimum according to
the self-competition selection probability. Through adaptive
adjustment of ω, the global search ability and local search
ability of particles are well balanced. The flowchart of ScPSO
is shown in Figure.8, and the pseudo-code of the ScPSO is
shown in Algorithm 2.

A. POPULATION INITIALIZATION
Constructing a good initial solution is crucial for solving
complex problems. An excellent initial solution can signif-
icantly improve the speed and performance of the algorithm.
We adopted a new method of constructing initial solutions,
a random greedy heuristic selection (RGS), as shown in
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FIGURE 6. The solution of VRPTW.

FIGURE 7. Random greedy heuristics selection.

Figure 7. It randomly selects unserved customers, calculates
their insertion cost, and makes greedy choices based on the
insertion cost. The RGS implementation process consists of
three parts: calculating insertion costs, sorting, and greedy
selection. First, a random customer is selected from the
customer pool that has never been served, and the Cost
value required to go from this customer to other customers
is calculated, which is called the R policy. Secondly, the
customers were sorted in ascending order according to the
calculated Cost value, which was called the G strategy.
Finally, the customer with a smaller Cost value is selected
as the next research target by sorting to minimize the travel
distance, which is the S strategy.

B. OBJECTIVE FUNCTION
When solving optimization problems, the objective function
significantly impacts particle selection, update, and iteration.
When dealing with VRPTW issues, there are two main
objectives: NV and the TD traveled by vehicles. This paper
mainly focuses on TD. Meanwhile, penalty cost functions
are used to solve constraint violations and integrated
into the objective function to improve the quality of the
solution.

Cost = TD+ α × Q+ β ×W (14)

where Cost is an objective function, α is the coefficient of
the penalty cost function for violating the capacity constraint,
and Q is the sum of the load violations of each route. β is
the coefficient of the penalty cost function for violating the
time window constraint, and W is the sum of time window
constraints violated by the current solution.We setα to 10 and
β to 100 in the experiment.

C. VELOCITY UPDATE
In the particle swarm algorithm, the velocity determines
the particle’s next moving direction and distance. In order
to fully utilize the exploration ability of the particles in
the landscape, a reasonable range setting of each particle’s
velocity in each dimension is needed. ScPSO uses the
learning probability factor Li to control the learning direction
of the particles in each dimension. By regulating the
moving direction of particles in each dimension, ScPSO
can improve particles’ searching ability and enhance the
population’s diversity. During the iteration process, each
particle’s learning probability factor Li is dynamically
adjusted. When the learning probability factor is small, the
particle exhibits a stronger inclination towards selecting its
own best position in that dimension, thereby enhancing
its performance within the population. Consequently, it is
imperative for the particle to maintain its current trajectory.
Conversely, when the habituation probability factor is large,
the particle demonstrates a greater propensity to choose
exemplars with superior fitness levels. This indicates that the
particle faces a relative disadvantage within the population
and should be compelled to learn from other particles
exhibiting better characteristics. The learning probability
factor Li is calculated as follows:

Li = Lmin + (Lmax − Lmin) ×
e
10(i−1)
N−1 − 1
e10 − 1

(15)

where Li is the learning probability of i-th particle, Lmax =

0.5, Lmin = 0.05 and N is population size.
During each iteration of ScPSO, for each dimension j

of the i-th particle, a random number rand() is generated.
If this random number is less than Li, this particle learns
from other excellent particles Nbest in the corresponding
dimension. otherwise, If rand() is greater than or equal to Li,
the particle continues to learn from itself Pbest . In addition,
in each learning process, the other excellent particle is the
best optimal particle of the current population in dimension
j, except the i-th particle and Gbest . This method can
effectively avoid the phenomenon of premature maturation
of particles. Meanwhile, each dimension may learn from
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FIGURE 8. Self-competition particle swarm optimization algorithm flow
chart.

different samples, which can improve the diversity of the
population.

V j
i (t + 1) = ω × V j

i (t) + c× rand() × (Nbest ji (t) − X ji (t))

(16)

V j
i (t + 1) = ω × V j

i (t) + c× rand() × (Pbest ji (t) − X ji (t))

(17)

where V j
i (t + 1) is the velocity of i-particle in j-th dimension

at (t + 1)-th generation. ω is the inertia weight, c is the
learning factor.Nbest is the best optimal particle in the current
population, except the i-th particle and Gbest .

D. POSITION UPDATE
ScPSO updates the position of particles based on their self-
competition degree. The self-competition degree of particles

is obtained by calculating the ratio value of the current
particle’s fitness value to the population’s average fitness in
the current generation, which can measure the ranking of the
particle in the population. When the self-competition degree
of the particle is less than 1, it indicates that the performance
of the particle is better than the average of the current
population, and the search direction of the particle should
continue to be maintained. When the self-competition degree
of the particle is greater than 1, it indicates that the particle
is inferior to the average of the current population, and the
particle should be forced to learn optimally from its sur-
rounding individual particles. The self-competitive learning
strategy enhances the learning mechanism of particles. It can
help the particles with poor fitness values to continuously
adjust their learning direction and force them to learn from
the surrounding optimal particles. This strategy can fully
leverage the potential capabilities of inferior particles and
avoid them falling into local optima.

Pi =
exp(fit(xi (t)))

exp
(∑N

i=1 fit(xi(t))
N

) (18)

xi(t + 1) = ω (xi(t) + vi(t + 1)) + (1 − ω)

∑m
i=1 pbesti
m

(19)

xi(t + 1) = xi(t) + vi(t + 1) (20)

where Pi is the self-competition degree of i-th particle, fit(.)
is the fitness function, N is the population size, and t is the
number of current generation. xi(t + 1) is the position of i-
th particle at t + 1 generation, ω is the inertial weight, m
is the size of the particle’s influence range,

∑m
i=1 pbesti
m =

pbest1+pbest2+···+pbestm
m .

After each particle updates its position, a local search
strategy called variable neighborhood search (VNS) performs
local fine-tuning on the particles. VNS selects customers who
violate time window or load constraints and inserts them into
their adjacent vehicle routes, reducing penalty costs. Then,
calculate the overall cost of the newly generated route and
compare it with the overall cost of the old route to determine
whether to perform fine-tuning. The specific operation steps
are as follows:

1. Determine whether the particle meets the termination
condition. If the particle does not meet the termination
condition, go to STEP 2; Otherwise, go to STEP 5.

2. Calculate the value of time window constraints violated
by each customer on each vehicle route (VR). This value
equals the service time of the vehicle to the customer -
the end time of the customer’s available service. If this
value is greater than 0, it indicates that this customer has
violated the time window constraint. The higher the value,
the more severe the violation of the time window constraint.
Then, VNS selects the customer with the highest violation
of time window constraints from each route and stores it
in the customer constraint matrix (MT). Among them, the
first column records the customer number that violated the
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FIGURE 9. Local fine-tuning.

constraint, and the second column records the value that
violated the time window constraint. If no customers violate
the time window constraint on the route, both columns of the
MT corresponding to the route aremarked as 0. Go to STEP 3.

3. If there is a value greater than 0 in MT in this route,
then in the second column of MT, find the customer with
the maximum violation value of the time window constraint,
mark it as H , and then remove H from the current route and
go to STEP 4.

4. Fine-tuning customer H . Customer H uses VNS for
local fine-tuning, searching for new vehicle routes that can
reduce penalty costs. VNS selects the vehicle route with the
lowest total cost from all search results and inserts customer
H into the current vehicle route to form a new one. If no
usable vehicle route is found, no further fine-tuning will be
performed on customer H . Go to STEP 5.

5. Terminate the loop and the vehicle delivery route is
updated.

E. ADAPTATION OF INERTIA WEIGHT
In the basic PSO algorithm, the dynamic adjustment of inertia
weight is proposed to balance the global convergence and
convergence speed. At the same time, it is pointed out that
a larger inertia weight value is conducive to global search,
and a smaller inertia weight value is more conducive to
local search. Inertial weight ω represents the influence of the
previous generation on the current particle, and it can reflect
the trust degree of the particle in its current motion state.
Each particle moves according to its speed, and the inertia
weight can help it maintain its inertia and trend of movement.
The larger the inertia weight value, the stronger the ability
of particles to explore new areas, that is, the stronger its
global optimization ability. On the contrary, the weaker the
global optimization ability of particles, the stronger the local
optimization ability. A larger inertia weight benefits global
search and avoids falling into local optimum. A smaller
inertia weight benefits local search and quickly converges to
the optimal solution. In the early search stage, particles must
have a high global search ability. In the later search stage,
particles need to have high local search ability to improve the
accuracy of the solution.When the problem space is large, it is
necessary to dynamically control the inertia weight to balance
the convergence speed and solution accuracy. The adaptive

Algorithm 2 Self-Competition Particle Swarm Optimization
Algorithm
Initialize each particle’s position Xi and velocity Vi;
Evaluate the fitness value of each particle;
Update pbesti and gbest;
while t < maxgen do

for i < N do
for j < D do

if rand() < Li then
Learning from other particles by Eq.16;

else
Learning from its own particle by Eq.17;

Update particle’s position by Eq.20;
Calculate the ratio value of Pi by Eq.18;
if rand() < Pi then

Update particle’s position by Eq.19;

else
Update particle’s position by Eq.20;

Update gBest;

return global best vehicle route;

changes in inertia weights ω are as follows:

ω = ωmax −
t

maxgen
(ωmax − ωmin) (21)

where ωmax is the maximum inertia weight, ωmin is the
minimum, t is the current iteration number, and maxgen is
the maximum number of iterations.

V. EXPERIMENTAL STUDIES
A. EXPERIMENTAL SETTINGS
In this section, we compared ScPSO with five state-of-the-art
algorithms on Matlab 2022b for the 100 customer instances
of Solomon’s VRPTW benchmark problem. This VRPTW
benchmark problem has 56 sub-problems, which are divided
into 6 different types (C1, R1, RC1, C2, R2, and RC2).
In problem set C, customers show a clustering structure
with a relatively concentrated distribution. Therefore, the
solution results of different algorithms are similar, and the
minimum total distance TD changes smoothly. In problem
set R, customers are randomly generated, and TD solved
by different algorithms exhibit significant volatility. Problem
set RC is a mixture of problem sets C and Problem
sets R. Problem sets R1, C1, and RC1 have a short
scheduling horizon and allow only a few customers per
route (approximately 5 to 10). In contrast, the sets R2,
C2, and RC2 have a long scheduling horizon, permitting
many customers (more than 30) to be serviced by the same
vehicle.

These five state-of-the-art algorithms are S-PSO-
VRPTW [41], HGA [42], MS-EAS [43], TSA [26],
and best-known solutions reported on Solomon’s web
page (http://web.cba.neu.edu/ ∼msolomon/problems.htm).
S-PSO-VRPTW is a set-based PSO to solve VRPTW.
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TABLE 4. Comparison results with PSO variant algorithm.

It considers the discrete search space as the set of arcs
of the complete graph defined by the nodes in VRPTW
and the candidate solutions as a subset of arcs. HGA
is a different hybridization of artificial intelligence-based
techniques, including simulated annealing, tabu search, and
genetic algorithm for better performance in VRPTW. MS-
EAS has a mutation strategy including ant colony mutation
and optimal ant mutation to improve the local search ability.
TSA is a metaheuristic method based on annealing restart
to diversify and enhance local search to solve VRPTW. The
best-known results reported on Solomon’s web page are
obtained from 23 algorithms, including exact, heuristic, and
metaheuristic algorithms.

In the experimental parameter settings of ScPSO, the
population size N is 50, the maximum iteration number
MaxGen is set to 100, the number of runs is 30, Mean
represents the average of 30 runs, the lower bound of vehicle
number Xv and customer number Xr is 1, the upper bound of
Xv is the maximum number of vehicle routes, and the upper
limit of Xr is the number of customers served. The learning
factor C of the velocity is set to a fixed value of 1.5, the value
of rand() is between [0,1], the maximum learning probability
Lmax = 0.45, the minimum learning probability Lmin = 0.05.
In the rest part of this section, we also conducted parameter
sensitivity experiments on the learning factor C in ScPSO.
Based on the experimental results, the value of parameter
C was determined to be a fixed value of 1.5, updating the
average cost is O(MaxGen × N ), the complexity of VNS is
O(MaxGen).

B. RESULTS AND COMPARISONS
1) COMPARISON WITH PSO VARIANT ALGORITHM
In order to test the difference between ScPSO and PSO-based
algorithms, the S-PSO-VRPTW algorithm was chosen for
comparison experiments. The comparison results are shown
in Table 4.
From Table 4, the performance of ScPSO is superior

to S-PSO-VRPTW in 39 out of 56 problems and similar
to S-PSO-VRPTW in 10 problems. In problem set C,
there are 17 problems, of which C1 contains 9 problems,
and C2 contains 8 problems. Through experiment results,
we find that the performance of ScPSO outperforms S-PSO-
VRPTW on 6 problems and is similar to S-PSO-VRPTW
on 10 problems. In problem set C1, ScPSO outperforms
S-PSO-VRPTW on 2 problems and performs similarly on
6 problems. In problem set C2, ScPSO has the best solution
performance on 4 problems, and there are 4 problems
with similar solution performance to S-PSO-VRPTW. The
solution results of the problems are mostly the same because
the customer in C has a structure of clusters. Overall,
ScPSO outperforms S-PSO-VRPTW. ScPSO employs a local
fine-tuning strategy to efficiently search for optimal delivery
routes for customers that do not satisfy the time window
constraints. These customers are incorporated into the
searched routes to minimize the total traveled distance by the
vehicles.

In problem sets R, it has a total of 23 problems. Among
them, R1 contains 12 problems, and R2 contains 11 problems.
Compared with the S-PSO-VRPTW, the running results of
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FIGURE 10. The best vehicle routing map of problem sets C.

FIGURE 11. The best vehicle routing map of problem sets R.

FIGURE 12. The best vehicle routing map of problem sets RC.

the ScPSO algorithm are better than those on 22 problems in
the problem sets R. In problem set R1, there are 11 problems
in which the ScPSO algorithm performs better than the

S-PSO-VRPTW algorithm. In problem set R2, the results
of ScPSO are better than the S-PSO-VRPTW algorithm
on 11 problems. Because the customers of problem set R
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FIGURE 13. The runing time of ScPSO.

show the characteristics of random distribution. ScPSO uses
the particle’s self-competition learning strategy to adjust the
learning direction of particles. It can control the exploration
of particles and force particles to learn from the other
optimal particles. The particles approach the optimal solution
to obtain an optimal route that minimizes the total travel
distance.

The problem sets RC has a total of 16 problems. Of these
problem sets, RC1 and RC2 both have 8 problems. Compared
with the running results of the S-PSO-VRPTW algorithm,
the performance of ScPSO is better than the S-PSO-VRPTW
algorithm on 11 problems in the problem sets RC. In the
problem sets RC1, the performance of ScPSO is better than
S-PSO-VRPTW on 3 problems. In the problem sets RC2,
the performance of ScPSO is better than S-PSO-VRPTW on
8 problems. The problem sets RC concentrates the customer’s
characterization of problem sets C and problem sets R.
ScPSO plays a good role in dealing with this kind of
problem. Because its self-competitive learning strategy and
local fine-tuning strategy of particles play a perfect role, the
mixed–use of the two strategies can better solve the problem
of problem sets RC.

The running time of ScPSO are shown in Figure 13, the
customers in Problem sets R are more spread out, so the
run time is longer. Problem sets C and Problem sets RC
have the property of centralized distribution, so the running
time is shorter than that of Problem sets R. In general,
ScPSO has more advantages in dealing with randomly dis-
tributed customer problems. It outperforms S-PSO-VRPTW
in handling VRPTW problems. Overall, ScPSO algorithm
has better results in solving VRPTW problem, mainly due
to its ability to find an acceptable final solution quickly by
constructing an excellent initial feasible solution. Thereby,
it can reduce the cost by balancing the particles’ global and
local search capabilities.

2) COMPARISON WITH OTHER STATE-OF-THE-ART
ALGORITHMS ALGORITHMS
In order to comprehend the performance gap between ScPSO
and other state-of-the-art heuristics, three meta-heuristic
algorithms were selected for comparative experimental
analysis. The experimental results are shown in Table 5.
Firstly, ScPSO performs better than theMS-EAS algorithm

in most problems. ScPSO outperforms MS-EAS on 52 out
of 56 problems and performs similarly on 3 problems.

These 52 problems include 13 problems of problem set C,
23 problems of problem set R, and 16 problems of problem
set RC. In problem sets C, ScPSO performs better than the
MS-EAS algorithm on 5 problems of C1 and 8 problems
of C2. In problem sets R, ScPSO performs better than the
MS-EAS algorithm on 12 problems of R1 and 11 problems
of R2. In problem sets RC, ScPSO performs better than the
MS-EAS algorithm on 8 problems of RC1 and 6 problems
of RC2. ScPSO utilizes the inertia weights adaptive strategy
to gradually make the particles shift from global search to
local search in the evolution process, thus improving the
search accuracy of ScPSO. Meanwhile, its self-competitive
learning strategy enables the particles to eliminate them-
selves quickly, thus improving the search accuracy of the
algorithm.

Secondly, ScPSO outperforms the HGA algorithm on
46 out of 56 problems and performs similarly to the HGA
algorithm on 4 problems. Specifically, in problem set C,
ScPSO performs better than the HGA algorithm on the
6 problems of problem set C1 and 7 problems of problem
set C2. In problem set R, the performance of ScPSO in
11 problems of problem set R1 and 11 problems of problem
set R2 is better than that of the HGA algorithm. In problem
set RC, ScPSO performs better than the HGA algorithm
in all 8 problems of problem set RC2. ScPSO can find an
acceptable final solution by constructing an excellent feasible
solution and improves the search accuracy by random greedy
selection heuristic strategy.

Finally, ScPSO performs better than the TSA algorithm
on 29 out of 56 problems and performs similarly to the
TSA algorithm on 13 problems. These 29 problems include
19 problems of problem set R and 10 problems of problem
set RC. In problem set C, ScPSO performs as well as the
TSA algorithm on 7 problems of the problem set C1 and
7 problems of the problem set C2. In problem set R, ScPSO
performs better than the TSA algorithm in all 11 problems
of the problem set R2. In problem set RC, ScPSO performs
better than the TSA algorithm in all 8 problems of the
problem set RC2.

Table 5 shows that ScPSO has the best results in solving
VRPTW problems. The experimental results show that the
solution results of ScPSO and other algorithms on problem
set C are similar. Because the distribution of customers
in problem set C shows clustering characteristics and is
relatively concentrated. ScPSO shows the best experimental
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TABLE 5. Comparison with other state-of-the-art algorithms.

results when solving problems consisting of R and RC.
Problem set R contains randomly generated customers,
while problem set RC is a mixture of problem set C and
problem set R. It is mainly attributed to ScPSO employing a
self-competitive learning strategy to control the exploration
and exploitation of particles. This strategy motivates the
particles to learn towards the optimal solution continuously.
Also, ScPSO incorporates a local fine-tuning strategy based
on variable neighborhood search, which results in higher
accuracy of the solution.

3) COMPARISON WITH THE BEST-KNOWN SOLUTIONS
The experiment between ScPSO and best-known solutions
is carried out on the Solomon 100-customers benchmark
problems. The experimental results of the best-known
solutions are reported on Solomon’s web page. From Table 6,
It can be found that the performance of ScPSO is better than
the best-known solution on most benchmark problems.

In the 56 benchmark problems, the solutions of ScPSO are
the same as those of the best-known solutions on 14 problems.
At the same time, ScPSO has better experimental results
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TABLE 6. Compared with the best-known solutions.

FIGURE 14. Parameter sensitivity experiment.

than the best-known solutions on 25 out of 56 problems.
These 29 problems include 7 problems in the problem set
R1, 11 problems in the problem set R2, and 11 problems
in the problem set RC. These results demonstrate the
best performance of the ScPSO in dealing with VRPTW
problems.

ScPSO and the well-known solutions run on problem set
C with similar results. It may be due to the centralized

distribution of customers in problem set C. Different
algorithms have fewer differences in solutions during the
search process, thus obtaining similar results. However, for
problem sets R and RC, the ScPSO algorithm shows a
significant advantage. The customer distributions of problem
sets R and RC are more complex and random, requiring the
algorithms to have more vital search ability and adaptability.
The particle self-elimination method of ScPSO can quickly
help the particles find the optimal solution’s direction and
thus find amore reasonable vehicle route. Overall, the ScPSO
algorithm shows good performance in solving the VRPTW
problem.

C. PARAMETER SENSITIVITY EXPERIMENT
In particle swarm algorithms, the learning factor c plays a
crucial role in determining the behavioral patterns of the
particles during the search process. This factor c, also known
as acceleration factor or acceleration factor, is mainly used to
adjust the role of one’s experience and population experience
in the search process. c represents the weight of the part of the
particle’s following action derived from its own experience,
which is the acceleration weight of the particle’s movement
towards the individual optimal position. When c is equal
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TABLE 7. Parameter sensitivity experiment.

to 0, this particle is called a disinterested particle, which only
learns social experience but not its own experience. In this

case, the convergence speed of this particle will become
faster. However, at the same time, it will also quickly lose
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the population diversity and easily fall into the local optimal
position without being able to jump out. Therefore, the value
of parameter c is crucial to the performance of the particle
swarm algorithm. If the value of c is chosen appropriately,
it may prevent the algorithm from falling into the local
optimal solution. The standard particle swarm algorithm
usually selects c = 2. However, in the actual problem solving,
for different problems, it may be necessary to select different
values of c to improve the performance of the algorithm. For
the VRPTW problem, we conducted a parameter sensitivity
experiment about c, and the experimental results are shown
in Table 7.

Figure 14 visualizes the experimental results based on the
data in Table 7. In Figure 14, the horizontal coordinates
indicate the number of the benchmark problem, while
the vertical coordinates indicate the experimental results
corresponding to different values of the parameter c on that
problem. Where 1 means that the experimental result is
ranked first among all the participating algorithms. 5 means
that the experimental result is ranked last among all the
participating algorithms. By observing Table 5 and Figure 11,
it can be found that when the value of parameter c is 1.5,
the performance of ScPSO is the most excellent, and better
solutions are obtained in all problems. Therefore, in the
simulation experiments, we set the parameter c of ScPSO to
a fixed optimal value of 1.5.

VI. CONCLUSION AND FUTURE WORK
A new self-competition particle swarm algorithm (ScPSO) is
proposed to solve the VRPTW problem. It controls the updat-
ing of particle positions by the particles’ self-competition
degree and self-learning degree. When a particle updates
its position, ScPSO forces the current particle’s learning
direction based on the particle’s self-competitive selection
probability. Considering the constraints of VRPTW, ScPSO
adopts a stochastic greedy selection heuristic to construct
the solution. ScPSO locally fine-tunes the solution through a
variable domain search strategy during the local search for the
solution. It is found that the ScPSO algorithm demonstrates
efficiency and effectiveness in solving the VRPTW problem
through comparative experiments on 56 benchmark problems
from Solomon 100 customers.

Since the ScPSO algorithm is very flexible in its approach,
it can be extended to handle vehicle distribution problems
and other combinatorial optimization problems in the future.
For example, the ScPSO algorithm can be applied to solve
the vehicle path problem (VRP), multi-objective vehicle path
problem (MO-VRP), and so on.
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