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ABSTRACT Linear secret sharing schemes protect secret information from leakage and destruction by
encoding secret information into multiple shares, where the secret information can be reconstructed by
collecting a certain subsets of shares. Perfect Security, α-strong Security, and Individual Security (IS) have
been given as security measures of linear secret sharing schemes. Consider the threshold for each security
measure, which is defined as the maximum allowable size of the set of leaked shares. Kurihara et al. have
revealed that thresholds for Perfect Security and α-strong Security are characterized in terms of a relative
code parameter Relative Generalized Hamming Weight (RGHW). However, the threshold for IS is not yet
characterized. In this paper, we focus on individual elements of secret information and give the threshold for
IS (Individual Security Threshold IST) as a new security measure, where each element of secret information
cannot be uniquely determined from subsets of shares with size less than or equal to the IST. We show
that the IST can be characterized in terms of RGHW as well as Perfect Security and α-strong Security.
We also give a precoding method for secret information that can guarantee IST above a certain value in any
existing linear secret sharing schemes.Moreover, we extend the notion of the IST to universal secure network
coding (USNC) and present theUniversal IST. We also show that the Universal IST can be represented by the
code parameter Relative Generalized Rank Weight (RGRW) similarly to the IST of the linear secret sharing
schemes.

INDEX TERMS Individual security, individual security threshold, linear secret sharing schemes, nested
coset coding, perfect security, relative generalized Hamming weight, relative generalized rank weight,
universal secure network coding, α-strong security.

I. INTRODUCTION
The secret sharing scheme [1], [2] is a technique to
protect information from leakage and destruction. This
technique encodes secret information S into n (≥ 1) pieces
of information called shares X1, . . . ,Xn. Here, S can be
reconstructed only from certain subsets of shares, called
qualified sets. Otherwise, S cannot be uniquely determined.
If the mapping from the secret information to the set of
shares satisfies linearity, the secret sharing scheme is called
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the linear secret sharing scheme [3]. The (k, n)-threshold
scheme introduced by Shamir [1] is a typical linear secret
sharing scheme. This scheme guarantees that no information
about S can be obtained from less than k (≤ n) shares.
When F denotes a finite field, Shamir’s (k, n)-threshold
scheme uses a polynomial of order k − 1 to encode the
secret information S ∈ F into shares X1, . . . ,Xn ∈ F.
By extending the notion of the (k, n)-threshold scheme,
Yamamoto [4] and Blakley and Meadows [5] independently
proposed the (k, l, n)-threshold ramp scheme as one of linear
secret sharing schemes, which uses secret information S ≜
[S1, . . . , Sl] ∈ Fl (l ≥ 1) and encodes S into X1, . . . ,Xn.
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However, unlike the (k, n)-threshold scheme, this scheme
partially leaks information about S from a subset of shares of
size k − l+ r (1 ≤ r < l). Yamamoto also defined the strong
(k, l, n)-threshold ramp scheme in which no information of
any subsetsL ⊆ {Si : i = 1, . . . , l}, |L| = 1, . . . , l−1 cannot
be obtained from any k − |L| shares [4].
The relationship between linear codes and the construction

of linear secret sharing schemes has been investigated.
McEliece and Sarwate [6] demonstrated that shares in
Shamir’s threshold scheme [1] can be viewed as sym-
bols of a codeword in the Reed-Solomon code [7].
Piepryzk and Zhang [8] revealed that threshold schemes can
be constructed from maximum distance separable (MDS)
codes [7]. Massey [9] extended McEliece et al.’s construction
to the one based on general linear code C, and revealed
that there exists a relationship between a qualified set and a
codeword of its dual code C⊥. Duursma and Park [10] and
Chen et al. [11] further generalized Massey’s construction,
and defines linear secret sharing schemes using a linear code
C1 ⊆ Fn and its subcode C2 ⊊ C1. Their construction
can represent any existing construction of linear secret
sharing in which every share is a single element in F.
Later, Subramanian and McLaughlin [12] pointed out the
relationship between linear secret sharing schemes and
Nested Coset Coding [13] with C1 and C2. In fact, the
generalized scheme by Duursma and Chen et al. can
be represented by the Nested Coset Coding [3]. From
another perspective, there have been studied the design
of secret sharing schemes constructed using linear codes
for distributed storage systems (DSSs) [14], [15], [16].
Although these schemes require additional properties specific
to DSSs, such as the repairing process of shares, the con-
structions themselves align with existing linear secret sharing
schemes.1

On the other hand, in the general linear secret sharing
scheme not limited to the threshold scheme and the threshold
ramp scheme, security properties called Perfect Security
and α-strong Security [3] have been considered. Let J ⊆

{1, . . . , n} and let XJ ≜ (Xt : t ∈ J ) be a tuple of leaked
shares. Then, Perfect Security is defined by the amount of
information about the entire S ∈ Fl that can be obtained
from XJ . In other words, it is defined as the security property
for a given setJ that no information about the entire S can be
obtained. Also, let B ⊆ {1, . . . , l} and let SB ≜ (St ′ : t ′ ∈ B)
be a tuple of elements of S. Then, α-strong Security is
evaluated by the amount of information about any subsets SB
of S that can be obtained from the set XJ of leaked shares.
That is, it is the security property for a given parameter α
that no information about SB can be obtained from XJ of
size |J | ≤ α − |B| for all non-empty B ⊆ {1, . . . , l}.
The α-strong Security generalizes the strong security in the
(k, l, n)-threshold ramp scheme.

1Existing schemes such as [16] in which a share is expressed as multiple,
say t , symbols in F are still F-linear secret sharing, and interpreted by Nested
Coset Coding with C1 ⊆ Ftn and C2 ⊊ C1.

Consider the threshold for each security: for Perfect
Security, it is defined as the maximum allowable size of
sets of leaked shares that the linear secret sharing scheme
can satisfy Perfect Security, regardless of the combination of
shares; for α-strong Security, it is defined as the maximum
allowable α that the linear secret sharing scheme can satisfy
α-strong Security. Namely, the maximum allowable |J | that
no information about S obtained from XJ is the threshold
for Perfect Security, and the maximum allowable α that no
information about SB obtained from XJ is the threshold for
α-strong Security. Consider linear secret sharing schemes
in which every share is an element of F, and recall that
such schemes can be represented by Nested Coset Coding
with a linear code C1 ⊆ Fn and its subcode C2 ⊊ C1.
For such schemes, Kurihara et al. [3] showed that the
threshold for Perfect Security and α-strong Security can be
characterized by the code parameter Relative Generalized
Hamming Weight (RGHW) [17] of C1 and C2. Kurihara et al.
also extended this result to Universal Secure Network
Coding (USNC) [18], [19], and proved that the security of
USNC can be characterized in terms of the code parameter
Relative Generalized Rank Weight (RGRW) [18], as well as
linear secret sharing schemes.

Differently from Perfect Security and α-Strong Security,
Cohen et al. [20] introduced Individual Security (IS), which
defines security focusing on individual element Si of S ∈ Fl .
In linear secret sharing schemes, when each Si cannot be
uniquely determined from XJ , this linear secret sharing
scheme is called the one satisfying IS for XJ . Thus, the IS
is security given based on the concept that it is sufficient if
every single element Si of S can be kept secret. Furthermore,
Cohen et al. presented a specific encoding method to satisfy
the IS for any J of size l − 1 [21]. We see that the IS
is less secure than Perfect Security and α-strong Security
since the target of security is only individual elements of
secret information. However, when the linear secret sharing
scheme satisfies IS, it is guaranteed that any part of S
cannot be uniquely determined. Currently, in the linear
secret sharing scheme, the threshold for IS has not yet been
considered and is not thus characterized in terms of a code
parameter, unlike thresholds forα-strong Security and Perfect
Security.

The contributions of this paper are summarized as follows.
1) We focus on individual elements of secret information

as a target of security and present the Individual
Security Threshold (IST) as a new security measure for
linear secret sharing schemes. This is defined as the
maximum allowable size of the set of shares for which
an individual element of secret information can not
be uniquely determined. In other words, IST provides
a sufficient condition for satisfying IS. Moreover,
we prove the relationship between IST and thresholds
for other security properties.

2) We clarify that IST can be characterized in terms of
the code parameter RGHW, similar to thresholds for
Perfect Security and α-strong Security.
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3) We also propose a precoding method for secret
information that can guarantee IST above a certain
value for all linear secret sharing schemes.

4) Additionally, we extend the notion of IST to the
security of USNC. This security measure is called
Universal IST and is given as the maximum allowable
number of eavesdropped links on a network that can
not leak individual elements of secret information,
regardless of the network structure. We reveal that this
security can be expressed in terms of RGRW.

The structure of this paper is as follows. In Section II,
we introduce several notations and definitions, and explain
the Nested Coset Coding. In Section III, we present the
definition of the IST as a new security measure for linear
secret sharing schemes. Furthermore, we show that the IST
can be represented in terms of the code parameter RGHW.
In Section IV, we propose a precoding method for secret
information that can always guarantee an IST above a certain
value for all linear secret sharing schemes. In Section V,
we extend the notion of IST to USNC and present the
Universal IST. We then reveal that it can be represented
in terms of the code parameter RGRW. Finally, Section VI
concludes this paper.

II. PRELIMINARY
A. NOTATIONS
Let H (X ) be the Shannon entropy of the random variable X ,
H (Y |X ) be the conditional entropy of Y given X , and I (X;Y )
be the mutual information between X and Y [22].
Let F be a finite field. Let Fn be an n-dimensional vector

space over F. Let a linear code C ⊆ Fn consisting of
vectors of length n over F be a linear subspace of Fn. Let
N ≜ {1, . . . , n}. For a vector X = [X1, . . . ,Xn] ∈ Fn and a
subset J ⊆ N , let XJ ≜ (Xt : t ∈ J ) be a tuple of elements
of X . Then, the subspace of a linear code C is called a subcode
of C [7]. The dual code C⊥ of C is defined as follows.

C⊥ ≜ {x ∈ Fn : x · v = 0, ∀v ∈ C},

where x ·v is the standard inner product of the vectors x and v.

B. NESTED COSET CODING AND LINEAR SECRET
SHARING SCHEMES
Throughout this paper, we focus on linear secret sharing
schemes in which every share is expressed as an element
of F. Any of such schemes can be represented by an encoding
method called Nested Coset Coding [13] with a linear code
C1 ⊆ Fn and its subcode C2 ⊊ C1 [3].
Definition 1 (Nested Coset Coding [13]): Let C1 ⊆ Fn be

a linear code and let C2 ⊊ C1 be its subcode. Let l ≜
dim(C1/C2) denote the dimension of the quotient space C1/C2.
Let ψ : Fl → C1/C2 be an arbitrary linear bijection. This
linear bijection ψ takes S ∈ Fl as input and randomly selects
an n-dimensional vector X ∈ C1 from the coset ψ(S) ∈

C1/C2 for output. In this paper, for Nested Coset Coding, the
distributions of S and X are assumed to be uniform over Fl
and ψ(S), respectively.

By Nested Coset Coding, the secret sharing scheme is
represented as follows. In linear secret sharing schemes,
S in Definition 1 is regarded as a secret information, and is
mapped to an element of the quotient space C1/C2, i.e., the
coset ψ(S) by the isomorphism ψ . Note that the number of
elements of C1/C2 is |F|

dimC1−dimC2 = |F|
l . For a given S,

a vector X = [X1, . . . ,Xn] is randomly selected from ψ(S),
and then each element Xj, j ∈ N is regarded as a share of a
linear secret sharing schemes using C1, C2, and ψ .
Remark 1: Definition 1 includes the Ozarow-Wyner coset

coding scheme for Wire-tap channel II [23] as a special case
with C1 = Fn. We thus see that linear secret sharing schemes
can be viewed as a generalization of the coset coding scheme
for Wire-tap channel II in terms of C1.

C. SECURITY IN SECRET SHARING SCHEMES
In linear secret sharing schemes, security properties called
Perfect Security, α-strong Security [3], and Individual
Security(IS) [20] have been considered. In the following,
we shall explain their definitions.

Firstly, Perfect Security focuses on the security of the entire
secret information for a subset of leaked shares evaluated by
the mutual information.
Definition 2 (Perfect Security [3]): Let S ∈ Fl be a secret

information. Let X ∈ Fn be a vector consisting of n shares.
For J ⊆ N , |J | = µ, let XJ be a tuple of leaked shares.
The secret sharing scheme satisfies the Perfect Security for µ
if the following condition is satisfied.

I (S;XJ ) = 0, ∀J ⊆ N , |J | = µ.

When Perfect Security is satisfied withµ = k−l, the scheme
coincides with the (k, l, n)-threshold ramp scheme [4].

The maximum possible µ for Perfect Security is called the
Perfect Security Threshold 2, as defined as follows.
Definition 3 (Perfect Security Threshold):

2 ≜ max{µ : I (S;XJ ) = 0, ∀J ⊆ N , |J | = µ}.

On the other hand, α-strong Security is the security that
for 1 ≤ i ≤ l, no information on i elements of the secret
information can be obtained from any α− i+1 or less shares.
In other words, α-strong Security focuses on the security of
subsets of the secret information.
Definition 4 (α-strong Security [3, Definitions17and18]):

For a secret information S ≜ [S1, . . . , Sl] ∈ Fl , the linear
secret sharing scheme satisfying the following equation is
said to satisfy α-strong Security.

I (SB;XJ ) = 0,
∀J ⊆ N and ∀B ⊆ {1, . . . , l} with|J | + |B| = α + 1.

When a (k, l, n)-threshold ramp scheme satisfies α-strong
Security for α = k − 1, then it is called the strong (k, l, n)-
threshold ramp scheme [4].

The maximum possible α for α-strong Security is called
the α-strong Security Threshold.
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Definition 5 (α-strong Security Threshold):

� ≜ max{α : I (SB;XJ )=0,∀J ⊆ N and ∀B ⊆ {1, . . . , l}
with |J | + |B| = α + 1}.

Unlike Definitions 2 and 4, Individual Security is defined
as the security of each element consisting of S, for a subset
of shares.
Definition 6 (Individual Security (IS) [20, Definition 1]):

Let S ≜ [S1, . . . , Sl] ∈ Fl be a secret information. For
J ⊆ N , |J | = µ, let XJ be a tuple of elements of shares.
We say that the scheme satisfies Individual Security for µ if
it satisfies the following condition.

I (Si;XJ ) = 0, ∀i ∈ {1, . . . , l},∀J ⊆ N , |J | = µ.

Remark 2: When α-strong security is achieved, forµ = α,
IS is also attained. Nevertheless, it should be noted that even
when IS is satisfied for µ, this does not invariably imply that
α-strong security is attained for α = µ.
From Definition 6, the IS defines security for individual

components of secret information S. Furthermore, Cohen
gave a coding method that satisfies the property of IS in
the field of network coding. The property of the coding
method satisfying IS in a special case will be introduced
in Section IV.
Remark 3: The coding method satisfying IS given by

Cohen [21] encodes S by Neted Coset Coding with C2 = {0}
and a specific isomorphic map ψ .

It has been shown by Kurihara et al. [3] that Perfect
Security Threshold and α-strong Security Threshold can
be represented by the code parameter Relative Generalized
Hamming Weight (RGHW) [17]. However, the threshold to
satisfy the IS is not clear.
Remark 4: Wei [24] characterized the Perfect Security

in Wire-tap channel II in terms of another code parameter
called Generalized Hamming Weight (GHW). Note that
RGHW [17] can be seen as a generalization of GHW
(See also Remark 6). Also, recall that linear secret sharing
schemes are a generalization of Ozarow-Wyner coset coding
for Wire-tap channel II, as mentioned in Remark 1. From
this context, Kurihara et al.’s work [3] can be seen as
a generalization of Wei’s result to general secret sharing
schemes using RGHW.

III. INDIVIDUAL SECURITY THRESHOLD AND ITS
REPRESENTATION BY THE CODE PARAMETER
In this section, we present the Individual Security Thresh-
old (IST) as a new measure of security in linear secret sharing
schemes. Also, we shall explain how the IST differs from
other security thresholds. Furthermore, we shall show that
IST can be represented by RGHW similarly to the Perfect
Security Threshold and α-strong Security Threshold as [3].

A. INDIVIDUAL SECURITY THRESHOLD
We start by introducing the Individual Security Threshold,
which is defined as the maximum possible µ for Individual
Security in Definition 6, as shown in the following definition.

Definition 7 (Individual Security Threshold (IST)): Let
S ≜ [S1, . . . , Sl] ∈ Fl be a secret informaiton. Let µ be a
number of shares. Then, the IST ϒ is defined as follows.

ϒ ≜ max{µ : I (Si;XJ ) = 0,

∀i ∈ {1, . . . , l},∀J ⊆ N , |J | = µ}.

The IST ϒ focuses on the security of individual elements
rather than subsets of a secret information, and provides a
maximum number of leaked shares in which no element of
the secret information can be uniquely determined. Thus, IST
provides a sufficient condition for satisfying the IS in linear
secret sharing schemes.

Next, we explicitly show the relationship between the
Perfect Security Threshold, α-strong Security Threshold,
and Individual Security Threshold. The α-strong Security
Threshold� given in Definition 5 can be rewritten as follows.

� = min
p∈{1,...,l}

�p,

where,

�p ≜ max{α : I (SB;XJ ) = 0,

∀J ⊆ N , |B| = p, |J | = α − p+ 1}.

Consider the number of leaked shares, α − p+ 1. For �p,
no information on SB for any B (|B| = p) leaks from at most
�p

− p+ 1 shares. This means that when p = 1, �1 matches
the ISTϒ . On the other hand, when p = l,�l

− l+1 matches
the Perfect Security Threshold2. Therefore, the relationship
among the Perfect Security Threshold 2, α-strong Security
Threshold �, and IST ϒ is

� ≤ �l
= 2+ l − 1, and � ≤ �1

= ϒ.

Table 1 shows the characteristics of Perfect Security
Threshold, α-strong Security Threshold, and IST. Unlike
other security thresholds, IST limits the target of security to
each element that consists of secret information. Therefore,
IST provides a threshold that satisfies weaker security than
other security thresholds. However, IST more clearly gives
the maximum number of shares that can at least conceal every
individual element Si.
Remark 5: Here, it is worth noting that the IST in Defini-

tion 7 introduces a definition similar to the access complexity
[14, Section II-B, Definition 4] that has been introduced in
the context of linear secret sharing for distributed storage
systems (DSSs). The access complexity r is defined as

r ≜ min{µ : I (Si;XJ ) = H (Si),

∀i ∈ {1, . . . , l}, ∃J ⊆ N , |J | = µ}.

Namely, r is the minimum possible number of shares
that can uniquely determine any single (or more) element
of S. On the other hand, the IST ϒ is the maximum
possible number of shares that can uniquely determine no
individual element of S. We thus see that although the access
complexity represents the cost measure of repairing the secret
information in DSSs, the IST expresses the security measure.
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TABLE 1. The comparison of characteristics of each security measure, where the symbols +, ++, and + + + mean their strength, and S ≜ [S1, . . . , Sl ].

B. IST IN LINEAR SECRET SHARING SCHEMES
It is evidently challenging to calculate the IST as defined in
Definition 7 due to the necessity of exhaustively examining
all combinations of shares. Representing IST through a preex-
isting code parameter allows a clearer deduction of IST from
a coding-theoretic perspective. Hence, in this subsection,
we show that IST can be represented by the code parameter
Relative Generalized Hamming Weight (RGHW) [17], in lin-
ear secret sharing schemes.

First, for a linear code C ⊆ Fn, we define its shortened
code [7] CJ as below.

CJ ≜ {[c1, . . . , cn] ∈ C : ct = 0 for t /∈ J }.

Next, we introduce the code parameter RGHW in linear
codes. We also introduce a theorem showing that RGHW
characterizes the Perfect Security Threshold in the linear
secret sharing scheme [3].
Definition 8 (RGHW [17]): Let C1 ⊆ Fn be a linear

code and C2 ⊊ C1 be its subcode. Then, the i-th Relative
Generalized Hamming Weight (i-th RGHW) of C1 and C2 is
defined by

Mi(C1, C2) ≜ min{|J | : dim(C1)J − dim(C2)J ≥ i}

= min{|J | : dim(C1)J − dim(C2)J = i},

for 0 ≤ i ≤ dim(C1/C2).
Remark 6: When C2 = {0}, the i-th RGHW Mi(C1, C2) =

Mi(C1, {0}) coincides with the i-th GHW [24] of C1. Also
note that the first GHW of C1, i.e.,M1(C1, {0}), is exactly the
minimum Hamming weight [7] of C1.
Proposition 1: [3, Theorem 9] Consider a linear secret

sharing scheme represented by Nested Coset Coding with
a linear code C1 ⊆ Fn and its subcode C2 ⊊ C1. Then,
for J ⊆ N , the relationship between the Perfect Security
Threshold 2 and the first RGHW is given as follows.

2 = M1(C⊥

2 , C
⊥

1 ) − 1.

FromDefinition 3, the following corollary of Proposition 1
is immediate.
Corollary 1: There exists a subset J ⊆ N satisfying

I (S;XJ ) > 0 when |J | = 2+ 1.
Here, from a code-theoretic perspective, we express the

IST in Definition 7 by code parameter RGHW. The following
theorem is given for the IST of the linear secret sharing
scheme represented by Nested Coset Coding.

Theorem 1: Let C1 ⊆ Fn be a linear code and C2 ⊊ C1 be
its subcode. Consider Nested Coset Coding by C1, C2, and ψ
shown in Definition 1. Then, for i ∈ {1, . . . , l}, we define the
subcode Di of C1 as follows.

Di ≜
⋃
Si=0
Sj∈F:j ̸=i

ψ([S1, . . . , Sl]).

Then, the ISTϒ of the secret sharing scheme byNested Coset
Coding with C1, C2, and ψ is given by

ϒ = min{M1(D⊥
i , C

⊥

1 ) : 1 ≤ i ≤ l} − 1.

Proof: For i ∈ {1, . . . , l}, Di is the subcode of C1, and
dimDi = dimC1 − 1 holds. Next, we define the following
coset.

σ (Si = si) ≜
⋃
Si=si
Sj∈F:j ̸=i

ψ([S1, . . . , Sl]) ∈ C1/Di. (1)

From (1), when we fix only Si = si, X is a vector uniformly
distributed over σ (si). Thus, X can be regarded as a vector
generated by the Nested Coset Coding with C1, Di, and σ .
Hence, from Proposition 1, for any tuple XJ of shares
satisfying |J | ≤ M1(D⊥

i , C
⊥

1 )−1, I (Si;XJ ) = 0 holds. Also,
from Corollary 1, a subset J ⊆ N satisfying I (Si;XJ ) > 0
exists when |J | = M1(D⊥

i , C
⊥

1 ). Therefore, we have the
theorem. □

IV. LINEAR SECRET SHARING SCHEMES
WITH THE COHEN’S SCHEME
In the previous section, IST was characterized by RGHW.
Since a linear secret sharing scheme guarantees stronger
security the larger the IST, it is desirable to be able to
make the IST increased with no change of existing linear
secret sharing schemes. To this end, this section presents a
precoding method for secret information in all linear secret
sharing schemes, ensuring a certain value of IST.

From now on, we redenote by Fq a finite field containing
q elements, over which a secret sharing scheme works,
instead of F. Also, let Fqm be an m-degree extension field
of Fq (m ≥ 1), and we redefine a secret information S ≜
[S1, . . . , Sl] ∈ Flqm as a vector over Fqm .

Here, we introduce a special linear bijection given by
Cohen et al. [21, Section VI] and explain its properties. Let
φ : Flqm → Flqm be the linear bijection. Then, their scheme
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encodes S to φ(S) to guarantee the IS in a specific setting.
Particulary, the following is satisfied, when µ = l − 1,
and m ≥ l.

I (Si;φ(S)D) = 0, ∀D ∈ Fl×(l−1)
q . (2)

The proposedmethod uses the bijectionφ for the precoding
of secret information in any linear secret sharing schemes
over Fq. Recall that because of the isomorphism of Fqm ≃

Fm×1
q , each element Si ∈ Fqm of the secret information S can

be regarded as an element ofFm×1
q . The proposedmethod first

encodes S into φ(S) = S ′
∈ Flqm by φ. This precoded secret

information S ′ ≜ [S ′

1, . . . , S
′
l ] ∈ Flqm can be represented by a

matrix over Fq as shown below.

S ′
=



S ′1

...

S ′e

...

S ′m

 ∈ Fm×l
q , 1 ≤ e ≤ m. (3)

Secondly, each row S ′e ≜ [S ′e
1 , . . . , S

′e
l ] ∈ Flq of S ′,

regarded as an l-dimensional vector over Fq, is encoded into
an n-dimensional vector X e ∈ ψ(S ′e) by the given Fq-linear
secret sharing schemes, i.e. Nested Coset Codingwith a linear
code C1, its subcode C2, and ψ . Finally, a matrix

X =



X1

...

X e
...

Xm

 ∈ Fm×n
q

of shares is obtained. This means that the Fq-linear secret
sharing scheme is executed in parallel for each of m secret
information. Then, we finally obtain the matrix X ∈ Fm×n

q ,
and its each column is regarded as share.

The following theorem is given for this proposed method.
Theorem 2: Letϒ be the IST of anFq-linear secret sharing

scheme. The IST of the proposed method based on the linear
secret sharing schemes is then given by

ϒ ′
= max{ϒ, l − 1}.

Proof: Let R be a uniform random variable over
Fm×(k−l)
q . Let S ′ be the precoded secret information given

by (3). We define a matrix T ∈ Fm×k
q as follows.

T ≜ [S ′,R] ∈ Fm×k
q , R ∈ Fm×(k−l)

q .

Let us assume that the linear secret sharing scheme is
represented by Nested Coset Coding of Definition 1, with
the linear code C1 (⊆ Fnq), its subcode C2, and ψ . C1 can
be defined as C1 ≜ {uG : u ∈ Fkq}, where G ∈ Fk×nq is a
generator matrix of C1. The matrix of shares generated by G
for each row of S ′ can be represented as follows.

X = TG ∈ Fm×n
q .

Let G′ be a matrix obtained by arbitrarily selecting
l − 1 columns from G, which is defined as follows.

G′ ≜

[
D
C

]
∈ Fk×(l−1)

q , D ∈ Fl×(l−1)
q , C ∈ F(k−l)×(l−1)

q .

Then, TG′
= S ′D + RC , which represents the matrix

consisting of collected l−1 shares. Here, by (2), it holds that
I (Si; S ′D) = 0. Considering the non-negativity of the mutual
information, Theorem 2 holds if the following condition is
satisfied.

I (Si; S ′D+ RC) ≤ I (Si; S ′D), ∀i ∈ {1, . . . , l}. (4)

Hence, we shall verify (4). Here, we assume that the random
variables O, P, and Q form a Markov chain in the sequence
O → P → Q. In this case, the following holds [22].

I (O;P) ≥ I (O;Q).

In our method, note that a Markov chain is established
in the sequence Si → S ′D → S ′D + RC for random
variables Si, S ′D, and S ′D + RC . Thus, in accordance with
the aforementioned property of the Markov chain, (4) holds.
Therefore, no element of the secret information S can be
uniquely determined from at least l−1 shares. Consequently,
Theorem 2 holds. □
Introducing Cohen et al.’s coding scheme as a prepro-

cessing step in the linear secret sharing scheme will ensure
a certain value of IST without compromising the formal
structure of the linear secret sharing scheme.

V. IST IN NETWORK CODING
In Section III, the IST was given as a measure of security
of linear secret sharing schemes, and we revealed that IST
can be represented by RGHW. In this section, we extend
the notion of IST to Universal Secure Network Coding
(USNC) [18], [19], and present Universal IST as a new
measure of security in USNC. We also show that Universal
IST can be represented by a coding parameter Relative
Generalized Rank Weight (RGRW) [18] as Section III.

A. UNIVERSAL SECURE NETWORK CODING (USNC)
First, we give assumptions on network coding. Let F = Fqm ,
where Fq is a finite field containing q elements and
Fqm (m ≥ 1) be an m-degree extension of Fq. We consider a
multicast communication network represented by a directed
multigraph with unit capacity links, a single source node,
and multiple sink nodes. We assume that Fq-linear network
coding [25] is employed over the network.
Suppose that the source node encodes a secret information

S ∈ Flqm to X ∈ Fnqm by Nested Coset Coding in Definition 1
over Fqm . X ∈ Fnqm can be considered as an m × n matrix
X = [X1, . . . ,Xg, . . . ,Xn] ∈ Fm×n

q consisting of elements
in Fq, where each column Xg ∈ Fm×1

q (g ∈ {1, . . . , n})
is a single packet and the source node transmits packets
X1, . . . ,Xn on n outgoing links. The information transmitted
over each link can be represented as an Fq-linear combination
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of packets X1, . . . ,Xn ∈ Fm×1
q . Namely, the information

transmitted on link e is Xbe ∈ Fm×1
q , where be ∈ Fn×1

q
is the coding vector [25] for link e. Each sink node has
N (≥ n) incoming links and receives information transmitted
over each link from the source node [18], [26], [27], [28],
[29], [30].

In this model, suppose that µ out of n links on the network
are eavesdropped. Then, the information leaked from µ links
isXB ∈ Fm×µ

q , whereB ∈ Fn×µq denotes thematrix consisting
of coding vectors for eavesdropped links. In the realm of
secure network coding, the source node encodes the secret
information S ∈ Flqm into X and sends it so that information
about S cannot be obtained from XB [18], [26], [27], [28],
[29], [30]. In particular, the scheme that leaks no information
about S for any B ∈ Fn×µq is calledUniversal Secure Network
Coding (USNC) [18], [19].
In the USNC, a sufficient condition that no information

about S can be obtained has been given as a measure
of security [18]. In this paper, we refer to this sufficient
condition as the Universal Perfect Security Threshold, which
gives the maximum number of eavesdropped links that leaks
no information on the entire part of S. This security measure
is defined as follows.
Definition 9 (Universal Perfect Security Threshold [18]):

The USNC satisfies the Universal Perfect Security if the
following condition is satisfied.

I (S;XB) = 0, ∀B ∈ Fn×µq .

The maximum possible µ for Universal Perfect Security
is called the Universal Perfect Security Threshold 2USNC ,
defined as follows.

2USNC ≜ max{µ : I (S;XB) = 0, ∀B ∈ Fn×µq }.

Kurihara et al. [18] extended the α-strong Security
[Definition 4] of the linear secret sharing scheme to the
USNC, and gave Universal ω-strong Security. This security
focused on any subset of secret information S in the USNC.
They also gave Universal Maximum Strength [18] as a
measure of security for any subset of secret information S
in USNC. Universal ω-strong Security and Universal
Maximum Strength are defined as follows.
Definition 10 (Universal ω-strong Security and Universal

Maximum Strength [18, Definition 6]): Let B ⊆ {1, . . . , l}
and SB ≜ (Si : i ∈ B). Then, the USNC satisfies the
Universal ω-strong Security if the following condition is
satisfied.

I (SB;XB) = 0, ∀B, ∀B ∈ Fn×(ω−|B|+1)
q .

The maximum possible ω for Universal ω-strong Security is
called the Universal Maximum Strength �USNC .

�USNC ≜ max{ω : I (SB;XB)=0, ∀B, ∀B ∈ Fn×(ω−|B|+1)
q }.

In this paper, we introduce a new security measure called
Universal IST in USNC, which measure will be defined in the
following subsection.

B. THE UNIVERSAL INDIVIDUAL SECURITY THRESHOLD
In this subsection, we define the new security measure called
Universal Individual Security Threshold (Universal IST)
in USNC. We also explain the relationship among Universal
Perfect Security Threshold, Universal Maximum Strength,
and Universal IST.

The Universal IST gives a maximum number of eaves-
dropped links satisfying that each element Si (1 ≤ i ≤ l)
of secret information S can not be uniquely determined,
regardless of the wiretap matrix B, and is defined as
follows.
Definition 11 (Universal Individual Security Thresh-

old (Universal IST)): Suppose that µ links are observed
in the model of Section V-A. Then, the Universal IST is
defined as the maximum number of wiretapped links from
which each element Si of S cannot be uniquely determined as
follows.

ϒUSNC ≜ max{µ : I (Si;XB) = 0,

∀i ∈ {1, . . . , l},∀B ∈ Fn×µq }.

The Universal IST focuses on individual elements Si
of secret information S as the target of security, and the
scope of the security target to be protected is smaller
than that of Universal Perfect Security Threshold and
Universal Maximum Strength. Therefore, the Universal IST
provides a sufficient condition providing weaker security
than these security measures. Next, we explicitly show
the relationship among these security measures. First, the
Universal Maximum Strength �USNC can be rewritten as
follows.

�USNC = min
p∈{1,...,l}

�
p
USNC ,

where,

�
p
USNC ≜ max{ω : I (SB;XB) = 0,

|B| = p, ∀B ∈ Fn×(ω−p+1)
q }.

Consider the number of eavesdropped links, ω − p + 1.
For �p

USNC , no information on SB for any B (|B| = p) leaks
from at most�p

USNC − p+ 1 eavesdropped links. This means
that when p = 1, �1

USNC matches the Universal IST ϒUSNC .
On the other hand, when p = l, �l

USNC − l + 1 matches the
Universal Perfect Security Threshold 2USNC . Therefore, the
relationship among the Universal Perfect Security Threshold
2USNC , Universal Maximum Strength�USNC , and Universal
IST ϒUSNC is

�USNC ≤ �l
USNC = 2USNC + l − 1, and

�USNC ≤ �1
USNC = ϒUSNC .

On the other hand, it was clarified that theUniversal Perfect
Security Threshold and Universal Maximum Strength can
be characterized from a code-theoretic perspective by the
code parameter RGRW [18]. In the following subsection,
we clarify that Universal IST can be characterized by RGRW
as well as these measures.
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C. REPRESENTATION OF THE UNIVERSAL IST BY RELATIVE
GENERALIZED RANK WEIGHT
In this subsection, we show that the Universal IST of
Definition 11 can be characterized by the code parameter
Relative Generalized Rank Weight (RGRW).
Firstly, we define RGRW and denote how it characterizes

the existing security of USNC. From now on, for a subspace
V ⊆ Fnqm , let dimV denote the dimension over Fqm of V .
We also define the following set G.

G ≜ {Fqm − linear subspace V ⊆ Fnqm basis of V ∈ Fnq}.

Then, RGRW is defined as follows.
Definition 12 (RGRW [18, Definition 2, Lemma 4]): Let

C1 ⊆ Fnqm be a linear code and C2 ⊊ C1 be its subcode. Then,
the i-th Relative Generalized Rank Weight (i-th RGRW) of
C1 and C2 is defined by

MR,i(C1, C2)
≜ min{dimV : V ∈ G, dim(C1 ∩ V ) − dim(C2 ∩ V ) ≥ i}

= min{dimV : V ∈ G, dim(C1 ∩ V ) − dim(C2 ∩ V ) = i},

for 1 ≤ i ≤ dim(C1/C2).
The following proposition expresses how the Universal
Perfect Security Threshold can be characterized by RGRW.
Proposition 2: [18, Corollary 5] Let C1 ⊆ Fnqm be a linear

code and C2 ⊊ C1 be its subcode. In the model given in
Section V-A, the source node encodes S into X by Nested
Coset Coding with a linear code C1 and its subcode C2. If the
number of eavesdropped links is µ, then the following holds.

2USNC = MR,1(C⊥

2 , C
⊥

1 ) − 1.

From Definition 9, the following corollary of Proposition 2 is
immediate.
Corollary 2: B ∈ Fn×µq such that I (S;XB) > 0 exists with

µ = 2USNC + 1.
Using the aforementioned RGRW and the characterized

USNC security properties, the following theorem is given for
Universal IST.
Theorem 3: Let C1 ⊆ Fnqm be a linear code and C2 ⊊ C1 be

its subcode. Consider Nested Coset Coding using C1, C2,
and ψ over Fqm in Definition 1. For i ∈ {1, . . . , l}, we define
the subcode Ei of C1 as follows.

Ei ≜
⋃
Si=0

Sj∈Fqm :j ̸=i

ψ([S1, . . . , Sl]).

Then, the IST in the USNC that can be achieved by Nested
Coset Coding with C1, C2 and ψ is

ϒUSNC = min{MR,1(E⊥
i , C

⊥

1 ) : 1 ≤ i ≤ l} − 1.

Proof: For i ∈ {1, . . . , l}, Ei is the subcode of C1, and
dimEi = dimC1−1 holds. Next, we define the following coset.

τ (Si = si) ≜
⋃
Si=si

Sj∈Fqm :j ̸=i

ψ([S1, . . . , Sl]) ∈ C1/Ei. (5)

From (5), when we fix only Si = si, X is a vector uniformly
distributed over τ (si). Hence, X can be regarded as a vector
generated by the Nested Coset Coding with C1, Ei, and τ .
Thus, from Proposition 2, when µ ≤ MR,1(E⊥

i , C
⊥

1 ) − 1,
it follows that I (Si;XB) = 0 for arbitrary B ∈ Fn×µq . Also,
from Corollary 2, a matrix B ∈ Fn×µq satisfying I (Si;XB) > 0
exists when µ = MR,1(E⊥

i , C
⊥

1 ). Therefore, we have the
Theorem 3. □

VI. CONCLUSION
In this paper, we gave the IST as a new measure of security
for linear secret sharing schemes. The IST indicates the
maximum number of shares for which no individual element
of secret information can be uniquely determined in linear
secret sharing schemes, i.e., it provides a sufficient condition
for satisfying IS. In linear secret sharing schemes, we also
showed that the IST can be characterized by the code
parameter RGHW. Moreover, we gave a precoding method
for secret information that can guarantee the IST above a
certain value in any linear secret sharing schemes. We further
extended the notion of IST proposed in linear secret sharing
schemes to USNC, and presented Universal IST. We also
clarified that the Universal IST can be characterized by the
code parameter RGRW.
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