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ABSTRACT Echolocation is the prime sensing modality for many species of bats, who show the intricate
ability to perform a plethora of tasks in complex and unstructured environments. Understanding this
exceptional feat of sensorimotor interaction is a key aspect into building more robust and performant man-
made sonar sensors. In order to better understand the underlying perception mechanisms it is important
to get a good insight into the nature of the reflected signals that the bat perceives. While ensonification
experiments are an important way to better understand the nature of these signals, they are as time-
consuming to perform as they are informative. In this paper we present SonoTraceLab, an open-source
software package for simulating both technical as well as biological sonar systems in complex scenes. Using
simulation approaches can drastically increase insights into the nature of biological echolocation systems,
while reducing the time- and material complexity of performing them.

INDEX TERMS Sonar, microphone arrays, sound source localization, acoustic signal processing,
ultrasound, hardware design, 3D ultrasound.

I. INTRODUCTION
Bats exhibit a wide range of behaviors that are of interest to
scientists whowant to understand the underlyingmechanisms
of perceiving the world using peculiar sensing modalities [1].
Indeed, bats rely mainly on echolocation to perceive their
world, which poses an entirely different set of challenges
to these animals compared to animals relying on vision
to navigate their surroundings [2], [3], [4], [5]. To better
understand this echolocation behavior, experiments have
been performed to understand better the environments bats
encounter, and how these environments manifest themselves
in the sensory domain of bats. For example, nectar-feeding
bats have been shown to be attracted to specialized leaves
formed by neo-tropical pitcher plants [6], [7], [8], [9].
Similarly, the neo-tropical bat Micronycteris microtus can
hunt insects in dense vegetation [2], [10], [11], and smooth
surfaces have been shown to attract bats, as the echolocation
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signature of such surfaces resembles bodies of water [12],
[13]. All these aforementioned studies have in common that
the animals clearly react to specific properties of the scene
being ensonified, and therefore, to understand the behavior,
the nature and intricate details of the reflected signals should
be well understood.

In order to better understand the echolocation behavior
of bats, a plethora of ensonification experiments have been
performed. Indeed, for static scenes such as the foraging
behavior of bats close to pitcher plants [9] or bats hunting
motionless prey [2], [11], and the hunting behavior of
trawling bats who hunt over water surfaces [14], ensonifica-
tion experiments have revealed insights into the underlying
mechanisms that allow bats to solve these complex tasks
successfully. Furthermore, in dynamic scenes, such as the
recognition of fluttering prey items, ensonification experi-
ments have yielded profound insights into potential signal
processing schemes that underpin the hunting strategies [15],
[16]. These successes strongly advocate for the performance
of these ensonification experiments. However, ensonification
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experiments come with significant drawbacks. Firstly, these
experiments are complex to perform from both a mechanical
and an acoustic point of view. Acoustically, it is important to
accurately reproduce the external echolocation peripherals of
the bats to yield relevant information about the interaction
of the reflector filtering and the external acoustic filtering
(called the Head-Related Transfer Function, HRTF) of the
bat’s emission and reception organs. Approaches to solving
this have been found in implementing artificial, 3D printed
pinnae [17], [18], [19], or using arrays of microphones and
emitters to accurately replicate the directivity patterns of
the bat [20], [21]. Furthermore, some bats utilize extremely
high bandwidths in their echolocation calls [22], up to and
beyond 180kHz, which poses significant issues in practical
implementations of both emitters and receivers.

Mechanically, the full 6-DOF (Degrees Of Freedom) of
the bat in relationship to the ensonified object needs to
be controlled accurately. Typically, this is done using some
kind of robotic setup using either a custom-made rig [8] or
standard robotic arms [23]. However, these kind of setups
introduce all kinds of additional complexity, from the ill-
posedness of inverse kinematics [24] to unwanted additional
reflections from the environment occurring and tainting the
experimental data.

To overcome the previously detailed limitations, one
can resort to simulation approaches. Indeed, acoustic wave
theory is a well-understood field [26], and many successful
simulation paradigms exist. Most notably, Finite Element
Methods (FEM) [27], [28], [29], Boundary Element Methods
(BEM) [30], [31] and Ray acoustics [32], [33], [34] are
typical approaches towards solving the Helmholtz equations
resulting from the acoustic simulation setup. Where FEM
and BEM scale in computational complexity with the voxel
size, they allow direct solutions to the wave equation to be
calculated, causing them to be a more realistic approximation
to the underlying physical problem. On the other hand,
computational solutions based on ray acoustics do not scale
directly with the scene size in relation to the wavelength,
making them ideal for large-scale simulations. However,
sound waves are not ideally modelled as rays under all
conditions [26], which requires attention when implementing
simulations where diffraction effects are of importance.

Furthermore, commercial simulation packages that imple-
ment these FEM and BEM approaches, such as Comsol [35]
or Siemens Simcenter Acoustics [36] allow solving acoustical
problems with one or multiple of the aforementioned
simulation approaches. These simulation packages offer a
powerful simulation engine which is validated in many
industrial contexts. However, these simulation packages are
often expensive to license and complex because to use
of their broad applicability to a wide array of problem
types. Indeed, the whole workflow of simulating complex
scenarios encompasses modelling, meshing, parameterizing,
simulating and post-processing of the data. Finally, that data
needs to be exported to analysis software such as Matlab for

subsequent hypothesis testing. Also, scripting and expanding
these simulation engines is complex, because of the closed-
source nature of these products. Despite all their apparent
disadvantages, these tools might offer an interesting entry
point to simulating echolocation scenarios, as demonstrated
by the simulations performed in [37].

Alternatively to these closed-source commercial products,
open-source simulation engines exist, such as k-Wave [38] or
FIELD-II [39]. These solutions are free to use, open-source,
and extremely useful in simulating ultrasound propagation.
Indeed, FIELD-II is one of the default simulation engines
used to simulate medical ultrasound applications [40], [41],
[42], [43], and inspired other simulation engines for the
same purpose of medical ultrasound, such as SIMUS [44].
However, these simulation engines are not ideal for the
simulation of large-scale echolocation scenarios such as the
echolocaiton behavior of bats. Furthermore, these software
systems solve the Helmholtz equation through a finite
element approach, which makes them ideally suited to
relatively small problems in terms of the size of the scene
compared to the wavelengths. Indeed, FEM scales cubicly in
3D with the voxel size, which causes problems to become
computationally intractable for large scenes [45]. Another
open-source application is the Bellhop acoustics toolbox [46],
[47], [48]. This toolbox allows the simulation of acoustic
pressure fields, and is focused for underwater acoustic
simulation. However, it does not usemesh-based environment
descriptions, which is somethingwewant to implement in our
simulation engine.

In order to overcome the limitations of these existing
solutions, we set out to develop SonoTraceLab. This acoustic
simulation engine (1) is open-source, (2) allows simple
imports of arbitrary geometry without going through complex
meshing procedures, (3) is tailored towards solving problems
typically occurring in the investigation of active ultrasound
sensing (both for biological as well as robotic ultrasound
systems) and (4) allows the simulation of medium-sized
environments (mesh sizes up to a million triangles). Sono-
TraceLab also allows for including arbitrary HRTF patterns
in a post-processing step, a feature important for analyzing
echolocation behavior, which is not feasible in currently
available simulators. In what follows, we will first expand on
the simulation paradigm powering SonoTraceLab, detailing
how the simulation engine functions and its inputs and
outputs. Next, we will demonstrate some typical scenarios
encountered in bat echolocation, which will be validated
using real-world measurements. Finally, we will demonstrate
how our open-source implementation can be used, and then
draw some conclusions and discuss the limitations of our
work.

II. SIMULATION APPROACH
A typical simulation setup can be seen in figure 1. An echolo-
cating agent (in this case, the bat Micronycteris microtus
approaches a complex target, which in this case is a leaf
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FIGURE 1. A typical setup for an echolocation experiment. Panel A shows the Global X, Y, and Z axes, the local X, Y, and Z
axes of the echolocation sensor (red, green, and blue arrows respectively), the 3D model of the echolocation sensor (in this
case a model of the head of the bat Micronycteris microtus and the object to be ensonified, which in this case is a generic
leaf with a model of a dragonfly. Panel B shows a still frame from a high-speed video showing a Micronycteris microtus
performing the same task [25]).

with a dragonfly. The world coordinate system [Xw,Yw,Zw]
is shown, to which the overall simulation is tied. For the
remainder of this paper, we will omit the subscript W for
brevity. The coordinate system of the sensor, [Xs,Ys,Zs],
is also shown, which is the overall coordinate system to which
the sensor-specific components and behaviors are tied. This
coordinate system can be placed into the environment and
rotated around its axes using a 4 × 4 transformation matrix
Ts,w containing the rotation matrices and translation matrix.
Panel B shows a still frame from a high-speed video of the
same bat performing an approach to the leaf in a similar
scenario. The goal of the simulation is to simulate the signals
at the tympanum of the bat’s ear during this approach phase,
as these can then give insights into how the echolocation
features the bat receives and might make use of to solve this
hunting task.

III. IMPLEMENTATION DETAILS
The overall flowchart of the simulation can be found in
figure 2. The simulation starts by importing scene geometry,
encoded in the STL format [49]. Once the scene geometry
is loaded, the mesh is analyzed, and minor reparations on
the mesh are performed to make it watertight and ensure
all the normals are pointing toward the outside of the
mesh. Next, the local curvature of the mesh is calculated,
which is used later in the simulation process to account for
diffraction effects. Then, the simulation graph bifurcates into
two parts: a part for raytracing and a part for diffraction.
In the raytracing part, the solution for the Helmholtz equation
is found using a ray acoustics approach, which assumes
large Helmholtz numbers to be correct, from which the
spatial impulse response is calculated. However, as in scenes
similar to the one described in figure 1, the assumption
of high Helmholtz numbers is not entirely correct, and

therefore, diffraction effects cannot be neglected. To avoid
solving the complete Helmholtz equation using FEM or
BEM approaches, we resort to a Monte Carlo technique for
approximating the diffraction echoes arising from the scene,
using information about the local curvature of the mesh to
locate diffraction echo candidates. This process calculates a
spatial impulse response for the diffraction component.

Subsequently, as we only consider linear acoustic phe-
nomena (a valid assumption for the sound pressure levels
we consider in typical echolocation scenarios), the complete
spatial impulse response can be obtained by summing the
specular and diffraction spatial impulse responses. Then,
as the echolocating agent under consideration does not have
an isotropic emission and reception pattern, we apply a spatial
ERTF (Echolocation Related Transfer Function, which is
the product of the emission pattern and the HRTF) to the
spatial impulse response using an array-based approximation
approach, first described in the echolocation context in [20].
Finally, we convolve the ERTF-filtered spatial impulse
responses with the echolocation call of the agent, and we
obtain the signals at the left and right tympanum of the bat.
In what follows, we will provide more details on each step in
the computational graph.

A. MODEL PREPARATION
As stated before, the model mesh is stored in an STL file,
which the simulation engine loads into a vertexmatrixVm and
a face matrix Fm. Next, we perform several mesh cleaning
functions to remove non-manifold faces, duplicate faces,
and duplicate vertices. For this, we use the Matlab Lidar
Toolbox [50], which, if wanted, other functions could replace
to achieve the same goal. Next, we calculate the surface
normals NV for each vertex, which are then combined into
the surface normals for each face NF through averaging. This
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FIGURE 2. Block diagram illustrating the sequential stages of the simulation implementation for synthesizing acoustic signals.

information is then used to calculate the local curvature tensor
C using the approach described in [51]. From this tensor,
we calculate the magnitude of the curvature Cm per face.
From this magnitude, we calculate two material properties
of the scene mesh: the opening angle α of the acoustic
BRDF (Bidirectional Reflectance Distribution Function) and
the magnitude k (i.e., reflection strength) of the BRDF. These
values (i.e., α and k) are frequency-dependent and must be
set to appropriate values for the simulation to yield realistic
results. It should be noted that one could perform experiments
to obtain measured values for these BRDF functions, using
approaches described in [52], [53], and [54], which, however,
falls outside of the scope of this paper. The parameter α(v, f )
encodes how wide of a directivity pattern the reflection
from that vertex for that frequency is (i.e., how specular or
omnidirectional that reflection is), and the parameter k(v, f )
encodes how strong the reflection of vertex v is. The resulting
BRDF functions can be seen in figure 3. Panel A shows
the opening angle α of the BRDF, and panel B shows the
reflection strength k .

At this stage, SonoTraceLab supports a single emitter and
multiple receivers, as this is a simulation setup which is
applicable for many application scenarios, both in engineered
sonar sensors [55], [56], [57], [58] as in biologically relevant
echolocation setups, as both bats and dolphins can be
approximated by a point-sourcewith a known directivity [59].
The emitter and the receiver arrays are defined in the local
sensor coordinate system [Xs,Ys,Zs], as shown in figure 1.
Figure 4, panel A) shows the coordinate system in more
detail. In this case, the emitter is located at the origin of the
sensor coordinate system, and two groups of receiver arrays
are made, resembling a left and a right ear. Another layout
can be seen in figure 7, where a 2D array is used for both ears,
and the emitter is located below the origin. The whole sensor
system can be located using a translation T and rotation R,
which is combined into the transformation matrix Ts,w, and
which is parameterized by the position of the sensor in world
coordinates and the rotations [γx , γy, γz] around the X , Y and
Z axes respectively.

B. IMPULSE RESPONSE CALCULATION USING SPECULAR
REFLECTIONS
In this section, we will discuss the raytracing process used
to solve the specular part of the Helmholtz equation. The

goal is to calculate the impulse response hi(t) for the i-
th microphone from source s, propagated throughout the
environment. To achieve this, we break the problem into
a raytracing problem, where N rays are emitted into the
environment (typical values for N are around 300.000 in
our experiments). For each of the N rays, we calculate
the propagation path throughout the environment using a
specular reflection model for each model face. The overall
process can be seen in figure 4, panels B1 through B4.
It should be noted that while the figure shows a 2D view
of the problem, the simulation works in 3D. Intersections of
cast and reflected rays are calculated using a custom-made
GPU implementation of theMoller-Trumbore algorithm [60],
implemented in CUDA (for achieving faster computation)
and linked to Matlab through CUDA-MEX. In the final panel
(B4) of figure 4, two rays from the last reflection point are
shown, one to each microphone. Each of these rays samples
another value of the red BRDF function, yielding different
reflection strengths and path lengths due to the geometric
layout of the problem. The raytracing process yields a transfer
function per ray, calledH (f , n, i), which encodes the complex
transfer function between the source and the i-th microphone
for the n-th ray for each frequency f . This transfer function is
calculated as follows:

H (f , n, i) = Hm(f , n, i) · ejkwri,n ·
1

r2i,n
(1)

where Hm represents the magnitude of the reflection and
is calculated from the BRDF functions of the reflections
during the raytracing process, and the term ejkwri,n represents
the delay of the signal due to path propagation. The term
1
r2i,n

represents the path loss of the signal due to spherical

spreading. This complex transfer function H (f , n, i) can then
be transformed into the time domain using an inverse Fast
Fourier Transform F−1:

h(t, n, i) = F−1
[
H (f , n, i)

]
(2)

Finally, we can calculate the impulse response hi(t) for the
i-th microphone between source s, propagated through the
environment, by summing the N impulse responses:

hi(t) =

N∑
n=1

h(t, n, i) (3)
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FIGURE 3. Overview of the acoustic BRDF (Bidirectional Reflectance
Distribution Function) applied to the loaded mesh using local curvature to
modulate the parameters α and k . The top panel shows the opening angle
of the BRDF (i.e., how specular or omnidirectional a reflection on the local
vertex is) and the reflectance strength (i.e., how strong a reflection is
from this vertex). It should be noted that the opening angle towards areas
with high curvature shows a significantly wider opening angle, which is
desired because diffraction echoes arise at locations with high curvature
and manifest themselves as almost omnidirectional reflections. However,
these diffraction echoes should be significantly weaker than the specular
reflected echoes, which are reflected in the BRDF reflection strength plot.

Here, the impulse responses hi(t) contain the approximation
to the solution of the Helmholtz equation under the assump-
tion that the Helmholtz number is large, i.e., that specular
reflections are the dominant reflection type occurring in the
scene. It is important to understand that the impulse response
hi(t) can be very complex, depending on the scene that is
ensonified. Depending on the scene, and based on the number

of rays used in the raytracing approach, hi(t) can contain
thousands of non-zero elements, because the raytracing
engine in SonoTraceLab allowsmultipath reflections to occur
(up to a given reflection depth, typically set to 8). furthermore,
using the right models, effects of weather conditions such as
the impact of rain drops on the echo signals can be simulated
as well using the raytracing approach.

C. IMPULSE RESPONSE CALCULATION USING
DIFFRACTION
As stated in the previous section, raytracing-based
approaches are only valid for large Helmholtz numbers.
However, in many situations encountered in echolocation
scenarios, diffraction echoes are a significant aspect of
the overall impulse response. Nevertheless, solving the full
Helmholtz equation is computationally untractable for typical
scene geometries. Therefore, we resort to a Monte Carlo
approximation of the wave equation solution and utilize
the local curvature calculated over the scene geometry
to find diffraction echo candidate locations. Concretely,
we randomly distribute a fixed number of points onto mesh
areas with high local curvature. We use an importance
sampling approach [61] based on the cumulative probability
distribution to distribute these points onto the mesh. Then,
we follow a similar approach to impulse response generation
as in the specular reflection case. First, we calculate
the ranges ri,m between the i-th microphone and the m-
th diffraction point, added to the distance between the
diffraction point and source s. Then, we synthesize the
transfer function G(f ,m, i) as follows:

G(f ,m, i) = Gm(f ,m, i) · ejkwri,m ·
1

r2i,m
(4)

Similarly to the specular reflections, Gm represents the
magnitude of the reflections calculated from the BRDF
angle and material property. The term ejkwri,m represents the
delay due to the distance between the diffraction point and
the microphone, and 1

r2i,m
represents the effect of path loss

due to spherical spreading. This complex transfer function
G(f ,m, i) can then be transformed into the time domain using
an inverse Fast Fourier Transform F−1:

g(t,m, i) = F−1
[
G(f ,m, i)

]
(5)

Finally, we can calculate the impulse response gi(t) for the
i-th microphone between source s, propagated through the
environment, by summing the N impulse responses:

gi(t) =

M∑
m=1

g(t,m, i) (6)

The term gi(t) contains the partial solution to the Helmholtz
equation for the diffraction components of the scene.

D. ERTF IMPLEMENTATION
The sources s and the receivers mi are omnidirectional in
nature. However, as most real-world sensors of echolocating
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FIGURE 4. Panel a) shows the used coordinate system with two receiver arrays for the left and right ear, a single source, and the coordinate system
attached to the sensor. Panel b shows an overview of the raytracing-based partial solution to the Helmholtz equation. In panel b1, a set of rays are cast
into all directions of the frontal hemisphere. Panel b2 shows the intersection of one ray with the scene geometry, which is reflected around the surface
normal. The ray further propagates (b3) and reflects from the scene geometry a final time (b4). The BRDF (red ellipse) is sampled by each microphone,
depicted by two black lines intersecting the ellipse.

FIGURE 5. Overview of the approach of solving the diffraction aspects of
the Helmholtz equation. We calculate the curvature using local
differential geometry and sample locations with high curvature to create
diffraction echoes. The generated samples then sample the local BRDF
properties and provide input to the impulse response generation module.

agents have non-ideal spatial directivity patterns, it is
important that these spatial transfer functions are represented
in SonoTraceLab. This is especially important for the simu-
lations of biological echolocation systems, as the HRTF or
ERTF are instrumental in the behavior of these animals [62],
[63], [64]. However, tailor-made HRTF implementations are
intractable in the simulation applied in SonoTraceLab. More
importantly, it might be necessary to simulate array-based
sensors that adjust their directivity patterns in post-processing
or bats that alter their pinna shapes during echolocation.
Therefore, we opted to apply an array-based approach to
implementing ERTFs, similar to the approach we presented
in [20]. In that work, we presented an ERTF fitting process
to an arbitrary array of microphones using a least-squares
approach and a far-field array response model. The overview
of the signal processing process is shown in figure 6. For
a given ERTF E(f , ψ), parameterized by frequency f and
direction ψ , a set of FIR filters he(t, i) can be synthesized
that, once applied to each microphone and summed, result in
a single signal with the desired spatial directivity pattern. For
example, for an arbitrary set of signals si(t), the computation

FIGURE 6. Overview of the array signal processing chain to implement
the ERTF spatial filters. Each microphone is passed to an optional
prefilter, followed by a FIR filter calculated using a least-squares model
described in.

to apply an ERTF is as follows:

sf (t) =

I∑
i=1

he(t, i) ∗ si(t) (7)

which yields a signal sf (t) representing the filtered signal at
the inner ear.

E. ACOUSTIC SIGNAL GENERATION
At this point, we have all the necessary parts to implement
the final step of the simulation, namely the generation of the
signals at the tympanum of the bat. First, we need to generate
the complete spatial impulse response of the scene ht (t, i) by
combining the partial solutions obtained from the raytracing
module and the diffraction module:

ht (t, i) = ar · hi(t) + ad · gi(t) (8)

with ar and ad gain factors for the ray-acoustics and the
diffraction parts of the signals. Then, we filter these signals
using the ERTF FIR filters to obtain a spatially filtered spatial
impulse response, both for the left ear (hl(t, i)) and the right
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ear (hr (t, i)):

hl(t) =

I∑
i=1

he,l(t, i) ∗ ht (t, i) (9)

hr (t) =

I∑
i=1

he,r (t, i) ∗ ht (t, i) (10)

Now, with assuming a signal se(t) emitted by the source s,
we can calculate the signals arriving at the tympanum of the
bat as follows:

sl(t) = hl(t) ∗ se(t) (11)

sr (t) = hr (t) ∗ se(t) (12)

With the generation of these signals, we have reached the end
of themathematical description of the simulation process, and
wewant to congratulate the reader onmaking it to this point in
this paper. What will follow is a set of validation experiments
showing the functionality of SonoTraceLab.

IV. VALIDATION
So far in this paper, we have shown how SonoTraceLab
is implemented and how an approximation of the solution
to the acoustic Helmholtz equation can be found in a
computationally efficient manner. In this section, we will
delve deeper into the practical applications of SonoTraceLab
and present several examples of how SonoTraceLab can be
used in biologically relevant echolocation scenes. Concretely,
we will demonstrate three scenarios. In the first scenario,
we will show how the ERTF implementation can yield sensor
arrays with a spatial directivity function similar to the ERTF
of a real bat. In the second scenario, we will show the spatial
reflectivity function of the leaves of pitcher plants, both
measured and simulated. Finally, we will show an example of
the hunting behavior of Micronycteris microtus, approaching
a leaf with a dragonfly.

A. SPATIAL FILTERING THROUGH ERTF FITTING
As discussed in the previous sections, we have implemented
an array-based spatial filtering method that allows the
implementation of virtually any ERTF in post-processing.
To validate this approach, we simulated a scene with a single
sphere of 5cm in front of a sensor as shown in figure 7,
bottom left corner. The sphere was placed on 1000 points,
distributed uniformly using an equal area sphere partitioning
algorithm on the [65] frontal hemisphere with a radius of
1m. Then, we calculated the left and right impulse responses
using the approach described in the previous section. Finally,
we calculated the power spectral density of the reflected
impulse response and plotted the so-obtained ERTFs. These
results can be seen in figure 7. The figure shows the desired
(i.e., simulated using a BEM based on micro-CT scans [64],
[66]). These are shown for the bat Phyllostomus discolor
and the bat Micronycteris microtus, for various frequency
ranges, plotted using a Lambert Equal Area projection.
We also plot the simulated responses from SonoTraceLab

for the left and right ERTF in the same frequency ranges.
It becomes apparent that these ERTFs show a significant
degree of similarity, with similar degrees of correspondence
as discussed in [20]. This experiment indicates two major
functionalities of SonoTraceLab. Firstly, it indicated that
the simulation approach for microphone arrays is correct
and that time and phase differences of the reflected signals
are correctly calculated. Secondly, it indicates that arbitrary
ERTF functions can be implemented in SonoTraceLab,
an important aspect for simulating the behavior of bats and
dolphins.

B. REFLECTOR FILTERING OF BIOLOGICALLY RELEVANT
REFLECTORS
As a second validation experiment, we set out to recreate
the reflectivity function of the biologically inspired reflector
shapes described in our previous work [37]. In that previous
work, we proposed reflector shapes based on the shapes of the
leaves of neo-tropical pitcher plants and used those as guiding
beacons for robotic navigation. In that paper, we measured
the reflectivity pattern of several 3D printed shapes, as shown
in figure 8, left panel. The plot shows the impulse response
both in the frequency domain as well as in the time domain
for incidence angles ranging from -90◦ to 90◦ in steps of 1◦.
We simulated a similar setup in SonoTraceLab and calculated
the same responses as in the real-world experiment. Here,
we obtain very similar characteristics in both the time-domain
representation of the impulse response and the frequency-
domain response.

C. TARGET POSITION DISCRIMINATION USING BIOSONAR
As a final validation example, we have simulated the spatial
reflectivity of a setup relevant to the hunting behavior of
Micronycteris microtus. This bat hunts in the neotropical
forests in Panama and regularly attacks silent and motionless
prey [2], [11], [67]. In previous work, we have discovered the
underlying mechanism that supports this behavior, namely
the exploitation of the acoustic mirror effect [2], which
supports easy prey presence discrimination. In that paper,
we performed measurements of the reflectivity pattern of a
leaf with and without a dragonfly.We found that the strongest
difference between the reflectivity patterns can be found
when approaching from oblique angles. These reflectivity
patterns can be found in figure 10. Behavioral experiments
showed that the bat is most likely to approach from these
oblique angles, maximizing the information obtained from a
few measurements. We recreated this setup in SonoTraceLab
with a generic model of a leaf [68] and dragonfly [69] and
performed similar reflectivity pattern measurements as in our
previous work. From the resulting measurements, we observe
similar patterns: a strong reflection when echolocating
straight into the leaf and weaker reflections from oblique
angles. Furthermore, the difference between the empty and
full leaf is also the largest from oblique angles. It should
be noted that the simulation is not an exact recreation of
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FIGURE 7. Overview of the validation experiment on fitting arbitrary ERTFs. This figure shows the results of fitting two ERTFs of two bats
(Phyllostomus discolor and Micronycteris microtus on the microphone array shown in the bottom left of the figure. The top left shows the 3D models
of the heads of these bats (not to scale). We show both the desired ERTFs (simulated using a Boundary Element Method), and the realized ones
coming from the SonoTraceLab simulation.

FIGURE 8. Spatial reflectivity patterns of a biologically inspired reflector
shape, showing a distinct spatial response in the frequency domain (by
means of stable notches over incidence angle). We both show the
measured responses (left column) and the simulated responses using
SonoTraceLab. Furthermore, we also show the time-domain impulse
responses.

the measurements because the leaf shape and dragonfly
shape and position are not matched exactly. Therefore, the
qualitative comparison is applicable here, as they show that

FIGURE 9. Test results for evaluating the computational complexity and
scalability for the scene geometry mesh density and amount of emitted
rays during raytracing. The simulation was executed ten times for each
combination with the mean and standard deviations shown.

SonoTraceLab can recreate these biologically relevant cues
based on 3D models.

D. COMPUTATIONAL COMPLEXITY AND SCALABILITY
The main variables that impact the execution time of the
simulation are the resolution and size of the scene geometry,
defined in amount of mesh faces on the one hand, and the
number of rays emitted into the environment on the other
hand. To validate how the simulation execution time varies
and scales across both variables, the simulation scenario
described at the beginning of this section is repeated with
different mesh resolutions and number of emitted rays. In that
scenario the number of mesh faces was 82.485. In this test,
this geometry was both halved and doubled in resolution. The
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FIGURE 10. Overview of the validation experiment based on the hunting behavior of Micronycteris microtus when hunting silent and
motionless prey. The measurements in the left column were taken from [2], which were performed to measure the spatial reflectivity
pattern of leaves with and without prey. The difference between the full and empty leaf is most prominent from oblique angles (indicated
by the ‘‘Prey-induced Target Strength’’ column). A simulation setup with similar characteristics (i.e., leaf with or without a dragonfly) was
analyzed using SonoTraceLab, which results in reflectivity patterns with similar cues (i.e., larger differences from oblique angles). As these
cues are biologically relevant for explaining the hunting behavior of M. microtus, this indicates the validity of SonoTraceLab for analyzing
biological echolocation scenarios.

amount of ray emissions was scaled from 10.000 to 800.000.
Each combination was executed ten times. The results are
shown in figure 9. These were gathered on a laptop with an
Intel i9-12900HKCPU and an NVIDIARTX 3070 GPU. The
experiments showed a linear increase in execution time for
both variables. As such, we can assume the time complexity
to be O(n× m) with n and m describing the amount of mesh
faces and ray emissions, respectively.

V. OPEN-SOURCE USAGE
In this section, we want to detail the open-source aspect
of SonoTraceLab. We made the simulation package avail-
able through GitHub [70]. The source code repository
can be found on Github under https://cosyslab.app.link/
sonotracelab so researchers can further use and validate
it in bioacoustics and 3D sonar sensor design. The source
code comes with a few example scenarios similar to the

experiments performed in this paper, which should allow the
users of SonoTraceLab to be up and running efficiently.

Currently, SonoTraceLab is delivered solely as a Matlab
API, lacking a graphical user interface (GUI). This design
choice emphasizes programmability, allowing users to incor-
porate its functionalities into their existingMatlabworkflows.
This approach offers flexibility and customization options.
We tried to build a high-level API that is easy to use, and
abstracts away all the low-level details of mesh preparation,
cleaning, raytracing and post-processing.

In terms of usage, the overall approach to performing a
simulation is always the same. As a first step, SonoTraceLab
loads and prepares the model mesh. This is done by providing
a Matlab struct object, which contains the path to the
mesh and some configuration parameters, such as its surface
material reflection properties and the mesh pose, to the
prepareMeshSurface function. It should be noted,
a function represented as functionName is the name of
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the function in the SonoTraceLab API. Similarly, a Matlab
struct must be made to describe the sensor and the emitter and
receiver(s) coordinates. Lastly, a struct must be set up which
defines other simulation parameters such as, for example, the
directional-sampling density and amount of samples in the
impulse response, as well as the speed of sound to be used in
the simulation. These three struct objects are the arguments
for the function calculateImpulseResponseFast to
perform the specular and diffraction simulation steps. The
output of this function will be a Matlab struct containing
the impulse responses of all the receivers and for specular
and diffraction separately, as well as information about the
mesh’s vertices that were responsible for the reflections and
information such as individual reflection strengths. Within
the GITHUB page of SonoTraceLab, examples can be found
on how to use the API.

VI. CONCLUSION
In this paper, we presented SonoTraceLab, a simulation
engine written in Matlab that allows the simulation of
both technical as well as biological sonar sensor systems
using straightforward object meshes. In order to solve the
Helmholtz equation, we apply two sub-methods: raytracing
for the specular reflections and a Monte Carlo approximation
using importance sampling over mesh curvature for the
diffraction echos. We provided details into the operation of
SonoTraceLab, and explained how the simulator operates.
Based on this discussion, we have shown various validation
experiments showing the capability of SonoTraceLab to
simulate the relevant biological cues present in real-world
echolocation scenarios. Finally, we showed how SonoTrace-
Lab can be obtained and used by other researchers through
our open-source publication of SonoTraceLab.

As stated before, the simulations done with SonoTraceLab
can recreate the biologically relevant cues that underpin
several echolocation mechanisms found in bats. We believe
that by using simulation engines like the one presented
here, research in biological echolocation can be significantly
accelerated, as many more experiments can be performed in a
much shorter time-frame as compared to real-world measure-
ments. Therefore, SonoTraceLab can serve as a hypothesis
generation tool, which subsequently can be validated using
real-world measurements and biological observations. In the
introduction, we stated that a simulation engine such as
SonoTraceLab can increase insights into biological systems
while reducing time- and material complexity. For example,
consider the measurements and simulations performed in
figure 8. To perform measurements for these kind of
reflectors, one needs to first build a measurement setup,
model the reflector shapes, and manufacture them using a 3D
printer. Next, measurements need to be performed, and the
resulting data needs to be analyzed. From the experience of
the authors, who have done multiple of such experiments in
the past, this whole process would take about a work week
to obtain the first measurements and analysis, with a few
hours for each additional reflector that needs to be measured.

Achieving the same result in SonoTraceLab took the authors
about two hours, with each additional reflector taking a few
minutes of computation time. Switching from one scenario to
another is as complex as building the new mesh of the scene
is. A person well versed in mesh manipulation can achieve
this in a matter of minutes. Attention should be given to the
mesh discretization (ie, surface triangles need to be uniform
in size) and the surface normals should point in a uniform
direction. But other than these small technical details, running
novel scenarios is a matter of loading a new mesh model in
SonoTraceLab.

Despite its applicability, several limitations remain in
SonoTraceLab. Firstly, it should be noted that we only
approximate the solution of the Helmholtz equation. There-
fore, our simulation approach will never replace a real
partial differential equation solver. However, as FEM models
become computationally intractable quickly, using a system
like SonoTraceLab is a valid tool for rapid iterations over
various hypotheses. Secondly, SonoTraceLab deals poorly
with time-varying mesh geometry, such as fluttering insects.
While performing mesh deformations and recalculating the
curvature is possible, it is time-consuming. Optimizations
could be made in this domain and will be part of the
future developments of SonoTraceLab. Furthermore, several
more technical issues hinder actual large-scale raytracing
simulations (with tens of millions of rays). Migration to other
raytracing libraries, such as theNVIDIAOptiX library, would
be an interesting step forward. This is also the subject of
further developments on SonoTraceLab.
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