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ABSTRACT This paper introduces a low-complexity multiple-input multiple-output (MIMO) detection
method based on dimension-reduction-soft-demodulation (DRSD) with iterative soft minimum-mean-
squared-error parallel interference cancellation (ISMMSE-PIC). The conventional ISMMSE-PIC detection
method exhibits several drawbacks, such as inordinate dependence on decoder performance and modulation-
order sensitivity. Therefore, a DRSD-based strategy is presented to search over a part of the set of transmitted
symbols for calculating log-likelihood ratio (LLR) values, such asmaximum likelihood detection, to improve
detection performance. The scheme for the rest of the symbols directly utilizes ISMMSE-PIC detection for
computing the corresponding LLR values. The computational complexity of the proposed scheme is similar
to that of ISMMSE-PIC, whereas its bit error rate performance is comparatively higher. The complexity
analysis and simulation results validate the proposed algorithm.

INDEX TERMS Multiple-input multiple-output, iterative soft minimum-mean-squared-error parallel
interference cancellation, dimension reduction soft demodulation, geometric symmetry.

I. INTRODUCTION
multimedia data traffic of mobile users has soared since the
invention of smartphones, portable multimedia devices, and
tablet PCs. To meet the demand of the current explosive
and continuous growth of data rate, advanced technologies,
such as multiple-input multiple-output (MIMO) at the base
station with a large number of antennas [1], [2], are required.
The MIMO technology is considered as a main technology
to provide a large network capacity and high spectral
and energy efficiencies [3], [4]. It has been incorporated
in numerous advanced wireless communication standards
including the fifth generation (5G) communication systems
and beyond. Concurrently, higher-order modulation, such as
256 quadrature amplitude modulation (QAM), has emerged
as a standard for 5G communication systems [5], [6].

However, theMIMO approach is computationally complex
owing to the inter-channel interferences between multiple
antennas. Although the maximum likelihood (ML) detection
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is an optimal algorithm for uncoded MIMO systems, the
associated computational complexity increases exponentially
as the number of antennas increase [1], [7]. The common
suboptimumMIMO detection schemes employ a linear zero-
forcing (ZF) detector or various interference-cancellation-
based detectors, such as minimum mean square error
(MMSE), for hard-decision detection [8], [9]. However,
channel coding, such as convolution or block coding, which
results in correlation between bits, degrades the performance
of suboptimum MIMO detectors. In coded systems, a soft-
decision detector, which calculates the log-likelihood ratio
(LLR) as reliability information of each bit, is used, instead of
a hard-decision detector, to achieve a high performance [6].
Moreover, to secure high data rates, iterative detection
and decoding (IDD) with a priori information is actively
studied, with a focus on coded systems, owing to its high
performance, which is better than that of non-iterative
decoding in small-scale MIMO [10]. The IDD receivers
transfer soft information, namely a priori information,
between a detector and a channel decoder to achieve a
near-optimal performance [11]. However, the computational
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FIGURE 1. Feasibility area of MIMO through MT and MR .

complexity of IDD receivers surpasses that of non-IDD,
and thus realizing their practical application in small-scale
MIMO remains challenging. To overcome this limitation and
reduce the computational complexity, dimension reduction
algorithms, such as the sphere decoding algorithm [12], [13],
and dimension-reduction soft demodulation (DRSD) with all
ordering successive interference cancellation (AOSIC), have
been introduced via hard-decision detection [14], [15]. The
sphere decoder avoids an exhaustive search by examining
only some points inside a sphere. DRSD searches over the
part set of transmitted symbols to calculate the LLR values to
reduce dimension. Transmitted symbols are partitioned into
hard symbols and soft symbols. For the soft symbols, LLR
values are computed. Following this computation, a process
of dimension reduction is undertaken.

Fig. 1 shows the feasibility of MIMO systems depending
on the number of receiver and transmitter antennas. In small-
scale MIMO, soft-decision detection has better performance
with practical computational complexity. In large-scale or
massive MIMO, hard-decision detectors with channel hard-
ening, which use more receiver antennas than the transmitter
ones, exhibit high performance. Channel hardening implies
that the channel approaches the deterministic limit, and
the off-diagonal components become weaker compared to
the diagonal terms as the size of the channel gain matrix
increases [16]. Because of this property, simple matched
filters (MFs) or MMSE are optimal for massive MIMO, and
thus the classical complicated MIMO detection technology
becomes redundant. However, this phenomenon occurs only
with rich channel scattering and massive antenna arrays.
Therefore, advanced detection techniques are required to
expand the practicability of MIMO detection to high capacity
areas, as shown in Fig. 1.

A. RELATED WORKS
As the number of antennas increases, channel-matrix-
inversion calculations become infeasible because of the

increased size and highly correlated channel matrix elements
of the filtering vector. In addition, the cancellation of
interference from other channels increases the computa-
tional complexity. To reduce the matrix inversion complex-
ity, several approximate matrix inversion methods, such
as the Neumann series expansion and Newton iteration
method [17], [18], are employed. To minimize the inter-
channel interferences, minimum-mean-squared-error parallel
interference cancellation (MMSE-PIC) is required [19].
However, MMSE-PIC with mean and variance of symbols
exhibits performance degradation in the absence of a priori
information. Therefore, iterative soft MMSE-PIC (ISMMSE-
PIC), which iteratively updates the mean and variance of
the transmitted symbols by transferring a priori information
between a detector and a channel decoder, is explored [20],
[21], [22], [23].

B. PROBLEMS AND CONTRIBUTIONS
Notably, because of the reliance on suboptimal detectors
such as MMSE, ISMMSE-PIC suffers from a significant
degradation in its detection and is extremely sensitive to
the modulation order owing to the decrease in spacing
between the signal points of the modulation constellation.
In addition, its iterative operation excessively relies on
the channel decoder’s performance [19], [20]. Therefore,
to overcome these limitations, advanced detection algo-
rithms, such as DRSD with AOSIC, are necessary. AOSIC
with hard-decision detection is used for low-complexity SIC
with different symbol orders [15]. Nevertheless, AOSIC,
which is highly computationally complex, is not suitable
for large-scale or massive MIMO systems because of
the use of factorial candidates for hard-decision detec-
tion. Therefore, developing an efficient detection method
with low complexity is essential. It initially presents the
straightforward exchange of the AOSIC for MMSE-PIC
for hard-decision detection. Although the performance of
DRSD with MMSE-PIC surpasses that of ISMMSE-PIC,
the computational complexity of the scheme is higher than
that of ISMMSE-PIC. The reason is that the soft-decision
procedure is recursively operated for the hard-decision
detected symbols.

In this treatise, to reduce the complexity, a low-complexity
MIMO detectionmethod based onDRSDwith ISMMSE-PIC
is proposed. DRSD with MMSE-PIC is utilized to search
over the part set of transmitted symbols for calculating the
LLR values. By employing DRSD with MMSE-PIC to find
hard-decision detected symbols, the proposed scheme for
the rest of the symbols directly employs the ISMMSE-PIC
detection method with the geometric symmetry property of
the modulation constellation points. It enhances detection
performance by utilizing partially DRSD MMSE-PIC detec-
tion. Because of improving initial detection performance, the
proposed algorithm with iterative operation performs better
than the ISMMSE-PIC detection as expected. To focus on
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soft-decision detection, it is assumed that all the transmitted
symbols have equal probability, and a priori information is
not available as the first iteration.

C. PAPER ORGANIZATION
The remainder of this paper is organized as follows. Section II
presents system model and reviews soft-decision detection
and DRSD. Section III describes the proposed DRSD with
MMSE-PIC. Complexity and performance evaluation are
provided in Section IV. Finally, the conclusions are drawn
in Section V.

D. NOTATIONS
Throughout the paper, the following notations are used.
The superscripts ()T , ()H , and ()−1 represent the transpose,
conjugate transpose, and inverse operations, respectively.
CM×N is a set of all the complex matrices of size M × N .
diag stands for diagonal matrix. Ai is the i-th row of matrix
A. MT and MR are the number of transmitter and receiver
antennas, respectively. MR ≥ MT is assumed so that the
rank deficient case, such as MR < MT , is not required to
simplify the analysis. M represents the number of complex
constellation points for modulation. n represents bits mapped
to anM -ary modulation symbol withM = 2n. P indicates the
probability of an event, and its probability density function
(pdf) is represented as p. ⌈x⌉ represents ceiling operation.

II. SYSTEM MODEL AND DETECTION
A. SYSTEM MODEL
A coded spatially multiplexed (SM) MIMO system, wherein
a transmitter with MT transmitter antennas sends symbols
to a receiver with MR receiver antennas, is considered. b
is transmitted data bit information, and the coded bits are
represented by x, which are encoded using a coding scheme,
such as low density parity check, block codes, and turbo
codes; s represent the transmitted symbols, which consist of
n bits. Gray code mapping is used for bit-to-symbol mapping
as shown in the upper part of Fig. 2; ŝ are the detected
transmitted symbols, and b̂ are the estimated bits (shown
in the lower part of Fig. 2); A group of MT symbols is
transmitted through multiple transmitter antennas, and the
received signal vector y can be expressed as:

y = Hs + n, (1)

where y = [y1 . . . yMR
]T is an (MR × 1) received signal

vector, s = [s1 · · · sMT ]
T is an (MT × 1) transmitted

symbol vector with sm representing a transmitted symbol for
m-th transmitter antenna. H = [h1 . . . hMT ] is a (MR × MT )
effective channel matrix with hm representing an (MR × 1)
channel gain vector from the m-th transmitter antenna to all
the receiver antennas, and n is an (MR × 1) noise vector.
It is assumed that the noise is an independent, identically
distributed circularly-symmetric complex Gaussian random
vector with a covariance matrix σ 2I. For simplicity, the time

FIGURE 2. DRSD MIMO detection model.

index is omitted, and the channelH and noise variance σ 2 are
assumed to be perfectly known at the receiver end.

B. SOFT-DECISION DETECTION AND DRSD
The MIMO soft-detection detector shown in Fig. 2 calculates
Lm,j, which is the LLR of the j-th bit of the m-th transmitted
symbol bm,j, according to the procedure demonstrated in [6]

Lm,j
1
= ln

(
P[bm,j = 1|y]
P[bm,j = 0|y]

)
. (2)

Following Bayes’ theorem, (2) can be rewritten as:

Lm,j = ln
(
P(y|bm,j = 1)P(bm,j = 1)
P(y|bm,j = 0)P(bm,j = 0)

)
(3)

= ln
(
P(bm,j = 1)
P(bm,j = 0)

)
+ ln

(
P(y|bm,j = 1)
P(y|bm,j = 0)

)
(4)

= ln
(
P(bm,j = 1)
P(bm,j = 0)

)
+ ln


∑

s∈S1m,j

p(y|s)

∑
s∈S0m,j

p(y|s)

 (5)

= LAm,j + LEm,j (6)

for all the symbols s = 1, . . . ,MT and all the bits b=1,
. . . , n, where S1m,j and S0m,j are the sets of symbol vectors
that have 1 and 0 at the j-th bit of the m-th symbol,
respectively. Lm,j can be divided into a priori information
LAm,j and extrinsic information LEm,j. As shown in Fig. 2, the
extrinsic information is obtained by subtracting LAm,j from
Lm,j. For computational complexity reduction, the prior term
LAm,j is omitted. As shown in [24], this omitting does not result
in a performance loss. The conditional pdf of the received
signal vector y for a given transmitted symbol vector s is
expressed as:

p(y|s) =
1

(πσ 2)MR
exp

(
−

1
σ 2 ∥y − Hs∥2

)
. (7)

As shown in Fig. 2, the Lm,j values calculated by the detector
are conveyed to a channel decoder. Max-log approximation
is employed to reduce the complexity, although a slight
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performance degradation is observed [6]; The approximate
LLR can be defined as:

Lm,j = ln

 ∑
s∈S1m,j

exp
(

−
1
σ 2 ∥y − Hs∥2

) (8)

− ln

 ∑
s∈S0m,j

exp
(

−
1
σ 2 ∥y − Hs∥2

)
≈ max

s∈S1m,j

{
−

1
σ 2 ∥y − Hs∥2

}
− max

s∈S0m,j

{
−

1
σ 2 ∥y − Hs∥2

}
(9)

≈ min
s∈S0m,j

{
1
σ 2 ∥y − Hs∥2

}
− min

s∈S1m,j

{
1
σ 2 ∥y − Hs∥2

}
. (10)

To determine the LLR value for each bit, as observed
in (10), MMT Euclidean distances (EDs) per LLR value are
computed, which results in massive computational complex-
ity at the detector end. DRSD, in which the transmitted
symbols are divided into two groups, is introduced to
calculate the LLR value of (10). For the soft-decision part
of the transmitted symbols, the minimum ED is calculated as
soft-decision detection, and the rest of the symbols employ
hard-decision detection to determine the best transmitted
symbol subvector.

The transmitted symbol vectors corresponding to the
soft-detection symbols and remaining hard-detection sym-
bols are represented as sso and sha, respectively. Then,
a transmitted symbol vector can be divided as:

s =

[
sha

sso

]
. (11)

The channel matrix is also divided into two submatrices as:

H =

[
Hha Hso

]
, (12)

where Hha
∈ CMR×Mha

T and Hso
∈ CMR×M so

T represent the
channel matrices for sha and sso, respectively. The received
signal is represented as:

y =Hhasha + Hsosso+n. (13)

The LLR in (10), wherein the m-th symbol represents one of
the M so

T soft symbols, is transformed as:

Lm,j = min
sso∈Sso(0)m,j , sha∈Sha

{
1
σ 2

∥∥∥y − Hhasha − Hsosso
∥∥∥2 }

− min
sso∈Sso(1)m,j , sha∈Sha

{
1
σ 2

∥∥∥y − Hhasha − Hsosso
∥∥∥2 } ,

(14)

where Sso(b)m,j is the set of soft-detection transmitted symbol
subvectors sso with bm,j = b of them-th symbol, and Sha is the
set of all hard-detection transmitted symbol subvectors sha.
Notably, (14) can be represented as an optimization problem,
composed of hard and soft symbol decisions for the sets Sso(b)m,j
and Sha, in two steps as : 1) for each sso, identify theminimum
ED over the set Sha, 2) calculate the minimum ED of each sso

as

Lm,j = min
sso∈Sso(0)m,j

{
min

sha∈Sha

[
1
σ 2

∥∥∥y(sso) − Hhasha
∥∥∥2]}

− min
sso∈Sso(1)m,j

{
min

sha∈Sha

[
1
σ 2

∥∥∥y(sso) − Hhasha
∥∥∥2]}

,

(15)

where

y(sso) 1
= y − Hsosso. (16)

In (16), y(sso) is formed by subtracting the term, originating
from the soft symbols sso, from the received signal y;
this implies that after dividing into soft and hard symbols,
Step 1 attempts to select the best hard symbols sha for a given
sso, i.e., ŝha(sso), as

ŝha(sso) = argmin
sha∈Sha

(
1
σ 2

∥∥∥y(sso) − Hhasha
∥∥∥2) . (17)

For each sso, AOSIC can directly find vector ¯sha from the
received signal [15].

ŝha(sso) = argmin
s̄ha∈8

(
1
σ 2

∥∥∥y(sso) − Hhas̄ha
∥∥∥2) ,

8 = {s̄ha1 , s̄ha2 , · · · , s̄ha
(Mha

T )!
} (18)

where ¯shaq is the output from the successive interference
cancellation (SIC) with the q-th ordering, q=1,. . . ,(Mha

T )!.
To detect soft decisions for all transmitted symbols, the
DRSD operation should be used recursively. LLR values for
the remaining symbols can be calculated by rearranging the
transmitted symbol vector.

To replace the AOSIC operation, a low-complexity
MMSE-based receiver with parallel interference cancelation
(PIC) for hard-decision detection is considered. This oper-
ation separates each symbol and cancels the interference of
the other symbols with the mean and variance; the details are
provided in the subsequent section.

III. PROPOSED DRSD WITH MMSE-PIC
Let s̄ham and vham be the mean and variance of the transmitted
symbol, respectively, for sham , and are calculated using the
following equation:

s̄ham =

∑
s∈�

sP(s) (19)
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and

vham =

∑
s∈�

∣∣∣s− s̄ham
∣∣∣2 P(s), (20)

where P(sm = s) =
∏n

j=1 P(sm,j = b) denotes a priori
probability of the symbol s ∈ � (a set of M constellation
points), and b = sj is the b-th bit associated with the
symbol s [21]. Before the first iteration, s̄ham and vham are
initialized as 0 and 1, respectively, resulting in an initial poor
performance of ISMMSE-PIC without a priori information.
After the first iteration, s̄ham and vham can be updated with the
a priori information, and the transmitted symbols do not have
equal probabilities. Then, to detect sham , the MT × 1 hard-
interference-cancelled vector ym(sso) can be calculated as

ym(sso) = y(sso) −

Mha
T∑

i=1,i̸=m

hhai s̄
ha
i . (21)

The Mha
T × 1 filtering vector wm for sham is calculated as

wm = (Aham )−1hm, (22)

where

Aham = HhaVmHha,H
+ σ 2Im (23)

Vm = diag([v1, · · · , vm = 1, · · · , vMha
T
]). (24)

Calculating the filtering vector requires channel matrix
inversion, which is repeated for estimating each transmitted
symbol. To lower the complexity, all the Mha

T MMSE filter
vectors are computed solely via single-matrix inversion
as [20]:

W = (Aha)−1Hha, (25)

where

Aha = HhaV haHha,H
+ σ 2I (26)

V ha
= diag([v1, · · · , vMha

T
]). (27)

The rows wm of W correspond to the MMSE filter vectors
in (22). This proof is based on the Sherman–Morrison–
Woodbury formula, which is expressed as: (A + abH )−1

=

A−1
− (A−1abA−1)/(1 + bHA−1a) for a nonsingular matrix

A ∈ CMha
R ×Mha

T with Mha
R × 1 vectors a and b. Because the

second term of the formula is a constant, scaling wm does not
impact the distance indicated in (29). Then, the decision s̄ham
is calculated as:

s̄ham = argmin
s∈�

(∣∣∣s̆ham − wHmhms
∣∣∣2) , (28)

where

s̆ham = wHmym(s
so). (29)

An example of the MMSE-PIC detection algorithm is
depicted in Fig. 3. Finally, the minimum ED for each sso can
be calculated based on (18) as:

ŝha(sso) =
1
σ 2

∥∥∥y(sso) − Hhas̄ha(sso)
∥∥∥2, (30)

FIGURE 3. An example of MMSE-PIC detection algorithm.

where

s̄ha(sso) = {s̄ha1 , s̄ha2 , · · · , s̄ha
Mha
T

}. (31)

However, to calculate the complete LLR values of all
the transmitted symbols, the MMSE-PIC operation is used
recursively, which in turn increases the computational
complexity, and thus, this process is not feasible for systems
with large antennas. To reduce the complexity, ISMMSE-
PIC for hard symbols is directly employed for calculating
the LLR values, and DRSD MMSE-PIC for soft symbols
is utilized. The LLR values for soft symbols are initially
calculated using (15), and we can identify ŝhamin, which has the
minimum ED for sso using the following equation:

ŝhamin
(
ssomin

)
= min

sso∈Sso

{
1
σ 2

∥∥∥y(sso) − Hhas̄ha
(
sso

)∥∥∥2} , (32)

where Sso is the set of soft-detection transmitted symbol
subvectors sso. Because MMSE-PIC is incorporated for hard
detection, ISMMSE-PIC is easily implemented to calculate
the LLR values of the hard symbols as shown below:

Lham,j = min
s∈�0

j

{
1
σ 2 |s̆hamin,m − wHmhms|

2
}

− min
s∈�1

j

{
1
σ 2

∣∣∣s̆hamin,m − wHmhms
∣∣∣2} , (33)

where s̆hamin,m is the estimated symbol and is given by

s̆hamin,m = wHmym(s
so
min). (34)

Further, �0
j and �1

j are the sets of constellation points that
have 0 and 1 at the j-th bit of each symbol, respectively.
The proposed scheme can be easily extended to IDD, and the
mean and variance of the transmitted symbols can be updated,
owing to the incorporation of ISMMSE-PIC.

In summary, the proposed scheme extracts LLRso and
LLRha via DRSD MMSE-PIC and from ISMMSE-PIC
detection, respectively. Moreover, the scheme delivers a
remarkable initial performance without a priori information
because of the implementation of soft detection for each
constellation with Mha

T MMSE filter vectors. Because
of improving initial detection performance, the proposed
scheme with iterative operation has showed better per-
formance. ISMMSE-PIC detection for the hard symbols
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TABLE 1. Key characteristics of the algorithms.

FIGURE 4. Algorithm of eight PAM geometric symmetry detection.

facilitates low-complexity calculation of LLR values, and
IDD, which iteratively transfers the a priori information
between the detector and decoder, is simply implemented to
update the probabilities of the hard symbols. Depending on
the channel and signal-to-noise ratio (SNR) conditions, the
numbers of soft and hard symbols can be determined and
optimal performances are achieved under diverse conditions.
In conditions where the channel is mild and the SNR is
high, there is an implementation of an increase in the use
of hard symbols. Conversely, as the conditions become more
adverse, there is a shift towards increasing the presence of
soft symbols. Table 1 compares the key characteristics of the
algorithms to highlight their differences and limitations.

Moreover, when higher-order QAM constellations are
employed, the computational complexity of MMSE-PIC for
hard detection amplifies because of the calculation of s̄ham
for the constellation points at each symbol using (29).
To relieve the computational burden, a geometric symmetry
property of the Gray coded modulation constellations is
proposed; this property utilizes decision boundaries as
B = {t1, . . . , tn | n = log2M )} [25], [26]. Fig. 4 illustrates
an example of eight pulse amplitude modulation (PAM)
symbols, and the decision boundaries at the j-th calculation
step are denoted by tj. Once the initial sequence is set, t1 is
selected as the center of the decision boundaries. Because
of the symmetry of the initial decision boundary sequence,
t1 is always equal to 0 in the first step shown in Fig.4.
The selection of t2 and t3 is followed by calculating the
minimum distance for the next constellation points. Then,
the calculation of (29) is reduced by a half + 1 of the
constellation points. Because QAM can be decomposed into

Algorithm 1 Low-complexity MIMO detection based on
DRSD with ISMMSE-PIC
Initialization: SetMha

T , M so
T = 1, s̄ham = 0, vham = 1

W = (HhaV haHha,H
+ σ 2I )−1Hha

Beginning of procedure:
for k=1:1:M do
y(ssok ) = y − hso1 s

so
k

for m=1:1:Mha
T do

ym(ssok ) = y(ssok ) −
∑Mha

T
i=1,i̸=m h

ha
i s̄

ha
i

w = Wm, s̆ham = wHym(ssok )
s̄ham = argmin

(∣∣s̆ham − wHhms
∣∣2)

end for
ŝha(ssok )=

1
σ 2

∥∥y(ssok ) − Hhas̄ha(ssok )
∥∥2

end for
Determination of LLR values:

Lso1,j = min
sso∈Sso(0)1,j

{
1
σ 2

∥∥y(sso) − Hhaŝha(sso)
∥∥2}

− min
sso∈Sso(1)1,j

{
1
σ 2

∥∥y(sso) − Hhaŝha(sso)
∥∥2}

s̆hamin,m = wHym(ssomin)

Lham,j = min
s∈�0

j

{
1
σ 2 |s̆

ha
min,m(s

so
min) − wHhms|2

}
− min

s∈�1
j

{
1
σ 2

∣∣∣s̆hamin,m(ssomin) − wHhms
∣∣∣2}

two independent (in phase and quadrature phase) PAMs, the
individual QAM for the two PAMs can be easily calculated.
Notably, the computational complexity is reduced from M to
M
2 + 1 without any performance loss for each symbol.

IV. COMPLEXITY AND PERFORMANCE EVALUATION
The complexity of the proposed algorithm is compared
with that of ISMMSE-PIC detection. The number of visited
constellation points for the soft symbols, such as tree
searching, and the highest-order term for the hard symbols,
such as inverse matrix operation O(M3

T ), are selected as the
complexity measure references because they mainly govern
the calculation complexity [15] and [21]. In addition, the
complexity of the channel decoding is considered because of
the dependence of the ISMMSE-PIC detection performance
on that of the decoder, which usually uses low data rates
for channel coding; the algorithm simply increases the
computational complexity of the decoder. Therefore, a 5/6
channel code rate to focus on the analysis of the detection
performance and throughput, is only considered. First, with
the conventional ML computation complexity, the number of
visited nodes is given by:

CCML(MT ) =

MT∑
i=1

M i
=
MMT+1

−M
M − 1

. (35)

where CC represents computational complexity. Because the
conventional search algorithm visits all the nodes of the tree
(which has M i nodes) in the i-th (i = 1, 2, . . . ,MT ) layer.
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TABLE 2. Computational complexity for the algorithms.

FIGURE 5. Comparison of the computational complexity of the
algorithms.

Otherwise, based on DRSD, the number of visited nodes for
soft detection of the M so

T (MT = M so
T + Mha

T ) symbols is
defined as:

CCDRSD,part (M so
T ,Mha

T ) =
MM so

T +1
−M

M − 1
+ CCMMSE-PIC(M so

T ,Mha
T ),

(36)

whereCCMMSE-PIC(M so
T ,Mha

T ) is the number of visited nodes
of the MMSE-PIC detector as well as the highest-order
term representing the computational complexity for the
calculation. By repeating the same partial DRSD ⌈MT /M so

T ⌉

times for determining the complete LLR values, the total
number of visited nodes can be obtained as:

CCDRSD,total(M so
T ,Mha

T )

= ⌈
MT

M so
T

⌉CCDRSD,part (M so
T ,Mha

T ). (37)

The scheme employing hard detection based onMMSE-PIC
reduces the number of candidates for tree searching,
as implied in (29). To calculate the complexity of the hard
detectors, the number of visiting nodes and the highest-order
term are calculated as

CCMMSE-PIC(M so
T ,Mha

T )

≈ MM so
T ·Mha

T ·M + (Mha
T )3. (38)

FIGURE 6. Comparison of the computational complexity of the algorithms
without using the ML algorithm.

The complexity of DRSD MMSE-PIC is expressed as:

CCDRSD,total(M so
T ,Mha

T ) ≈ ⌈MT /M so
T ⌉{

MM so
T +1

−M
M − 1

+MM so
T ·Mha

T ·M + (Mha
T )3

}
. (39)

To calculate the complete LLR values with soft symbols,
the MMSE-PIC operation is recursively used, which results
in computational complexity higher than that of ISMMSE-
PIC. To mitigate the complexity burden, one symbol for
soft detection is employed, and LLRha values with geometric
symmetry are utilized. Then, the complexity of the proposed
schemewith DRSDMMSE-PIC for one soft symbol and with
ISMMSE-PIC for hard symbols is determined as:

CCProposed (M so
T = 1,Mha

T ) ≈ M +M ·Mha
T · (

M
2

+ 1)

+ (Mha
T )3. (40)

The complexity of ISMMSE-PIC is given by:

CCISMMSE−PIC (MT ) ≈ MTM +MT
3. (41)

Table 2 summaries the computational complexity of
the ML, ISMMSE-PIC, DRSD MMSE-PIC, and proposed
detectors by the complexity measure references [15], [21].
The parameter designM so

T plays a big trade-off role between
computational complexity and performance. To present
computational complexity of the proposed detectors, the
setting of M so

T = 1 or M so
T = 3 has been established.

Repeated use of DRSD MMSE-PIC increases its complexity
by ⌈MT /M so

T ⌉ times from its initial complexity value. The
complexity of the proposed scheme, with the cube of the
number of hard symbols, such as MT − 1 has lower
computational complexity than ISMMSE-PIC because of the
cube of the number of symbols such as MT . However, the
proposed scheme should be repeatedly calculated for each
constellation point, indicating that the proposed scheme and
ISMMSE-PIC exhibit similar computational complexities.
In addition, the ML detector is not feasible for large-scale
or massive MIMO systems owing to the term MMT . Fig. 5
compares the computational complexity of the algorithms
with QPSK and 16-QAM, respectively. The ML detector
shows extremely high computational complexity, which
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FIGURE 7. The proposed detector (Mso
T = 1) BER curves for 16-QAM with

ten transmitter and receiver antennas.

FIGURE 8. The proposed detector (Mso
T = 3) BER curves for 16-QAM with

ten transmitter and receiver antennas.

FIGURE 9. The proposed detector (Mso
T = 1) BER curves for 64-QAM with

ten transmitter and receiver antennas.

increases exponentially with MT . Fig. 6 compares the
computational complexity of algorithms with QPSK and
16-QAM, without the ML algorithm. The proposed (M so

T =

1) and ISMMSE-PIC detectors exhibit similar computational
complexities, which increase exponentially withMT .
The performance of the proposed scheme in a MIMO-

OFDM system with MT = MR =10 or 20 for 16-QAM and
64-QAM constellations is evaluated. The simulation results
are based on a convolution encoder (code rate: 5/6, constraint
length: 7, polynomials [133 171]) and are obtained using
the Bahl–Cocke-Jelinek–Raviv channel decoder [16] based
on the min-sum algorithm. It is commonly implemented for

FIGURE 10. The proposed detector (Mso
T = 1) BER curves for 16-QAM

with 20 transmitter and receiver antennas.

FIGURE 11. DRSD MMSE-PIC for all transmitted symbols BER curves for
16-QAM with 10 transmitter and receiver antennas.

iterative operation algorithms. The strength of the decoder
lies in its ability to consider both past and future bits. A 3-tap
uniform channel model is used for the practical performance
comparison. One packet consists of four OFDM symbols,
and 128 subcarriers are used for the simulation. Five outer
iterations are considered because of the simulation time
limitation, and the simulations are conducted over 1,000
packets with different SNR values.

Fig. 7 shows the bit error rate (BER) curves for 16-QAM
with MT = MR = 10. The number of soft demodulation
symbols is selected as M so

T = 1. The proposed scheme
performs better than ISMMSE-PIC, which initially exhibits
performance degradation without a priori information.
Because of solving the initial poor performance problem,
the scheme’s performance with iterations also enhances.
Especially, high BER curves are obtained under high SNR
conditions. Fig. 8 shows the BER curves for 16-QAM with
10 transmitter and receiver antennas (MT = MR = 10) and
three soft symbols (M so

T = 3). The proposed algorithm with
M so
T = 3 demonstrates better BER performance compared

to the previously scheme with M so
T = 1. However, as shown

in Fig. 6, the computational complexity of the algorithm
(M so

T = 3) is higher than the scheme with M so
T = 1.

The BER performance for 64-QAM is plotted in Fig. 9; the
tendency is similar to that of the 16-QAM case. However,
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the difference between the performances amplifies with
the increasing SNR for higher-order modulation. Fig. 10
shows the BER curves for 16-QAM with 20 transmitter and
receiver antennas (MT = MR = 20) and one soft symbol
(M so

T = 1). Evidently, the proposed scheme shows the same
performance as that depicted in Fig 7. Fig. 11 shows the
BER curves for 16-QAM with 10 transmitter and receiver
antennas (MT = MR = 10), and the complete LLR values,
which are calculated via repeated DRSDMMSE-PIC (M so

T =

1), for the transmitter symbols (MT = 10) are shown as
well. These results indicate that the SNR performance of the
proposed scheme is higher than that of the others. However,
it results in high computational complexity, and the detection
algorithm depending on the channel and SNR conditions
can be chosen. In conclusion, the proposed scheme and
DRSD MMSE-PIC detector can provide a trade-off between
computational complexity and performance.

V. CONCLUSION
Herein, we proposed a low-complexity MIMO detection
method based on DRSD with ISMMSE-PIC. The DRSD-
based strategy was presented to enhance detection perfor-
mance. The proposed scheme for the rest of the symbols
directly incorporated the ISMMSE-PIC detection method
with the geometric symmetry property to reduce computa-
tional complexity. Through simulations and computational
complexity analysis, it has been demonstrated that our
proposed detector achieves superior performance compared
to the ISMMSE-PIC method, while maintaining comparable
levels of complexity. The detector can provide a trade-off
between computational complexity and performance for
MIMO detection and overcomes the dependence on decoder
performance, unlike ISMMSE-PIC. The scheme is an effec-
tive ISMMSE-PIC-based detection strategy for large-scale
MIMO or massive MIMO systems. As an extension of this
work, we will implement massive MIMO FPGA prototype
and evaluate proposed algorithm in practical MIMO systems
in the future.
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