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ABSTRACT An important issue in competitive energy markets is the accurate and efficient wind speed
forecasting for wind power production. However, wind speed forecasting models developed for one location
usually do not match the other site for various reasons like changes in terrain, different wind speed patterns,
and atmospheric factors such as temperature, pressure, humidity, etc. Thus, introducing a flexible model
that captures all the features is a challenging task. This paper proposes a functional data analysis (FDA)
approach to forecast the site variant wind daily profiles with higher accuracy. Unlike the traditional methods,
the FDA is more attractive as it forecasts a complete daily profile, and thus, forecasts can be obtained in the
ultra-short period. To this end, the wind speed data is first filtered for extreme values. The filtered series
is then divided into deterministic (Component-I) and stochastic (Component-II) components. Component-
I is modeled and forecasted based on the generalized additive modeling technique. On the other hand,
Component-II is modeled and forecasted using functional models such as functional autoregressive (FAR)
and FAR with explanatory variables (FARX). For comparison purposes, forecasts from the traditional
univariate autoregressive integrated moving average (ARIMA), seasonal ARIMA (SARIMA), SARIMA
with exogenous information (SARIMAX), and neural network autoregressive (NNAR) models are also
obtained. For empirical analysis, the wind speed data are obtained from the NASA power project for the site
Canada located in Durham, England, and one-day-ahead out-of-sample forecasts are obtained for a complete
year. The forecasting performance of different models is assessed through different accuracy measures,
namely mean error, root mean squared error, mean absolute error, and mean absolute standard error. The
results indicate that the functional models outperform the classical ARIMA, SARIMA, SARIMAX, and a
deep learning model, NNAR. Within the functional models, the forecasting ability of the FARX is superior
to FAR.

INDEX TERMS Wind speed, forecasting, time series models, machine learning models, functional models.

I. INTRODUCTION
Wind energy is one of the sustainable energy resources
with significant growth potential and is considered a highly
effective energy resource for improving the environment and
atmosphere. Wind speed (WS) is directly related to wind
power and can help meet the increasing electricity demand
in developing and developed countries [1]. Improved WS
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forecasting is an efficient tool for expanding clean energy
sources, which is a dire need in the current era. It directly
affects agriculture, engineering, climate change, weather
prediction, and the power sector. The prediction of wind
flow and weather patterns is important for determining the
location of wind turbines and constructing wind projects in
the engineering field. Weather predictions such as rainfall, air
pressure, temperature, precipitation, humidity, and tornado
warnings can be easily made by studying WS profiles.
Moreover, WS is a natural source of clean energy that
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is inevitable due to today’s climate changes in terms of
the concentration of carbon dioxide in the atmosphere.
Figure 1 reflects a global map of the sporadic nature of WS
profiles for different sites that indicates that WS profiles
are substantially different for different sites.1 Generally, the
forecasting model of WS developed for one site does not suit
the other for various reasons, like changes in terrain, different
wind speed patterns, and atmospheric factors. However, the
generalization capability of the forecasting model can be
improved [2].

For efficient management, accurate wind speed forecasting
is essential to integrate it into the scheduling and dispatch
decisions of the power system operators. Moreover, the
restructuring of the electricity industry worldwide automat-
ically enhances the significance of wind power prediction
to system operators and traders. For proper and balanced
transfer of electricity under load management constraints,
a precise forecast of power generation is important. The trans-
mission system may not be able to transport all of the wind
electricity as wind farms expand in size, and thus, the strain
they exert on the grids likewise expands. Experience around
the globe has shown that precise and trustworthy forecasting
systems for wind energy are universally acknowledged for
promoting clean energy. Short-term WS forecasting helps
in planning the economic load dispatching decisions and is
considered to be the most crucial forecasting horizon. The
literature is very rich in the context of WS forecasting based
on a variety of models. However, these models are generally
site-dependent, which provides a vast space for revising and
studying better and consistent models [3].

Due to the variability and unpredictability of wind, wind
forecasting is an essential element in the operation and
management of wind farms. Accurate wind forecasting
can improve the reliability and efficiency of wind energy
production, reduce operational costs, and avoid curtailment.
To this end, various methods have been proposed for
wind forecasting, including statistical, machine learning,
hybrid, and numerical weather prediction models. Statistical
models, such as time series models and artificial neural
networks (ANNs), use historical wind data and weather
forecasts to generate a statistical model that can predict
future wind conditions and, thus, are extensively used for
wind speed forecasting. For example, [4] and [5] suggested
different models based on ANNs for hourly mean WS data
collected from North Dakota. The forecasting performance
of the ANN models, such as radial basis, adaptive linear
element, and backpropagation, was superior to that of
the classical models. For wind speed prediction, some
studies used backpropagation neural networks by eliminating
seasonal effects from actual WS datasets based on seasonal
exponential adjustment [6], [7], [8]. To better understand
the wind profiles, [9] used eight different strategies for
multi-step forecasting based on machine learning meth-
ods and suggested three methods of merging combined

1source: https://earth.nullschool.net

data-driven input rectification and model output rectification
(COMB-DIRMO) models whose results were better than the
classical methods in the literature. One and two-days-ahead
hourly meanWS forecasts obtained by [10] using a fractional
ARIMA model provide better results than the persistent
models. Machine learning techniques such as support vector
regression (SVR), decision trees (DT), and random forests
(RF) can handle non-linear and complex relationships in data
and be trained using historical wind and weather data to
provide short-term wind forecasts. For example, based on
univariate time series data, [11] applied an SVR model and
used the phase space reconstruction procedure for feature
selection. The accuracy of the suggested SVR model is
compared with autoregressive (AR), autoregressive moving
average (ARMA), and ARIMA models by using Akaike’s
information criterion. Reference [12] suggested an SVR
model for short-term wind speed modeling and forecasting
based on rolling origin re-calibration. Conventional time
series models such as ARIMA, seasonal ARIMA (SARIMA),
and ARIMA-generalized autoregressive conditional het-
eroskedasticity (ARIMA-GARCH) and with weather infor-
mation such asMLR,ARIMA, and SARIMAwith exogenous
variable (ARIMAX and SARIMAX) are also used for
comparison purposes. The practical application of the said
models is evaluated from a data set obtained from the Korea
Meteorological Administration. The results suggest that SVR
significantly outperforms the other models.

Current research trend in wind forecasting aims to
improve the accuracy and reliability of wind forecasting
models by integrating multiple forecasting methods and data
sources. Hybrid forecasting methods that combine numerical
and statistical models have been proposed to improve
wind forecasting accuracy. For example, hybrid models
used least squared support vector machine (LSSVM) and
modified multi-objective optimization algorithms to model
and forecast wind speed [13], [14], [15], [16], [17]. The
suggested model forecasts the wind profiles more accurately
as the parameters are estimated through particle swarm
optimization based on simulated annealing. Reference [18]
proposed a hybrid forecasting model for wind speed using
weather research and forecasting (WRF), ARIMA, and
wavelet neural networks. Reference [19] developed a hybrid
forecasting model based on WRF and a long short-term
memory (LSTM) neural network. For example, [20] proposed
a real-time updating method for short-term wind power
forecasting based on the WRF model and variational data
assimilation techniques, aiming to improve the accuracy
and timeliness of wind power forecasts. The volatility of
patterns in WS is also analyzed by [21] and [22] by using
a model comprising of a combination based on deep learning
and long-short term memory networks which are useful
to remember the long-term patterns and are appropriate
for the turbulent nature of WS profiles. A combination of
linear models to detect linear trends while applying machine
learning models to estimate and predict non-linear trends is
generally effective in forecasting problems. The literature is
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FIGURE 1. The site variant wind speed profiles around the globe.

very rich in the context of building such hybrid models [23],
[24], [25], [26], [27]. The parameter estimation process
becomes unreliable in the presence of extreme observation
in time series. Different techniques are available in the
literature to effectively handle outliers [28]. For example, [29]
suggested the use of strong loss functions and regularization
strategies, like ridge penalties and lasso penalties inside the
Extreme Learning Machine (ELM) framework to lessen the
impact of outliers in the training data, which improves
the effectiveness and precision of ELM training, especially
for wind speed forecasting. To deal with extremes and
spurious noise in time series forecasting, [30] suggested
approach uses a dynamic re-scaled lncosh loss function inside
a neural network framework. Moreover, a flexible scaled
Huber’s loss function in an adaptive robust extreme learning
machine (ARELM) model, which is a outliers handling
technique, is used for wind speed forecasting to reduce the
impact of outliers and data contamination [31].

Furthermore, a systematic review of some current studies
is also discussed in Table 2 [32]. Reference [33] suggested
an ensemble interval-valued method to forecast hourly
WS data based on 1185 WS measurements from the site
Shandong Penglai. For the same site, another short-term
WS forecasting strategy, named the dynamic non-stationary
fuzzy time series model, is developed by [34] to model
and forecast a 10-minute interval WS data consisting of
3006 measurements, and the performance of the model
is evaluated by error standard deviation (ESD), RMSE
and MAPE. A comprehensive comparison among models
including ARIMA, grey model (GM), and machine learning
models including linear regression (LR), RF, and SVR, deep
learning models such as ANN, LSTM, and convolutional
neural network (CNN) is done by [35], which deals with
a 15-minute interval data (1761 WS measurements from
Gansu Province, China), is modeled to forecast WS. The
study concludes that the CNN model outperforms the
competitors based on MSE, RMSE, R2, MAE, and MAPE.
The generalized Gaussian process is adopted by [36] to

model 13140WS 6-hour interval measurements from Central
China. An hour ahead WS forecast is suggested by [37],
modeled by 730 hourly WS measurements from the site
Synoptic Stations in Romania for 2016-2017 based on
calibration models within the framework of generalized
additive modeling (GAM). Another modified multi-objective
optimization algorithm is developed by [38], in which short-
term WS forecasting is done by modeling a 10-minute
interval data including 2880 observations collected from the
site Shandong Peninsula.

Due to its intermittent nature, WS data patterns reflect
much more complex behavior. Precise forecasting can help to
promote renewable energy which is environment friendly and
can assist in operating the energy sector with an optimized
decision regarding the power supply. Thus, this study makes
an effort to track the site variant and intermittent nature ofWS
profiles with non-linear and non-stationary trends using the
FDA approach. An appealing feature of the FDA approach is
that, unlike the traditional methods, it provides forecasts for
an entire day; hence, predictions can be obtained for any time
within a day.

The rest of the article is structured as follows. Introduction
to functional data analysis along with extreme values
treatment is described in section II. Section III provides
details about the general modeling framework. Within this
section, the estimation and forecasting of functional models,
along with their competitors, are also given. An empirical
application of the proposed methodology is provided in
section IV-C, where the results are discussed in detail. Finally,
section V concludes the study.

II. FUNCTIONAL DATA ANALYSIS
In recent years, the FDA has become very popular due
to its significant advantages based on data reduction and
maintaining the identity of the data set. As data collection
methods are much more refined nowadays, this area gets
more attention due to its capability in the context of
big data analysis. A functional datum is a curve or a
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TABLE 1. List of all notations used in the manuscript.

TABLE 2. Systematic review of recent studies.

surface varying over a continuum. Since a function has
infinite points, the functional datum also lives in an infinite
dimensional space. However, in practice, these data are
observed on discrete points. Functional data may or may
not be independent of each other and are useful because
the derivatives are available for further analysis. Since it’s a
curve and not like a scalar quantity, being a single datum,
the problem of multicollinearity is automatically resolved.
It also solves the problem of high dimensionality and removes
the noise from the data. Furthermore, it utilizes the inherent
smoothness of the data. This technique was first introduced

by [39]. The applications of the FDA are available in every
field, including energy, medical, environmental, engineering,
etc. For example, FDA is extensively used for modeling
and forecasting electricity demand and prices [40], [41],
[42], [43], air temperature and precipitation [44], [45],
transportation [46] and so on.

A. WIND SPEED FORECASTING BASED ON FDA
Since the WS profiles contain non-stochastic and non-linear
patterns like extreme measurements, long-term patterns, site
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variant seasonality, and irregular behavior in any short span,
modeling and forecastingWS profiles are challenging. When
a model is trained using a small data set, the results tend
to vary, and forecasting is generally unreliable. However,
the usage of big data requires a suitable reduction technique
which refers to the loss of important features of the data
in terms of information. Thus, such a deficiency can be
controlled using the FDA. This adaptive technique is helpful
for forecasting long-period WS profiles and focuses on
short-term forecasting accuracy. Wind speed profiles are
intermittent and have more complex non-linear patterns, such
as extreme wind speed at different time horizons, as depicted
in Figure 2. The figure indicates multiple traits, such as
long-term trends, seasonal periodicity, and changes in daily
profiles. Incorporating such characteristics into the model
substantially refines forecasting accuracy. To this end, the
original WS time series is prepossessed for extreme values
before modeling.

B. HANDLING EXTREME WS MEASUREMENTS
Extreme measurements are commonly present in the time
series of WS, which directly makes the estimation procedure
challenging and significantly affects the forecasting results.
Thus, identifying and replacing extreme measurements with
optimal values improves forecasting accuracy in such cases.
Figure 3 presents the hourly box plots of WS plotted against
each hour, indicating that there are many extreme mea-
surements in the WS series. Identifying and replacing such
extreme values can be made using several techniques [28]. In
our work, extreme observations are replaced by the shifting
filter on the WS (SFWS) strategy suggested by [47]. The
SFWS is the generalization of the standard deviation filter
on the WS (SDFWS), which operates on a rolling window
of a fixed width rather than the entire time series. Using the
SFWS, the first step divides the time series into P = (N/r)
segments, where N is the total number of observations in
the series, and R denotes the window’s width. Within each
segment, the WS values whose absolute deviation taken from
their sample mean λ̂ is greater than some multiple (e.g.,
1.96 in case of using normal distribution 95% confidence
interval) of the sample standard deviation (SD) are classified
as extreme values. The window then advances r observations,
and the filtering procedure is repeated to identify the extreme
values in the following window. The process is repeated until
all P portions have been addressed using this approach. The
subset, W 0

t , containing WS extreme values, with the rolling
window of width r, is obtained as

W 0
t =

p′⋃
i=1

{Wt : |Wt − λ̂| ≥ 1.96 ∗ SDW }. (1)

Here,Wt denotes the wind speed value at time t, λ̂ represents
the sample mean, and SDW is the standard deviation of
wind speed for each segment. Finally, the subset W 0

t are the
identified extreme values in the specific segment.

Once the extreme values are identified, they are replaced
by average values using different methods. This work,
in particular, replaces the extreme values with the median
value of the associated window.

III. MODELING FRAMEWORK
Consider the WS profile time series is Wt,k where t ∈

N and k = 1, 2, 3, . . . , 24. The WS profile is split into
two components, namely Component-I and Component-II,
denoted by Dt,k and St,k respectively, i.e.,

Wt,k = Dt,k + St,k (2)

where Component-I refers to long pattern Tt,k and yearly
seasonality Yt,k . This can be decomposed in the following
equation:

Dt,k = Tt,k + Yt,k (3)

As the seasons vary region-wise, building an adaptive and
portable model is the key to this study, which is achieved by
capturing the seasonal effect in terms of an indicator variable.
As narrated earlier, the WS profiles are site variants, so this
factor is accommodated to build the suggested model as an
adaptive measure for all sites. The seasons are studied for the
corresponding sites and a dummy variable Ut,k is included to
incorporate such variation. Thus, equation (3) is reformed as
under:

Dt,k = Tt,k + Yt,k + Ut,k (4)

The component Dt,k in equation (4) is estimated and
forecasted using GAM techniques while St,k is based on the
FDA, namely FAR(p) and FARX(p) models. Furthermore,
classical ARIMA and NNAR models are also used as
benchmark models. After modeling both components, the
final forecast is obtained as follows

Ŵt+1,k = D̂t+1,k + Ŝt+1,k (5)

A. AN ADAPTIVE STRATEGY FOR MODELING
COMPONENT-I
The GAM technique is used to model Component-I,
which comprises long-term patterns Tt,k , yearly Yt,k ,
and seasonal Ut,k periodicities. The time series Tt,k
(1, 2, 3, 4, · · · ) which is a function of time t , and Yt,k (1, 2, 3,
4, . . . ., 365, 1, 2, 3, 4, . . . ., 365, 1, 2, 3, 4, . . . ., 366), 365 for
a normal year while 366 for a leap year (if any), are modeled
through smooth functions. Furthermore, the seasonal site
variant accommodator (SSVA), Ut,k such that Ut,k =∑n

i=1 ηi Tt,k where n is a number of the seasons of any
respective site that might be studied. Also, Tt,k = 1 where k
refers to the ith season of the year, or zero otherwise, and the
parameter ηi is estimated by the ordinary least squares (OLS).
When the Component-I is modeled, a next-day forecast is
obtained for T̂t+1,k = T̂t,k , Ŷt+1,k = Ŷt,k and Ût+1,k = Ût,k .
Thus, a day-ahead forecast for Component-I is achieved
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FIGURE 2. Time series plot of WS for the years 2015-2021.

FIGURE 3. Hourly box-plots of canadian WS.

as follows:

D̂t+1,k = T̂t,k + Ŷt,k + Ût,k . (6)

The deduction of forecast Component-I leads to obtaining the
intermittent part of WS profiles called Component-II St,k as

St,k = Wt,k − D̂t,k . (7)

B. A ROBUST STRATEGY FOR MODELING COMPONENT-II
This section provides details on the estimation of
Component-II, i.e., St,k , using the models FAR(p) and
FARX(p). In addition, this section gives insight into

the functional methodology by explaining the functional
principle component analysis technique.

1) THE FDA PARADIGM
FDA refers to the process where the discretized measure-
ments (with or without equal intervals) are converted into
curves based on certain period profiles (e.g., daily, monthly,
or yearly). Thus, to workwithin the FDA framework, wemust
convert the profile into a functional object using a set of
building blocks known as a basis function system (BFS)
[42]. Using the FDA, big data is transformed into small
data without losing any information. The BFS is crucial
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FIGURE 4. Daily functional trajectories of wind speed data measured for the period 2015-2021.

in converting WS profiles into functional data. Hence, St,k
is converted to a functional form referring to the daily
WS profile for the k th day, using Fourier basis functions
(FBF), which is a linear combination of sine and cosine
waves with increasing frequency and generally used for
periodic data. The FBF captures the curves very well and is
also useful in estimating their derivative, which is another
tool for measuring the change in the underlying curves.
Mathematically, the functional data is obtained as

St (υ) =

κ∑
j=1

bjξt,j(υ), υ ∈ ℵ (8)

where bj, (j = 1, 2, 3, . . . ., κ) are the parameters and ξt,j(υ)
are the FBF. An example of functional data of 2192 daily WS
profiles is plotted in Figure 4, where each curve represents a
functional wind speed profile for a single day. This time series
is known as the functional time series (FTS) where one can
investigate the major source of variation among these curves.

Now, assume that St (υ) given in equation (8) is an arbitrary
FTS defined on a common probability space (ψ,ω, π), where
ψ , ω, and π denote the sample space, σ algebra on ψ ,
and the probability measure on ω, respectively. In general,
it is assumed that the functions St (υ) are elements of the
semi-metric and Hilbert space. Furthermore, it is assumed
that functions are the elements of the square-integrable
functions S ∈ ℘2[0, 1] residing in the Hilbert space H
satisfying ||St ||2 =

∫
S2(υ)dυ < ∞ with an inner product

(u, v) =
∫
u(υ)v(υ)dυ ∀ u, v ∈ ℘2[0, 1]. The notation

S ∈ ℘ιH(ψ,ω, π ) is used to indicate for some ι > 0,
E(||St ||ι) < ∞. Note that ι = 1 results in the populationmean
curve λ(υ) = E(S(υ)), and ι = 2 refers to the non-negative
definite covariance operator given as

C(υ, γ ) = Cov[S(υ), S(γ )]

C(υ, γ ) = E[{S(υ) − λ(υ)}{S(γ ) − λ(γ )}]. (9)

The covariance operator C(υ, γ ) in equation (9) allows the
covariance operator of S, denoted by ϱ that can be written
mathematically as

ϱ(υ, γ ) =

∫ 0

1
C(υ, γ )α(υ)dυ (10)

2) FUNCTIONAL PRINCIPAL COMPONENT ANALYSIS
Suppose we have an FTS with k curves denoted by
S⋆1(t), S

⋆
2(t), . . . ., S

⋆
k (t). To study the variation among the

functional curves, we subtract the mean curve first, say λ(t),
i.e., Si(t) = S⋆i (t) − λ(t) where λ(t) =

1
ν

∑k
i=1 S

⋆
i (t) to

get centralized curves Si(t). Suppose the first FPC is αj(t),
we project the curves Si(t) to the first FPC αj(t) so that the
projection is the inner product of two functions Si(t) and αj(t)
where the inner product refers to the integral of the product
of Si(t) and αj(t) in functional space. This projection is called
the first FPC score denoted by dk1 mathematically expressed
as dk1 =

∫
Si(t)αj(t)dt . Our objective is to maximize the

variation for the first FPC score. As Si(t) is a centralized
curve, the sample variance of dk1 will be the sum of the
square of dk1, i.e., we want to maximize

∑
d2k1. To make

dk1 identifiable, we added a constraint that
∫
α2j (t) = 1.

Hence, dk1 represents the strongest and most important mode
of variations from the k curves. In this manner, we obtained
the rest of the j FPCs such that all FPCs are orthogonal to each
other.

To explore the major source of variation among WS
profiles, we need to find some top j number of FPCs which
is generally a small number. Hence, these top FPCs describe
the major source of variation among multiple WS profiles
Sk (t). Thus, the curve Sk (t) is projected to FPC scores for
dimension reduction that projects the infinite function Sk (t)
to finite FPC scores. Using Mercer’s lemma, there is an
orthogonal sequence αj of continuous functions in ℘2[0, 1]
and a non-increasing sequence δj of positive numbers,
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such that

C(υ, γ ) =

∞∑
j=1

δjαj(υ)αj(γ ) (11)

where αj(υ) denotes the jth FPC and δj denotes the jth

eigenvalue in the decreasing order [48]. By the separability
of Hilbert spaces, the Karhunen–Lo‘eve (KL) expansion [49]
of a random process St (υ) is given as

St (υ) = λ(t) +

∞∑
j=1

θj,tαj(υ)αj(γ ) (12)

where θj,t is the jth FPC score defined as θj,t =
∫
χ (υ)αj

(υ)dυt . The principal component scores (PCSs) comprise an
uncorrelated sequence of random variables with zero mean
and variance δj. The expansion facilitates dimension reduc-
tion as the first R terms often provide a good approximation
to the infinite sums. Thus, the information contained in St (υ)
can be adequately summarized by the R-dimensional vector
(δ1, δ2, . . . ., δR). The approximated processes can be defined
as follows:

St (υ) =

R∑
j=1

θj,tαj(υ) + η(υ) (13)

where R denotes the number of retained principal com-
ponents, and η(υ) denotes the error function with zero
mean and finite variance. More details about the FPCA
can be obtained by consulting [50], [51]. In practice, the
mean curve λ(υ), FPCs α(υ), and PCSs θj can only be
estimated through realizations of a random process. Suppose
S1(υ), S2(υ), S3(υ), . . . ., St (υ) are fully observed FTS, then
the estimators for the mean function λ(t) and covariance
operator C(υ, γ ) are given as

λ̂(υ) =
1
ν

ν∑
t=1

St (υ) (14)

Ĉ(υ, γ ) =

∞∑
j=1

δ̂jα̂j(υ)α̂j(γ ) (15)

where δ̂1, δ̂2, δ̂3, . . . . ≥ 0 are the sample eigenvalues
of C(υ, γ ) and [α̂1, α̂2, α̂3, . . . .] are the corresponding
orthogonal sample eigen functions. Reference [52] studied
the estimators mentioned above and concluded that they are
consistent estimators for the weekly dependent processes.
Using the KL expansion, the realizations of the random
process St (υ) can be written as follows:

St (υ) = λ̂(υ) +

R∑
j=1

θ̂j,t α̂j(υ) + η(υ), (16)

3) GENERALIZED FUNCTIONAL AUTOREGRESSIVE MODELS
The autoregressive (AR) models are well-known linear
models where the response variable is regressed over its
lagged values plus a noise term. If the response variable is

functional, the AR model is called functional autoregressive
(FAR) which is one of the best models for modeling the
complex nature of FTS. The optimum value of lag order
denoted by p is crucial to generalize the FAR model as
FAR(p). Mathematically, a FAR(p) model can be written as

St (υ) = λ(υ) +

p∑
i=1

φiSt−i(υ) + Υ (υ) (17)

where Υt (υ) ∈ ν is i.i.d. in ℘2
H. In addition,

E(Υt ) = 0 and φi is linear operator bounded over
mapping ℘2

H → ℘2
H such that equation (17) has a

unique solution. To increase the forecasting accuracy, the
FAR model can include other exogenous variables that
may be scalars, vector-valued, or functional, and thus,
denoted by FARX(p). For given trajectories (S1, S2, . . . ., St )
and exogenous variables

∮ (1)
f ,

∮ (2)
f , . . . .,

∮ (ι)
f , the goal is

to then derive an empirical Ŝt+1. The time-invariant
mean functions λ

(1)
f (t),λ(2)

f (t), . . . .,λ(ρ)
f (t) are assumed

to be stationary for the functional exogenous variables∮ (1)
f (t),

∮ (2)
f (t), . . . .,

∮ (ρ)
f (t). Mathematically, a FARX(p)

model is defined as

St (υ) − λ(t) =

P∑
l=1

ψl(υ)[St−l(υ) − λ(υ)]

+

ρ∑
m=1

φm(υ)[
∮ (m)

f
(υ) − λ

(m)
f (t)] + ηt (υ) (18)

where ηt (υ) is the functional error term and ψl(υ), φm(υ)
are the functional operators of the model. It is important
to note that scalar exogenous variables may also have
some causal influence on the dynamics of the functional
response, in addition to the lagged functional exogenous
variables. Assume that we have ρ scalar exogenous variables∮ (1)
f ,

∮ (2)
f , . . . .,

∮ (ρ)
f with mean λ

(1)
f ,λ

(2)
f , . . . .,λ

(ρ)
f , then the

FARX(p) model can be expressed as follows:

χt (υ) − λ(t) =

P∑
l=1

ψl(υ)[St−l(υ) − λ(υ)]

+

ρ∑
m=1

φm[
∮ (m)

f
−λ

(m)
f ] + ηt (υ) . (19)

The FARX(p) models in equations (18) and (19) are the
generalizations of the model presented in equation (17) with
various numbers of functional or scalar exogenous variables,
respectively. The hierarchy of modeling and forecasting of
equation (17) based on equations (14)-(16) and equation (18)
is adopted which can be visualized in Figure 5. The adopted
process is based on obtaining the FPCA score and FPCA
values by fixing the dimension m. Based on Durbin–evinson
and the innovations algorithm, the vector autoregressive
(VAR) model is applied by fixing the lag p on the FPCA
scores. The unexplained variation from the FPCA values and
the residual from the VAR model is used to get optimum
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FIGURE 5. Flowchart for modeling and forecasting FAR(p) and FARX(p).

values of m and p, which minimizes the ffPE in equation (20)
as explained in the following.

4) AN OPTIMUM VALUES OF p AND m BASED OF ffPE
Choosing an appropriate value of lag p and dimension m is a
crucial part of forecasting FTS using the adaptive technique.
The literature is rich in recommending these values for the
FAR model. For example, the value of m for the FAR was
suggested by [53], which is based on multistage hypothesis
testing. Selecting an optimum number of FPCs for which the
proportion of variance explained by them exceeds a certain
threshold is a usual approach. In this context, a mechanical
and automated technique is suggested for getting an optimum
p and m for the FAR and FARX model, which is based on
minimizing the MSE as studied by [54], called functional
final prediction error (ffPE). Mathematically, the ffPE is
given as

ffPE(p,m) =
t + p× m
t − p× m

Trace(ϑ̂ω) +

∑
j>m

δ̂j (20)

where δ̂j is the jth eigenvalue of C(υ, γ ), ϑ̂ω in (18) is the
covariance matrix of the random vector (ω1, ω2, . . . ., ωm)
and is an unbiased estimator of ϑω. The values ofm and p that
minimize the ffPE are the optimal values that can be used in
the analysis.

C. COMPETITIVE MODELS
For a comprehensive comparison, the proposed models
are compared with the traditional ARIMA, SARIMA,

SARIMAX, and a deep learning method, the neural network
autoregressive model (NNAR), to assess their forecasting
performance [12]. The details for each model are as follows.

1) AUTOREGRESSIVE INTEGRATED MOVING AVERAGE
MODEL
The ARIMA is one of the most commonly applied time series
models for forecasting a univariate time series. ARIMA is the
extended form of the simple ARMA model being a tool that
extrapolates the signal into the future to get forecasts based
on separating signal from noise. It comprises three parametric
parts known as the order of AR, MA, and the number of
differences needed for time series to be stationary, i.e., p, q,
and d , respectively. Mathematically, it can be written as

Wt,k = α′
+ β1Wt−1,k + β2Wt−2,k + . . . .+ βpWt−p,k + υt

+ φ1υt−1 + φ2υt−2 + . . . .+ φqυt−q (21)

whereWt,k = St,k−St−d,k is a d times differences series, α′ is
an intercept term, and βi (i = 1, · · · , p) and φj (j = 1, · · · , q)
are the parameters of AR and MA part, respectively, that are
estimated using the maximum likelihood estimation (MLE)
method.

2) SEASONAL AUTOREGRESSIVE INTEGRATED MOVING
AVERAGE MODEL
The SARIMA model is an extended form of ARIMA,
a powerful technique designed for capturing seasonal patterns
in time series data. It can identify both short- and long-term
connections in the data, integrating the ideas of the ARIMA
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model with seasonal elements. Since WS profiles have
seasonal features that change over time, the seasonal and
non-seasonal patterns are simultaneously included in the
series, which can lower the performance of ARIMA in
the wind power forecasting model. Mathematically, the
SARIMA can be written as

Wt,k = α′
+β1Wt−1,k + β2Wt−2,k + . . .+ βpWt−p,k + υt

+ φ1υt−1 + φ2υt−2 + . . .+ φqυt−q

+21Wt−s,k +22Wt−2s,k + . . .+2PWt−Ps,k

+81υt−s +82υt−2s + . . .+8Qυt−Qs

where2′
is and8

′
is are the parameters of seasonal AR andMA

processes, respectively. Themodel is denoted by SARIMA(p,
d, q)(P, D, Q)s, where (P, D, Q) stands for the seasonal order,
(p, d, q) for the non-seasonal order (the same as the ARIMA
model), and s for the seasonal cycle length. The parameters
of the model are generally estimated using the MLE method.

3) SEASONAL AUTOREGRESSIVE INTEGRATED MOVING
AVERAGE MODEL WITH EXOGENOUS VARIABLE
The SARIMAX model is an expanded version of the
SARIMA with the ability to capture the impact of exogenous
variables in the time series data, leading to improved
forecasting accuracy and providing a better understanding
of the underlying dynamics of the process in many cases.
Mathematically, it can be written as

Wt,k = α′
+β1Wt−1,k + β2Wt−2,k + . . .+ βpWt−p,k + υt

+ φ1υt−1 + φ2υt−2 + . . .+ φqυt−q

+21Wt−s,k +22Wt−2s,k + . . .+2PWt−Ps,k

+81υt−s +82υt−2s + . . .+8Qυt−Qs

+ β ′Xt

where Xt denotes the exogenous variable at time ‘t’ and β ′

represents the coefficient of Xt . The parameters estimation is
done using the MLE approach.

4) NEURAL NETWORK AUTOREGRESSIVE MODEL
Traditional models such as ARIMA become less efficient in
accommodating a large set of input for training purposes,
especially in cases where there are complicated interac-
tions or long-term reliance. Classical theories exploit the
internment nature of complex structured profiles as they are
directly concerned with the strong assumption about data.
Artificial neural networks (ANN) allow complex nonlinear
relationships between the response variable and its predic-
tors. The strength of the Neural Network Autoregressive
(NNAR) Model comes from the parallel processing of data,
which eliminates the need for classical assumptions. As a
result, the network model may be easily chosen based
on the characteristics of the data. ANN includes three
types of layers, namely input, output, and one or more
hidden layer(s) with an activation function that determines
the relationship (represented by sigmoid) between input

(yt−1, yt−2, . . . , yt−p⋆ ) and output (yt ) of a node and network.
The mathematical form of the NNAR model is:

yt = ω0 +

q′∑
j=1

ωjf

ω0j +

p⋆∑
i=1

ωijyt−i

 + ϵt (22)

where w0 and w0j are the biases on the nodes, wj and wij
(j = 1, 2, · · · q′, i = 1, 2, · · · , p⋆,) are the connection weights
between the layers of the model, f (·) is the activation function
of the hidden layer, p⋆ is the number of input nodes, q′ is the
number of hidden nodes, and ϵt is a white noise process, i.e.,

ϵt
iid
∼ N

(
0, σ 2

)
. Furthermore, the sigmoid is based on the

logistic function given as f (x) =
(
1 + e−x

)−1.

IV. OUT-OF-SAMPLE FORECASTING
This section provides details about the data used in this
study. It also discusses different accuracy measures and the
results related to out-of-sample forecasting obtained through
different models.

A. CANADIAN WIND SPEED DAILY PROFILES
To study the intermittent nature of WS profiles, the
hourly wind speed data are collected for the site Canada,
Durham in England from the website of NASA Power2 The
forecasting capability of the adaptive strategy is evaluated
by the WS profiles measured for the period 2015-2021,
consisting of 52,608 equidistant WS hourly measurements
at 50 meters (m/s). A sample of ten daily profiles (24 hourly
measurements per day) are plotted in Figure 6. The figure
shows considerable variation among the daily profiles at
different hours of the day.

For estimation purposes, the hourly WS measurements
are divided into two parts, i.e., the training set contains
43,848 hourly measurements ranging from January 1, 2015,
to December 31, 2020, while the test set has 8760 hourly
measurements ranging from January 1, 2021, to December
31, 2021. The training set is used for model estimation,
while the testing set is used for one-day-ahead out-of-sample
forecasts. The modeling procedure is based on expanding
window methodology and the twenty-four hours ahead
forecasts are calculated for the entire year 2021. The data also
show seasonal variation throughout the year. A sample plot
of the WS profiles for the year 2015 is plotted for different
seasons in Figure 7. The figure indicates that the WS profile
has more variation in winter than in other seasons.

B. ACCURACY MEASURES FOR VALIDATION PURPOSE
To validate the accuracy of the forecasting models, different
error measures are used. In particular, the forecast accuracy of
a model is determined by the mean error (ME), mean absolute
error (MAE), root-mean-squared error (RMSE), and mean
absolute standard error (MASE) which are described in the
following.

2https://power.larc.nasa.gov/data-access-viewer/
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FIGURE 6. A sample of ten daily WS profiles.

FIGURE 7. Season-wise division of WS profiles for the year 2015.

TABLE 3. One-day-ahead out-of-sample WS forecasting performance for
different models.

1) MEAN ERROR
The ME is obtained as the average difference of forecasted
Ŵt,k and originalWt,k series. Mathematically, it is defined as

ME = mean (Wt,k − Ŵt,k )

2) MEAN ABSOLUTE ERROR
The MAE is obtained as the average of the absolute
differences between the forecasted Ŵt,k and observed Wt,k
values. The MAE can be written as

MAE = mean (|Wt,k − Ŵt,k |)

3) ROOT MEAN SQUARED ERROR
The RMSE depends on the scale of the response variable and
is a helpful tool for comparing forecasts of a time series across
various models. It is calculated as the square root of the mean
squared differences between forecasted Ŵt,k and observed
Wt,k data that can be written as

RMSE =

√
mean (Wt,k − Ŵt,k )2
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TABLE 4. p-values of DM test. H0: the forecasting accuracy for the model in the row and the model in the column is the same; H1: the forecasting
accuracy for the model in the column is greater than the model in the row.

TABLE 5. Forecasting accuracy for one-day-ahead out-of-sample WS forecasts for different seasons.

4) MEAN ABSOLUTE STANDARD ERROR
To verify the accuracy of the forecast, we additionally apply
the MASE [55]. Mathematically, it can be written as

MASE = mean

∣∣∣∣∣ Wt,k − Ŵt,k
1

n−1

∑n
k=2

∣∣Wt,k −Wt,k−1
∣∣
∣∣∣∣∣

C. APPLICATION TO CANADIAN WS PROFILES
This section discusses the forecasting performance of dif-
ferent models described in section II-A when applied to the
Canadian WS hourly data. For our functional models, the
whole daily profile is used as a single functional datum,
whereas in the case of ARIMA, SARIMA, SARIMAX, and
NNAR, the univariate series of hourly data are used. The
results for the functional models and the four benchmark
models are listed in Table 3 in terms of different accuracy
measures. This table shows that our proposed modeling
strategy produces considerably lower forecasting errors for
all models, especially for functional models. Note that
the ME is 0.1099 for the traditional ARIMA, which is
higher when compared to the ME value of 0.0910 obtained
by the FAR(p). Comparing the competing models, the
NNAR performs slightly better than ARIMA, SARIMA,

and SARIMAX by producing relatively smaller errors. The
SARIMA performs better than ARIMA and SARIMAX as
the MASE for SARIMA is 14.5241, which is lower than
ARIMA and SARIMAX. Note that both functional models
perform better than the benchmarks as they produce smaller
forecasting errors. For example, looking at the MAE in the
table, the ARIMA and NNAR produced MAEs of 2.226 and
2.2237, respectively, which are considerably higher than the
MAE values of 1.8309 and 1.6626 obtained by FAR(p) and
FARX(p), respectively. Furthermore, Table 3 indicates that
the functional model FARX(p) performsmuch better not only
than the benchmarks but also outperforms the FAR(p). Hence,
the FARX(p) model is overall best for studying and capturing
the intermittent nature of WS profiles. It is worth mentioning
that different naïve methods are also used for forecastingWS;
however, as expected, their forecasting performance was too
low. Hence, their results are not reported in this work.

To further validate the significance of the results listed
in Table 3, The Diebold and Mariano (DM) test [56] is
applied to each couple of predictors given in Table 3 and the
results in the form of P-values are listed in Table 4. From
this table, one can see that both functional models produced
accurate forecasts compared to their competitors. Within the
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functional model, the FARX is statistically more better at
forecasting WS profiles than the FAR.

The WS profiles can be very different throughout the year
as well as in different seasons in a year. To evaluate the
performance of our proposed approaches, we compute the
accuracy measures in terms ofME, RMSE,MAE, andMASE
for different seasons of the year as well as for each month
and the results are listed in Tables 5 and 6, respectively.
The understudy site goes through four seasons, and the
WS profiles vary considerably across seasons, resulting in
different forecasting accuracy errors. For example, looking
at Table 5, which lists the one-day-ahead out-of-sample
forecasting errors for different seasons, one can notice that
the errors vary through all seasons. More precisely, looking
at the MAE values, one can see that the MAE values are
lower in summer than in other seasons. Wind speed data in
summer tends to show more consistent and stable patterns,
which lowers forecasting errors. Although the forecasting
accuracy for all the models is high, the functional models
perform better, especially the FARX(p) model. The FARX(p)
models produce an MAE value of 1.9787 in winter, whereas
1.3100 in summer. Note that functional models provide better
forecasting results in steady weather circumstances and are
adequate to capture these seasonal variations. On the other
hand, both benchmark models produce similar results for
all seasons; however, they are comparatively higher than the
proposed functional models.

Table 6 lists the monthly forecasting accuracy for different
models used in this study. The results suggest that the fore-
casting errors are lower from May to September compared to
the other months of the year. The lowest errors are observed
in June, whereas the higher errors correspond to March.
Comparing the forecasting accuracy of different models, it is
evident that the functional models perform relatively better
than ARIMA, SARIMA, SARIMAX, and NNAR. Within
the functional models, FARX(p) produces better results
than FAR(p). The lowest MAE produced by FARX(p) is
1.4526 for June, whereas 2.0642 produced for October is
the highest MAE value. Overall, the proposed forecasting
procedure performs better by producing considerably lower
errors.

Finally, Table 7 compares the models by listing hour-
specific one-day-ahead out-of-sample forecasting errors for
a whole year. In this table, the accuracy measures obtained
for a specific hour are based on all the same specific hours
during a complete year, with 365 forecasts for each hour.
This table indicates that WS profiles are more stable in the
first half of the day than compared to the second half. The
forecasting errors for the initial hours are comparatively lower
than those in the middle or later day part. The results suggest
that our proposed functional models perform relatively
well compared to classical ARIMA, SARIMA, SARIMAX,
and NNAR. Furthermore, including an exogenous variable
enhances the capability of FAR(p) in terms of FARX(p).
Concerning the minimum forecasting errors, an MAE for
the 1st hour is 0.3867 obtained through FARX(p), whereas

FAR(p) resulted in 0.4263. The errors vary throughout the
day, with a maximum MAE obtained for the 4th hour.
Comparing the results for the classical ARIMA, SARIMA,
SARIMAX, and NNAR, one can see that the NNAR model
performs well for every hour compared to other models.
Moreover, models based on a functional approach outperform
all four benchmarks for each hour of the day in terms of ME,
RMSE, MAE, and MASE.

To summarize the work, one can see from Tables 3
to 7 that the proposed approach is efficient for WS
forecasting and produces considerably lower errors that
demonstrate the usefulness of our modeling framework.
Moreover, the forecasting results show that the functional
forecasting approach is superior to the classical ARIMA and
NNAR methods. Within the functional models, the FARX(p)
performs well compared to its counterpart when applied
without any exogenous information.

Finally, we tried to compare our results with comparable
studies in the literature. Reference [57] used an ANN tech-
nique to forecast the WS for the next hour for Newfoundland,
Canada. This work merges deep learning models with various
hyper-parameters, which are selected using a Bayesian
optimization algorithm. This suggested ANN technique was
compared with support vector machine (SVM), RF, and DT.
The reported results indicate that the ANN technique works
better withMAE 1.09 and RMSE 1.45, which are 60.88% and
70.59% higher than the accuracy measures of our suggested
functional model FAR(p), respectively. Furthermore, based
on single and multiple features selection, [58] proposed five
novel hybrid neural network models, including radial basis
function (RBF), extreme learning machine (ELM), multi-
layer perceptron (MLP), two walvet neural networks (WNN)
trained by improved clonal selection algorithm (ICSA) and
particle swarm optimization (PSO), to forecast the WS for
24 hours ahead using the data for Saskatchewan, Canada.
Among the five developed neural network models based on
single feature selection, the WNN trained by ICSA works
better with MAE 3.3986 and RMSE 4.1489 for March,
which are 40.65% and 36.39%, are higher than the accuracy
measures of our suggested functional model FAR(p) for the
same month. Similarly, among the five developed neural
network models based on multiple feature selection, the ELM
performs better with MAE 6.0130 and RMSE 8.3814 for
March, which are 66.46% and 68.46%, more than the
accuracymeasures of our suggested functional model FAR(p)
for the same month.

D. COMPUTATIONAL COMPLEXITY
Finally, we compare the computational cost for each
model used in our study. For analysis, the programming
environment R, a statistical computing language, is used to
implement the models [59]. The deterministic components,
Component-I, generally required 0.07 seconds to model
and compute one step ahead forecast. This component is
common in the case of FAR, FARX, ARIMA, and NNAR.
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TABLE 6. One-day-ahead out-of-sample WS forecasts: month-specific forecasting errors.

TABLE 7. Hour-specific one-day-ahead out-of-sample forecasting errors.

On the other hand, Table 8 lists the average time (in
seconds) needed for model estimation and a one-step-ahead
forecast for Component-II, which varies among models.

Using ARIMA as a baseline model, the average time required
for a forecast based on SARIMA and SARIMAX models
is 6.75 and 9.03 times longer than that of the ARIMA
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TABLE 8. Average time for a single one-step-ahead forecast.

model. Moreover, the average time required for a forecast
based on NNAR is only 2.55 times longer than that of
the ARIMA model. Lastly, the average time needed for a
forecast based on functional models is 7.48 and 7.65 times
longer than the ARIMA model. Note that the average time is
less than one second for each model, indicating the model’s
computation efficiency. In addition, the GAM library in R is
used to model and forecast Component-I [60]. Furthermore,
the forecast library in R is used for ARIMA, SARIMA,
SARIMAX, and NNAR [61]. The documentation provided
by the packages provides in-depth details on the particular
algorithms utilized in the estimation. Computation times are
based on an Intel(R)-Core(TM) i7-4770 CPU running at
3.40 GHz, which has been used for all computations.

V. CONCLUSION
Modeling and forecastingWS is crucial as it is directly linked
to various fields like agriculture, industry, the power sector,
etc. However, due to the irregular and intermittent nature of
the WS, the forecasting problem is challenging and gained
the researcher’s attention. The WS series generally contain
complex features, like long trends and seasonal behavior, and
they are also considered site variants as their characteristics
vary with different regions. In this context, models developed
for one region are generally unstable for any other site.
To address these issues and to efficiently forecast the WS
daily profiles, this research work proposes modeling the
WS profiles under the paradigm of the FDA. The general
modeling framework is based on extreme values treatment
followed by decomposing WS data into two components.
The first component models and forecasts the deterministic
feature of the WS series, while the second component
addresses the issue of forecasting stochastic variability in the
WS series. For the estimation and forecasting of the second
component, this study proposes the use of functional models
that consider the WS data for a full day as a single functional
datum. This methodology not only bypasses the issue of
high-frequency data but also provides forecasts for any time
within a day. Once both components are estimated and
forecasted, they are aggregated to obtain the final forecast.
To evaluate the performance of the proposed methodology,
wind speed data from the NASA power project for the site
Canada, located in Durham, England, are used. Using the
data, one-day-ahead out-of-sample forecasts are obtained for
a complete year, and the forecasting performance of different
models is assessed through different accuracy measures,
including theME, RMSE,MAE, andMASE. For comparison
purposes, the forecasts are also obtained through the classical
ARIMA, SARIMA, SARIMAX, and NNAR models.

The study findings suggest that the proposed forecasting
procedure is efficient in forecasting WS daily profiles
by producing considerably lower forecasting errors. Both
functional models perform relatively better than the ARIMA,
SARIMA, SARIMAX, and NNAR. The functional model
considering the exogenous information (FARX) produces
better results than its counterpart (FAR). On the other hand,
NNAR produces comparatively better results than ARIMA,
SARIMA, and SARIMAX. In conclusion, the models under
the functional paradigm perform better than the competitors.

Apart from excellent forecasting performance, the current
study has some limitations. Additional meteorological fea-
tures such as humidity, pressure, and temperature are not used
within the models, which could enhance their forecasting
ability. This study focuses on the point forecast, whereas
interval forecast may also be important in many situations.
In the future, the accuracy of functional models can be
enhanced by utilizing more explanatory variables such as air
temperature, relative humidity, sea level, and precipitation
amount. Moreover, other machine learning techniques can
also be compared with the proposed functional models to
assess their performance for WS forecasting.
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