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ABSTRACT Automatic Modulation Classification (AMC) is an essential technology that is widely applied
into various communications scenarios. In recent years, many Machine Learning and Deep-Learning
methods have been introduced into AMC, and a lot of them apply different approaches to eliminate
interference in complex Multiple-Input and Multiple-Output (MIMO) signals and improve classification
performance. However, in practical communication systems, the perfect elimination of MIMO signal
interference is impossible, and therefore classification performance suffers. In this paper, we propose a new
AMC algorithm for MIMO system based on mutual information (MI) features extraction, which does not
require a large amount of training data and the elimination of MIMO signal interference. In this approach,
features based on mutual information are extracted using In-Phase and Quadrature (IQ) constellation
diagrams of MIMO signals, which have not been explored previously. Our method can be effective since
mutual information considers the interdependencies among variables and measures how much information
about one variable reduces uncertainty about another, providing a valuable perspective for extracting
higher-level and interesting features from the data. The effectiveness of our method is evaluated on several
model and real-world datasets, and its applicability is proven.

INDEX TERMS Automatic modulation classification, classifier, feature extraction, mutual information,
entropy, complex MIMO signals.

I. INTRODUCTION
Automatic Modulation Classification (AMC) is an important
technology that provides modulation information of the
incoming radio signals and plays a significant role in
practical civilian and military applications such as cognitive
radio, interference recognition, spectrum management, data
encryption, etc. AMC has gained considerable research
interest in recent years since it aims to automatically identify
the modulation types of wireless communications signals
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without prior information [1], [2], [3], [4], [5]. Among the
various modulation types, quadrature amplitude modulation
(QAM) and phase-shift keying (PSK) find widespread
application in communication systems. Additionally, when
compared to other modulation types, classifying higher-order
QAM poses a greater challenge [6]. Hence, this study
specifically concentrates on high order 16QAM and 64QAM
modulations.

Many modulation classification algorithms have been
proposed for both single-input and single-output (SISO)
systems and MIMO systems and these methods are usually
classified into two major groups: likelihood-based (LB) and
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feature-based (FB). LB methods are based on the likelihood
function and are considered optimal but generally complex to
implement [7], [8]. FB methods depend on feature extraction
and classifier design and compared to LB methods are more
applicable in practical implementations and more popular in
AMC due to the ease of implementation [9], [10]. Various
types of features, such as instantaneous time-domain features,
transform-domain features, and statistical features have been
investigated and used in AMC algorithms [11], [12]. After
extracting the features, the classifier is used to determine
the class of modulated signals. Until now, various types
of classifiers have been used in the classification stage of
AMC, including artificial neural networks (ANN), k-nearest
neighbors (KNN), and support vector machines (SVM) [13].

Recently, numerous machine learning and deep learning-
based AMC methods [2], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [23], [24], [25], [26], [27], [28], [29] have
been developed for the classification of SISO andMIMO sig-
nals. These methods, as demonstrated in recent surveys [30],
[31], [32], [33], [34], [35], show promise for achieving
near-optimal performance with acceptable computational
complexity. Some of these methods use various technologies
to eliminate interference in complex MIMO signals and
enhance classification performance. For instance, in [26] and
[27] authors propose a convolutional neural network-based
zero-forcing equalization AMC method for MIMO systems.
However, it is worth noting that the perfect elimination
of MIMO signal interference cannot be achieved in real
communication systems, and therefore the classification
performance is decreased.

In addition, authors in [36], [37], [38], and [39] have
proposed AMC algorithms for the classification of communi-
cation signals based on information entropy. Entropy, which
measures the uncertainty of signal distribution and represents
the complexity degree of the signal, plays a key role in these
methods. Although these methods are competitive among
other approaches, feature extraction using mutual informa-
tion (MI) can be preferable over Shannon entropy, since MI
considers the dependencies between two or more variables.
Unlike entropy, which primarily focuses on the uncertainty
of individual variables, MI measures how much information
about one variable reduces uncertainty about another [40],
[41], [42]. This nuanced perspective is particularly valuable
for extracting higher-level and interesting features from the
data.

In this work, we propose a new AMC algorithm designed
for MIMO system based on the mutual information fea-
ture extraction. Our algorithm stands out by specifically
extracting features using IQ constellation diagrams of MIMO
signals, a unique approach that has not been explored before.
Furthermore, this method does not require the elimination
of MIMO signal interference and a large amount of training
data.

The rest of the paper is organized as follows. System
model, data set generation and experimental setup are
introduced in section II. In Section III, MI background, the
proposed AMC method, and SVM classifier are proposed.

Section IV contains simulation results that demonstrate the
correctness and validity of our method. Finally, conclusions
are given in Section V.

II. MIMO SYSTEM MODEL, DATA SET GENERATION AND
EXPERIMENTAL SETUP
A. MIMO SYSTEM MODEL
In this paper, we consider a MIMO system that consists
of Ns transmitting antennas and Nr receiving antennas
(Nr≥Ns). Assuming that the MIMO channel is an uncorre-
lated Rayleigh flat-fading and time-invariant channel [27],
the received signal at the n-th sampling moment can be
expressed as:

r(n) = Hs(n) + g(n), (1)

whereH denotesNr×Ns dimensionalMIMO channel matrix,
and it follows circular symmetric complex normal distribu-
tion; r(n) = [r1(n), rNr (n)]

T is the received signal vector with
a size Nr×1; s(n) = [s1(n), sNt (n)]

T is the transmitted signal
vector with a size Nt×1; and g(n) = [g1(n), gNr (n)]

T is the
additive white Gaussian noise vector with a size Ns × 1 [2],
[3], [23].

B. DATA SET GENERATION
Here we consider the system model of the complex multi-
antenna, and the data set generating process is presented in
Fig. 1. Particularly, random data are modulated using various
modulation types, such as binary phase shift keying (BPSK),
quadrature phase shift keying (QPSK), 8-phase shift keying
(8PSK), 16-quadrature amplitude modulation (16QAM),
64-quadrature amplitude modulation (64QAM). The mod-
ulation signal vector, represented as S, with size 1 × N
(where N is the number of symbols, and N = 256, 512,
1024). To ensure a fair comparison, S is normalized with unit
power, i. e., ∥ S ∥

2
2 = 1. After normalization, S is reshaped

into a Ns × N/Ns matrix, represented as [s1, s2, . . . , sNs ],
here si = [si(1), si(2), . . . , si(N/Ns)], i ∈ [1,Ns]; - is the
transmitted signal vector at the i-th antenna.

FIGURE 1. The process of dataset generation.

The received signal vector at the j-th receive antenna
passing through the MIMO channel, is denoted as
[r1, r2, . . . , rNs ], with size Nr × N/Ns, rj = [rj(1), rj(2), . . . ,
rj(N/Ns)], j ∈ [1,Nr ]. Next, the received signal matrix can
be vectorized into a 1× N vector r . Test samples and training
data are retrieved from r . Specifically, the real and imaginary
parts of r : R(r) and I(r) are separated and combined into
a 2 × N matrix [R(r) and I(r)], which is a sample for
training and testing. It should be noted that 6,000 samples
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are prepared for training and 4,000 samples for testing for
each SNR value [24], [26].

C. EXPERIMENTAL SETUP
To evaluate the effectiveness and reliability of the proposed
AMCmethod in real communication scenarios, we conducted
a series of experiments using an integrated software and
hardware complex for data collection of IQ constellation
diagrams. The software component of this complex is imple-
mented in theMatlab+Simulink program,while the hardware
component comprises the Zedboard+AD9361 (Fig. 2). The
Zedboard, connected to the PC via an Ethernet cable, provides
communication between the software component and the RF
module AD9361. The AD9361 RF module is compulsory
as it provides wireless communication between receiver and
transmitter.

FIGURE 2. Transmitter and receiver block diagram.

The transmitting unit of software part consists of a
random bit generator, a modulator, a reshape demultiplexer
device, while the hardware part comprises AD9361 with
2 transmitting antennas.

The receiving unit of the software part accomplishes
multiplexing for vectorization and signal processing for IQ
constellation diagrams. Signal processing, in turn, includes
tasks such as automatic gain control (AGC), frequency
compensation, and timing recovery. The hardware part of this
receiving unit consists of AD9361 with 2 antennas (Fig 2).
IQ constellation diagram values were saved and used for
testing the proposed AMC algorithm. Fig. 3 below illustrates
the hardware part of the experimental setup designed for
receiving and transmitting signals in MIMO channels.

The configuration of the AD9361 RF module was per-
formed using Simulink, and the following parameters were
selected: a frequency of 2.4 GHz, a baseband sample rate of
520.841 kHz. The transmitter and receiver gain parameters
were adjusted to control the Signal-to-Noise Ratio (SNR)

FIGURE 3. The hardware part of the experimental setup.

value. The experimental results confirm our theoretical data
and serve as a qualitative addition to this research.

III. THE PROPOSED AMC METHOD BASED ON MUTUAL
INFORMATION FEATURE EXTRACTION
In this section, we describe the structure of the proposed
AMC method, which is shown in Fig 4. The method consists
of two main parts: feature extraction based on mutual
information I (X;Y ) and SVM classifier. To make it easier
to understand, we introduce the section from three aspects:
MI background, detailed explanation of the proposed method
and SVM classifier.

FIGURE 4. The structure of the proposed AMC method.

A. MI BACKGROUND
In probability theory and information theory, mutual infor-
mation is a basic concept that measures the statistical
dependence between two random variables. Specifically,
it represents the amount of information learned about one
random variable by observing another. Mutual information is
closely related to the entropy because knowing information
about one random variable can decrease the level of uncer-
tainty of another variable. Therefore, a high value of I (X;Y )
shows a substantial reduction of uncertainty, while a low
value signifies a minor reduction. If the mutual information
between two random variables is zero, it indicates that they
are independent of each other [40], [41].

The mutual information between two discrete random
variables X and Y is defined as a double sum:

I (X;Y ) =

N∑
j∈Y

M∑
i∈X

P(i,j)(x, y)log2

(
P(i,j)(x, y)
Pi(x)Pj(y)

)
, (2)

where N is the number of possible values for X and M
is the number of possible values for Y ,P(i,j)(x, y) is the
joint probability density function, Pi(x) and Pj(y) denote the
marginal probability density function of X and Y [40], [41],
[42], [43], [44].
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As explained before, there is a strong relationship between
mutual information and entropy. The following formula
illustrates this relation:

I (X;Y ) = H (X ) − H (X/Y ), (3)

where H (X ), H (X/Y ) are the marginal and conditional
entropies. To comprehend the meaning of I (X;Y ), it is
necessary to explain both entropy and conditional entropy.
Entropy (H ) quantifies the degree of expected uncertainty of
a random variable, and it can be expressed as follows [43]:

H (X ) = −

∑
i

Pi(x)log2Pi(x), (4)

where Pi is the probability of event xi. The conditional
entropy quantifies the amount of uncertainty that a random
variable X has when the value of Y is given, and it can be
defined using the following formula [44]:

H (X/Y ) = −

N∑
i=1

M∑
j=1

P(i,j)(x, y)log2(P(i,j)(x/y)), (5)

where N is the number of possible values for X andM is the
number of possible values for Y ,P(i,j)(x, y) denotes the joint
probability,andP(i,j)(x/y) denotes the conditional probability.

B. THE PROPOSED METHOD
The proposed method involves the extraction of features
based on mutual information (MI) using a histogram of
IQ diagram. The process begins with constructing an IQ
diagram that depicts the complex values ofmodulated signals.
The in-phase component of the received signal is chosen as
variable X , while the quadrature component is denoted as
variable Y . Then, to calculate MI we built histogram (Fig. 5)
of XY plane divided into bins of equal size (1X × 1Y ) with
coordinates i, j. By counting the number k(i,j) of samples in
bin (i, j), MI can be calculated using the following formula:

I (X;Y ) =

kY∑
j=1

kX∑
i=1

(
kij
N

)
log

(
kijN
kikj

)
(6)

To implement the proposed algorithm, the following steps
must be performed:

1. Construct IQ diagram.
2. Build histogram of two-dimensional IQ diagram.
3. MI calculation according to equation (6).
4. In the final step, apply an SVM classifier to identify the

type of modulation.
In Fig. 5, the histogram of the IQ diagrams shows signifi-

cant differences corresponding to the type of modulation. The
point density decreases as the number of symbols increases.

In the literature, several rules have been proposed to select
the number of bins (b), such as the choice of the square
root (where b =

√
N ), the Sturges formula (where b =

1 + log2 N ), the Rice rule (where b = 2N 1/3) [45]. The
comparison of these rules is given in the results.

FIGURE 5. Histogram of IQ diagrams of four modulation schemes at
SNR=25.

C. SVM CLASSIFIER
Various types of classifiers have been used in the clas-
sification stage of AMC until those days. In this work,
we evaluated the performance of selected classifiers based on
their Probability Correct Classification (Table 1) and chose
the SVM classifier.

Support Vector Machine (SVM) is a supervised machine
learning algorithm developed by Vapnik and Chervonenkis
based on statistical learning theory [46]. It is useful for
solving small-sample learning problems and has been suc-
cessfully applied in various fields, including pattern recogni-
tion, regression analysis, and density estimation. SVM using
kernel functions maps the input data into a high-dimensional
feature space, where a nonlinear classification problem can
be treated as a linear one.

By applying the rule of structural risk minimization,
SVM aims to not only reduce classification errors but also
enhance the generalization ability of classifiers. Compared to
traditional Neural Network algorithms, SVM is advantageous
due to its simple structure, high success rates, better
generalization, and small-sample-problem-solving ability.
Detailed mathematical theories of SVM are available in
references [47] and [48].

IV. RESULTS AND DISCUSSION
This section presents simulation results to evaluate the
performance of the suggested modulation classification
scheme. We analyze a MIMO communication system with
Ns = 2 transmitting antennas and Nr = 2 receiving
antennas. A channel with relay fading and AWGN noise is
assumed. Six modulation schemes are considered: BPSK,
QPSK, 8PSK, 16QAM, 64QAM. The extraction of signal
features using mutual information is calculated by averaging
100 simulations using the Monte Carlo method (Fig. 6).
According to Fig. 6, as the number of symbols on the

constellation increases, the distance between the points
increases, which leads to a decrease in the density of points
on the constellation and, consequently, to a decrease in
mutual information. To calculate the probability of correct
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FIGURE 6. Feature extraction based on mutual information under
different SNR.

classification, the following formula is used:

Pcc = Ncc/Nrs, (7)

where Ncc is the number of correctly classified signals, Nrs
is the total number of received signals. Fig. 7 below shows a
comparison of the existing rules for selecting bins.

FIGURE 7. Comparison of empirical rules for selecting bins (N=1024).

According to Fig. 7, the results of the square root and Rice
rule demonstrate better performance compared to the Sturges
rule. This is because, from the perspective of the integral
root-mean-square error, a larger number of bins enhances the
accuracy of the density estimate.

Also, for the proposed AMC algorithm, we assessed the
average probability of correct classification across different
classifiers at SNR from −10 to 15, and we also examined
the simulation time of these classifiers (Table 1). Simulations
were conducted using a computer equipped with an 11th
Gen Intel(R) Core (TM) i5-11400F processor operating at
2.60 GHz and 16.0 GB of RAM. The probability of correct
classification of the classifier is generally considered themost
crucial indicator for evaluating a feature extraction algorithm.
We use five classifiers, including KNN, SVM, Adaboost,
Random Forest (RF) and MLP to classify the original feature

set extracted by our proposed AMCmethod. These classifiers
are evaluated using different methods for determining the
number of bins in a histogram, including Sturges, Rice, and
Square Root. The specific parameter for the KNN classifier
was set as follows: the nearest neighbor number (k) was set
to 5. For the SVM classifier, the kernel function was set as
RBF kernel function. The Adaboost classifier’s parameters
were set with a depth of 10, a learning rate of 0.1, and
10 iterations. The Random Forest classifier had a depth of 9,
a learning rate of 0.1, and 10 iterations. The MLP classifier
was configured with a learning rate of 0.1, and 10 iterations.
According to the data set, the simulation time and average
probability of correct classification of different classifiers are
calculated.

TABLE 1. Performance comparison of classifiers for the proposed AMC
algorithm.

Table 1 reveals that when applying the square root rule,
SVM, MLP, and KNN classifiers achieve the highest average
probability of correct classification compared to the Sturges
and Rice methods. Specifically, SVM classifier leads with the
highest average probability of correct classification, closely
followed byMLP andKNN. On the other hand, Adaboost and
RF classifiers exhibit lower average probabilities of correct
classification across all methods. In terms of simulation
times, KNN stands out as the most efficient among the
three top-performing classifiers, demonstrating shorter times
compared to SVM and MLP. Based on these results, in this
paper, we favor the use of the SVM classifier because
of its highest average probability of correct classification,
prioritizing the sensitivity of feature extraction using MI over
the simulation time of the classifiers.

Fig. 8 presents the simulation results of our proposed AMC
method with a MIMO configuration of two transmit and two
receive antennas (2 × 2). Fig. 8 shows the Pcc curves against
different SNR values for various classifiers, including SVM
andKNNclassifiers. The proposedKNNand SVMclassifiers
based onmutual information is superior to theKNN and SVM
classifier based on HOC, given in [49].

Our proposed future based classifier outperforms classifier
based on HOC and achieves perfect classification at 5 dB
SNR, whereas the compared classifier attains 100% classi-
fication at SNR of 13 dB. We conducted a comparison of the
simulation times between our proposedmethod and theHOC-
based approach. The algorithm execution time for our method
was 0.1 seconds for KNN and 0.56 seconds for SVM, slightly
longer than the HOC-based method, which recorded times of
0.53 seconds for SVM and 0.07 seconds for KNN.
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FIGURE 8. Performance comparison between MI-based and HOC-based
classification methods.

Figure 9 shows the effect of N on the performance of
our suggested method under different SNR values, where
N = 256, 512, 1024. Figure 9 shows that the probability
of correct classification increases with the growth of SNR,
and then stabilizes. The five modulation types BPSK, QPSK,
8PSK, 16QAM, 64QAM are classified correctly with 100%
probability when the SNR is about 5 dB. According to
Figure 9, the probability of correct Pcc classification from
the number of points varies with a small error, since mutual
information is insensitive to the size of the data. Figure 10
below illustrates a comparison of the probability of correct
classification for eachmodulation scheme relative to the other
considered modulations.

FIGURE 9. Average probability of correct classification for different N.

In general, the classification accuracy of QAM signals is
determined better in comparison with PSK signals. Since
with an increase in the modulation order of QAM signals,
the points on the constellation are distributed more evenly.
It is revealed that BPSK signals can be well identified using
the classifier proposed by us even at low SNR = −5 dB.
The QPSK and 8PSK signals can be correctly recognized at
SNR above 3 dB. Perfect 16QAM and 64 QAM detection is
achieved at 5 dB SNR. Figure 11 shows the probabilities of

FIGURE 10. Probability of correct classification (Pcc ) among various
modulation schemes (N=1024).

correct classification of BPSK and QPSK signals obtained
using the experimental setup.

FIGURE 11. Average probability of correct classification of experimental
data.

As shown in Figure 11, the QPSK signal can be correctly
recognized at SNR above 3 dB, as in the theoretical results.

V. CONCLUSION
In this article, we proposed a new classifier based on the
extraction of mutual information features for recognizing
the type of modulation schemes with low SNR for MIMO
systems. This method does not require the elimination of
MIMO signal interference and a large amount of training
data, since our method is more resistant to noise uncertainty
and spatial correlation in MIMO systems.

In addition, it is worth noting that feature extraction
methods based on mutual information were not applied in
AMC algorithms for MIMO systems. Our approach proves
its effectiveness by using mutual information that considers
the interdependencies between variables. The modeling and
experimental results showed that our algorithm can work
properly even at low SNRwith a small number of observation
samples, thereby representing a promising advancement
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in the recognition of modulation schemes within MIMO
systems.
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