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ABSTRACT To meet the demanding requirements of VLSI design, including improved speed, reduced
power consumption, and compact architectures, various IP cores from trusted and untrusted platforms
are often integrated into a single System-on-Chip (SoC). However, this convergence poses a significant
security challenge, as adversaries can exploit it to extract unauthorized information, compromise system
performance, and obtain secret keys. Meanwhile, traditional CMOS features have limitations in addressing
hardware vulnerabilities and security threats, so promising post-silicon technologies offer potential solutions.
Beyond-CMOS technologies offer avenues to fortify hardware security through distinct physical properties
and nontraditional computing paradigms. These advancements bolster authentication processes, enhance
key generation mechanisms, ensure hardware integrity and fortify resilience against side-channel attacks,
hardware Trojans and quantum-resistant cryptography in securing hardware systems. This article provides
a detailed review of hardware security, encompassing the identification and mitigation of threats, the
implementation of robust countermeasures, the utilization of innovative primitives, countermeasures, various
methodologies and distinct features offered by emerging technologies to resist hardware threats. Moreover,
strategies to address challenges, explore future directions, and outline plans for achieving further research
outcomes have been put forth in this field.

INDEX TERMS Dual precharge logic (DPL), fault injection attacks (FIA), hardware wallets (HW), negative
capacitance FET (NCFET), measurement-to-disclosure (MTD), spintronics, sense amplifier-based logic
(SABL), tamper resistance, temporal majority voting (TMV).

I. INTRODUCTION
Cyber-attacks have become increasingly sophisticated and
persistent, targeting both software and hardware vulner-
abilities. The evolving threat landscape in the modern
life of digitization necessitates the adoption of hardware
security measures. Attackers aim to compromise systems
and gain unauthorised access to private information. The
threats connected to the major US healthcare data breaches
disclosed during the COVID outbreak [1]. This highlights
the critical role of hardware security in mitigating such
threats. Moreover, the modern design landscape exhibits
a growing dependence on various components including,
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architectures, intellectual property, and hardware accelerators
embedded in SoCs to enhance the performance of the system.
This reliance further amplifies the need for robust hardware
securitymeasures.With the proliferation of Internet of Things
(IoT) devices and interconnected systems, hardware security
becomes particularly vital. These devices are extensively
deployed in sectors such as critical infrastructure, healthcare,
financial transactions and transportation, where the security
and integrity of the hardware are of utmost importance. Thus,
safeguarding these devices against tampering, unauthorised
access, and potential disruptions is crucial, underscoring the
necessity of hardware security.

With the rapid proliferation of IoT devices, ensuring secu-
rity has become imperative. The inherent vulnerabilities in
IoT systems necessitate powerful security protocols to protect
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FIGURE 1. Forecast of the cyber security market.

against potential threats and breaches. Therefore, prioritizing
ultra-low power consumption and high-speed capabilities,
and addressing security concerns has become an essential
requirement for IoT devices and systems [2], [3], [4]. In mod-
ern times, there has been a significant rise in economic losses
resulting from the escalation of cyberspace, hardware assaults
and breaches in information and communication systems.
The increasing frequency and sophistication of these assaults
pose a significant peril to the integrity and security of critical
platforms. Consequently, mitigating and preventing cyber
and hardware breaches has become a pressing concern for
organizations operating in information and communication
domains, aiming to safeguard their assets, reputation, and
financial stability [5], [6]. Hardware breaches can have
significantly more severe consequences compared to cyber
security attacks, primarily because software inherently relies
presuming that the hardware below isn’t compromised.While
cyber security attacks can cause disruptions and compromise
software systems, hardware breaches have the potential to
undermine the foundation on which software operates. This
fundamental reliance on uncompromised hardware makes it
crucial to prioritize hardware security as any compromise can
lead to widespread vulnerabilities throughout the software
ecosystem. Therefore, the damaging impact of hardware
breaches stems from their ability to undermine the trust
and integrity of the underlying hardware, thereby posing
significant challenges for ensuring the security and reliability
of software systems [7], [8], [9], [10], [11]. As a result,
numerous polls have revealed the expense of cyber security
as shown in Figure. 1 [12].
It’s important to note that attackers continually evolve

their techniques, and new attack vectors may emerge over
time and weaken the effective performance and efficiency
of hardware systems. The various security attacks impact
hardware/software such as Hardware Trojans, supply chain
attacks, side-channel attacks, physical tampering, hardware
key loggers, electromagnetic and photonic attacks, Direct
memory access attacks (DMAA), Hardware Interceptions,
Fault injection attacks, malicious firmware, Hardware based
crypto-attacks, Bus snooping, counterfeiting of IC, machine
learning models are some examples of hardware-related
security attacks.

TABLE 1. List of abbreviations used in this article.

In summary, hardware security is essential for protecting
data, defending against cyber threats, and ensuring the relia-
bility of systems in real-time applications across industries.
It fosters trust, resilience, and compliance with regulations
while mitigating risks in the supply chain. By safeguarding
against unauthorized access and ensuring regulatory compli-
ance, hardware security enhances the overall security posture
of organizations across diverse sectors.

II. LITERATURE REVIEW
Hardware security plays a pivotal role in real-time contexts by
safeguarding sensitive data, thwarting cyber attacks, and bol-
stering the reliability of systems. It provides resilience against
sophisticated threats, ensures compliance with regulations,
and mitigates risks in the supply chain. Through features
like tamper resistance and secure elements, hardware security
maintains data confidentiality, integrity, and availability,
bolstering organizational security across various sectors.

CMOS circuits, designed for stability and consistency,
struggle to generate truly random outputs required for
True Random Number Generators (TRNGs). While they
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may exhibit some variability due to environmental noise
and process variations, this randomness often falls short
of cryptographic standards. Additionally, CMOS circuits
are ill-suited for Physical Unclonable Functions (PUFs),
as theyminimize variations to ensure consistent performance,
hindering the diversity needed for effective PUF function-
ality. Moreover, the sensitive nature of CMOS circuitry
and the intricate interplay of electrical signals make them
susceptible to side-channel attacks, allowing adversaries to
exploit vulnerabilities and extract valuable information.

To overcome these limitations the advantages of
post-CMOS technologies in hardware security stem from
their ability to address the limitations of traditional CMOS
technology while also providing opportunities for the
development of more robust, resilient, and future-proof
security solutions.

The road map to security devices with the unique features
of post-silicon devices has been discussed, along with the
most recent design strategies used by designers to address
security threats, vulnerabilities, and their solutions [13], [14],
[15], [16]. Security experts have been working incredibly
hard to create unique hardware security techniques for all
various types of above-listed attacks [17], [18], [19], [20],
[21], [22].

Addressing the challenges inherent to CMOS technology,
only a handful of review papers have explored selective
hardware primitives, with little focus on resilience against
machine and deep learning models. For the first time, this
article delves into recent advancements in device modelling,
leveraging improved security features, resistance to emerging
threats, and enhanced performance. The overall related works
is summarized in Table 2. The aim is to offer state-of-the-art
countermeasures for threats against hardware security, paving
the way for the development of more robust, resilient, and
future-proof security solutions.

The primary contribution of this paper lies in its
exploration of recent advancements in hardware security
primitives, particularly focusing on enhanced device char-
acteristics such as RRAM, STT-MJT, NCFET etc. For
instance, leveraging RRAM, a TRNG has been engineered to
mitigate vulnerabilities to hardware attacks while enhancing
throughput and reducing power consumption compared to
conventional devices [161] and so forth. Building upon the
foundation laid by previous research, the article introduces
novel enhancements to security primitives, further fortifying
their resilience against machine learning attacks. By shed-
ding light on the symbiotic relationship between hardware
security primitives and machine learning attacks, the article
contributes to advancing the field’s understanding of robust
security solutions in the era of evolving cyber threats.
Moreover, the article paves the way for the development of
more secure and efficient hardware implementations, with
implications spanning across various domains, including
cybersecurity, IoT and beyond.

The presentation of the article is structured as follows.
Firstly, We present a quick explanation of the essential

hardware security properties in Section III. Then the distinct
qualities and most recent developments in post-silicon
technology in section IV. Next describes the hardware
security measures that are regularly employed to counter
security threats along with current developments to mitigate
hardware threats and vulnerabilities with next-generation
computing devices which have been listed in Section V.
Section VI highlights the recent advancements of machine
learning in hardware security. Additionally, some contempo-
rary challenges and prospects in the mentioned areas have
been highlighted in Section VII. Section VIII emphasizes an
overview and discussion of security modules based on post-
silicon devices. Section IX with future research directions.
At last, section X ended with the conclusion of this article.

III. COMMON HARDWARE SECURITY FEATURES
For data processing in electronics to be vulnerable to
numerous risks and vulnerabilities, it is necessary to have
confidentiality, integrity, availability, isolation, reliability,
constant time, and quantitative security features in designing
Hardware Wallets (HW), and Hardware Secure Models
(HSM). Common hardware security properties refer to the
key aspects or goals that are typically desired and pursued
when designing and implementing secure hardware systems.
These properties aim to protect against various threats
and vulnerabilities. These security attributes also lay out
significant constraints to the verification tools for design.
These features aim to help hardware designers and CAD tool
developers reduce the time and cost of developing secure
products by taking into account the latest advancements in
terms of hardware security [13], [23]. Here are some common
hardware security properties:

A. TAMPER RESISTANCE
Tamper resistance is a fundamental hardware security
property that aims to avoid unauthorized physical permission
to the device and protect it from tampering or reverse
engineering. Tamper-resistant hardware employs techniques
such as secure enclosures, anti-tamper coatings, sensors,
and meshing to detect and respond to tampering attempts,
including opening the casing or probing the device. One of
the various kinds of security enclosures the forward integrity
model is followed by a logging system with tamper-evident,
which safeguards the integrity of logging data collected in
former times [24]. Attackers may have the ability to alter
the historical logging data produced, Yet the tamper-evident
system will identify any breach in integrity. Several instances
of tamper-evident systems developed with various tech-
nologies and applications are discussed [25], [26], [27].
For instance, in anti-tampering coatings, the spray coating
technique produced Fluorescence-Structural Colour Photonic
Crystals (FSC-PCs) in a limited period by chemically joining
fluorescent molecules to colloidal particles, a two-sided
security card with different information displayed on each
side depending on the amount of light. Data encryption and
reading are both possible during the light-switching process,
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TABLE 2. Overview of the proposed work with respect to previous works in Beyond-CMOS for hardware security.
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which can be used to present completely distinct information.
The FSC-PCs, which have a quick and easy construction
procedure and special optical characteristics, have enormous
potential for data display and anti-counterfeiting [28]. The
method makes use of temperature readings for evaluation,
where it is desirable to lessen reliance on external measuring
apparatus to facilitate the integration of embedded testing and
activity monitoring. Over the lifespan of a chip. As a first
step toward achieving HT detection through on-chip power
monitoring with a focus on temperature-based analysis,
a completely differential temperature sensor was introduced
in this paper [29]. A temperature sensor designed with
full differential configuration that uses chopper stabilized
amplification was developed by modifying the input currents
in the differential configuration of BJT being utilized as tem-
perature sensors, the suggested two-stage trans-impedance
there has been a modification to the amplifier architecture
built utilizing a chopping technique to mitigate flicker noise,
the signal-to-noise ratio has greatly improved, according to
simulation data [30].

B. SECURE KEY STORAGE
Secure key storage is critical for cryptographic operations
and maintaining the confidentiality and integrity of sensitive
data. Hardware security properties often include mechanisms
for securely generating, storing and managing cryptographic
keys within the hardware device. These mechanisms can
involve dedicated secure elements, hardware-based key
storage, or Trusted Execution Environments (TEEs) that
provide secure isolation for keymanagement. Farha et al. [31]
have made experiments and improvements of SRAM-PUF,
and the use of PUF to secure Zig Bee devices. The
authors have demonstrated the efficacy of SRAM-PUF in
safeguarding keying materials of Zig Bee devices, Whether
through the generation of secret keys or the secure storage
of secret keys in the NVM of the local device, with no
requirement for the installation of additional equipment. The
proposed HSM in [32] eliminates by storing cryptographic
keys and the susceptibility to attacks against these stored
keys is eliminated. The HSM generates the cryptographic
key from sub-components exhibiting similar to multi-factor
authentication, where each factor is an independent authenti-
cator. The proposed scheme improves security by integrating
physical security into digital security. In other words, as long
as either the crypto provider device stays secure or the human
aspect is maintained component stays protected, maintaining
the integrity of the system security. The authors in [33]
implemented a secure monitor for isolation and capability
management, which provides data-flow isolation and control-
flow isolation to protect a COLONY’s data within the context
of memory and CPU and prevent untrusted system software
preventing the circumvention or incomplete execution of
COLONY’s code. The paper also assigns capabilities to
each instance of COLONY to access essential system-level
semantics, do not protect keys from extraction when the

key is at rest and stored in an inactive state. However,
the work produced by Han et al. [34] provided uses with
multiple security features, such as Intel SGX and HSM
commands, to set up a secure channel and restrict to
regulating key attributes of keys within an HSM to control
key usage. ScaleTrust also applies authenticated encryption
to all keys during transmission, which prevents sensitive data
leakage and defends against active attacks manipulating data
messages. Additionally, Scale Trust guarantees encryption
for all keys between the enclave and the HSM, which makes
it resistant to eavesdropping.

C. SIDE-CHANNEL ATTACK RESISTANCE
Side-channel attacks leverage unintended information
leakage during cryptographic operations, such as power
consumption, electromagnetic emissions, or timing mea-
surements. Hardware security properties aim to mitigate
side-channel attacks by implementing countermeasures such
as power analysis resistance, electromagnetic shielding,
randomization techniques, and constant-time algorithms to
eliminate or minimize the leakage of sensitive information.
The proposed technique from the paper [35] uses an
on-demand current equalizer modulating the equalization
current to obscure information about current leakage of the
Advanced Encryption Standards (AES) engine. Additionally,
the on-demand current equalizer is proposed to incorporate a
randomization operation to further enhance the Power Side
Channel Attacks (PSCA) resistance of the cryptographic
engine, unlike former works that enable the randomization
process in the Integrated Voltage Regulator (IVR). This
approach can add additional obfuscation to the current profile
of the encryption engine to enhance its PSCA resistance
without incurring any performance penalty.

D. HARDWARE AUTHENTICATION
Hardware authentication properties focus on verifying the
authenticity and integrity of the hardware device itself. These
properties often involve hardware-based secure elements or
secure boot processes that ensure only trusted and authorized
hardware components are used and that the device hasn’t been
tampered with or modified. The method in the paper [33]
involves modifying the boot loader to load a secure monitor
instead of a secure OS. The secure monitor initiates the
protected environment and loads a secure OS to memory.
The secure OS initiates the secure environment and shifts to
the normal environment to execute a kernel loader. The kernel
loader initiates the loading of a non-secure operating system
and executes it. Upon loading each binary image, the loader
computes the checksum to ensure the integrity of the image.
The booting order remains static, with the secure OS running
first to initialize the platform. The three properties that are
enforced require that the boot loader is loaded from a tamper-
resistant ROM, the secure OS is loaded and initialized before
the non-secure OS, and every time a loader loads a binary
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image, it computes the checksum to verify the integrity of the
image.

E. PHYSICAL UNCLONABILITY
Physical Unclonability is a property that leverages unique
physical characteristics or manufacturing variations in the
hardware to provide device identity and protection against
cloning or counterfeiting. As semiconductor industry’s glob-
alization has produced a convoluted supply chain comprising
numerous contract manufacturers in various nations. Out-
sourced Semiconductor Assembly and Test (OSAT) facilities
are now producing counterfeit semiconductors, overbuilding
chips from foundries and other security-related issues.
Hardware security properties can include measures such as
incorporating PUFs or other hardware-based techniques to
ensure each device has a unique identity that cannot be
easily replicated. So the PUF-SSTF scheme incorporates
PUFs to generate random numbers that are used to scramble
the test response and generate functional keys. PUFs
are used to generate an enormous number of legitimate
functional keys for a millions of IoT nodes, which makes
it difficult for attackers to clone or counterfeit the ICs. The
PUF-based SSTF scheme is a reliable solution for the identity
management of IoT devices post-deployment in the field. The
security analysis for PUF-SSTF covers both test response
locking and functional keys across recognized benchmark
circuits, and the results obtained are comparable with the
CSST scheme [36].

F. SECURE COMMUNICATION INTERFACES
Hardware security properties encompass secure communi-
cation interfaces, including encryption, authentication, and
secure protocols for data transfer. These properties focus on
protecting data integrity and confidentiality during commu-
nication between hardware devices or with external systems,
in many cores with shared memory, the Gossip-Network on
chip (Gossip-NoC), Reinbrecht et al. [37] employ Secure
Zones (SZs) as the defence strategy. The traffic monitors
added by the authors enable the Gossip-NoC routers to switch
from XY to YX when they see unusual activity. Additionally,
Grammatakakis et al. [38] secure the system from unwanted
access to shared memories by utilizing firewalls inside the
Network Interfaces (NIs). Only specific memory locations
are permitted access thanks to the firewall configuration.
Attack attempts are recorded by the NI and sent to the
Security Event Correlation (SEC) agent, a thread on the
host CPU. The Network-On-Chip (NoC) and firewall are
installed in the programmable logic on a Zed board with an
ARM Cortex A9 (host CPU) in use by the authors. The SEC
oversees the protective measures [39].

G. SECURE DEBUGGING AND TESTING
Secure debugging and testing properties involve mecha-
nisms that protect against unauthorized access, tamper-
ing, or exploitation during the development, testing, and

maintenance phases. Hardware security properties may
include secure access control, encrypted debug interfaces,
and secure testing processes to prevent unauthorized indi-
viduals from accessing sensitive areas of the hardware or
injecting malicious code during debugging or testing. The
great controllability and observability that the JTAG standard,
also known as IEEE 1149.1, offers for ICs makes it useful
for debugging and testing. It provides good observability and
controllability for users to access the Test Data Registers
(TDRs) and Boundary-Scan Cells (BSCs) through the
Test Access Port (TAP). As a result, users can test and
debug ICs using a variety of techniques, including post-
silicon debugging, chip reconfiguration, verification, power
management, and clock control [40].

H. SECURE BOOT AND FIRMWARE INTEGRITY
Secure boot and firmware integrity properties aim to ensure
that the device starts up with trusted and unmodified
firmware or software. These properties include measures
such as secure boot processes, firmware encryption, digital
signatures, and secure firmware update mechanisms to
protect against unauthorized modifications or the installation
of malicious firmware. For embedded devices, firmware
encryption can stop the firmware from being read to copy
the device into a fake or to steal the creator’s intellectual
property. Additionally, the integrity is protected to prevent
an attacker from maliciously altering the firmware. In [41]
illustrates a cryptographic concept for implementing Secure
Boot capabilities using the inherent features of a particular
hardware device.

In, summary FSC-PCs promise improved tamper resis-
tance, while fully differential temperature sensors show
potential for detecting hardware Trojans. ScaleTrust’s secure
key storage addresses insider threats and scalability, focusing
on optimization and advanced encryption. Additionally,
lightweight power side-channel attack protection utilizes
on-demand current equalizers for enhanced key resistance.
Trusted execution environments like COLONY ensure hard-
ware authentication, while integrating PUFs enhances IoT
semiconductor security. Future efforts focus on optimization
and advanced designs for stronger security and resilience.
These are some of the common hardware security proper-
ties that help mitigate various threats and vulnerabilities.
Implementing these properties contributes to building robust
and secure hardware systems that can withstand attacks and
protect sensitive data and functionality.

IV. UNIQUE CHARACTERISTICS AND MOST RECENT
ADVANCEMENTS IN POST-SILICON TECHNOLOGY
A. TUNNEL FIELD EFFECT TRANSISTOR (TFETS)
Everyone is indeed required with low-power application
devices and inexpensive transistors are essential for the tech-
nological world of today. A 3 nm MOSFET nanoelectronic
device has just been created by investigators. Even though
MOSFET reduces size and power consumption, there are still
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FIGURE 2. Confrontations and possible solutions.

certain problems because of Short Channel Effects (SCEs)
like a hot electron, channel length modulation, leakage
current, off-state current, threshold voltage roll-off, sub-
threshold slope is more than 60mv/dec, impact Ionization,
Drain Induced Barrier Lowering (DIBL), and some other pro-
cesses. Energy efficient TFETs are regarded as a promising
technology for future generation circuit devices and hardware
security applications in contrast to the conventionalMOSFET
with impeccable characteristics. Having a low sub-threshold
swing < 60mv/dec of an established limit, which implies
that they can more quickly transition between the current
on and off phases, is advantageous for low-power hardware
security applications because it permits operation that is
both energy-efficient and has a sufficient level of perfor-
mance. Because the Ion and Ioff currents weren’t improved
simultaneously, our various classic heterojunction TFETs
couldn’t fulfil the demands for the better performance of
TFETs, but with a Near Broken-Gap Heterojunction (NBGH)
at the source/channel interface, a linearly graded channel
component and a novel Graded-Channel Heterojunction
TFET (GCH-TFET) [42] is presented to aid in the use of
IOT applications [43] and still there are many engineering
techniques used for various applications in all ways..
Comparing TFETs to traditional CMOS transistors surpasses
the restrictions imposed by the CMOS transistor, Because

of this reason it has gained interest among researchers. The
quantum tunnelling process in the TFETs, namely band-to-
band tunnelling (BTBT) across the source-channel interface,
which decreases the short-channel effects and improves the
Subthreshold Slope (SS) lower than 60mv/dec [44], [45].
Inspite of the advantages mentioned above TFET also have
drawbacks such as low-on current, ambipolar conduction, and
random doping fluctuations.Many researchers have proposed
several techniques to overcome these shortcomings in TFETs.
The possible challenges and solutions for these particular
drawbacks are shown in Figure.2 [46], [56]. The other side
of TFET also has some special characteristics that may
make them less vulnerable to specific side-channel attacks,
in the work demonstrated with the TFET SABL makes it
less susceptible to static power side-channel intrusions [47]
and it can be used in the neuromorphic computing like
SpikingNeural Networks (SNNs) based on TFET neurons are
presented for pattern recognition applications, showcasing
its great advantage on energy effectiveness [48]. Still, TFET
can be explored to the strong hardware secure designs
because of its peculiar characteristics like side-channel
attacks counter measures [49], hardware primitives like
physical unclonablemethodologies [50], true random number
generators [51], hardware obfuscations [52] and hardware
Trojans [53], [54], [55].
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Emerging hardware technologies like TFETs and spin-
based devices offer improved hardware security over CMOS.
TFETs resist side-channel attacks and reduce power con-
sumption, though facing challenges in low ON-state current
and complexity. Similarly, TFET-based current mode logic
(CML) reduces power consumption and resists attacks like
DPA, but encounters fabrication complexity and scalability
issues. Spin-based devices provide non-volatile data integrity
but are vulnerable to magnetic field manipulation. Future
research aims to optimize TFET and spin-based device
designs and develop encryption techniques to enhance system
security in IoT and other applications.

B. HYBRID PHASE TRANSITION FET (HYPERFET)
The testability, dependability, and safeguarding of electronic
systems are critical challenges for the protection of human
life with the rapid growth of advanced computing tech-
nologies in all electronic domains. But for the past few
decades, power has become a significant barrier for very large
integrated circuits. The scaling of CMOS technologies in
the past allowed for the payment of functionality increases
in chips by lowering the supply voltage and lowering
transistor capacitance. This opens it for the researchers to
find new paradigms, new physics and new mechanisms to
overcome the limitations of conventional CMOS this helps
to evolve with a new emerging technology called HyperFET.
The working functionality of this device starts with the
novel operation i.e. the strong electron-electron interactions
present, transition metal oxide materials can exhibit a
variety of phases with vastly different electrical, magnetic,
structural, and thermal properties. Electronic controls that
allow for reversible control of these phase transitions may
lead to whole new devices with capabilities beyond those
of current semiconductor technology. At approximately
670 ◦, a metal-insulator transition (MIT) takes place in the
transition metal oxide material VO2. By connecting VO2 to
the source of traditional CMOS devices, hyperFET devices
have recently been shown. These HyperFET showed a sharp
switching slope that was below the ambient temperature
Boltzmann switching limit of 60 mV/dec [57], [58], [59].
This new evolution of functionality opens the applications in
domains like low-power digital applications [60], [61], [62],
neuromorphic computing, coupled oscillators [63], hardware
security applications [64] shown in Figure.3.
It is observed and demonstrated that CMOS technologies

are found to have various disadvantages in terms of power
density and energy resources because of technology scaling,
given the impossibility of obtaining lower threshold voltages
without causing significant leakage currents. So, an alterna-
tive emerging device has shown to overcome that limitations
of the traditional transistor, called HyperFET. It contains the
Phase Transition Material (PTM) connected to the source
terminal of FET as shown in Figure. 4. The PTM will result
in the sudden high impedance (insulator) - low impedance
(metal) transitions to increase the Ion current and to reduce Ioff

FIGURE 3. Cross-sectional view of HyperFET and its applications.

FIGURE 4. HyperFET [60], [61], [62], [63], [64], [65].

FIGURE 5. General I -V characteristics [60], [61], [62], [63], [64], [65].

current which helps to decrease the SS. In the insulating phase
in the absence of electrical stimulation, PTMs often stabilize.
The current flowing through the PTM grows linearly as a
voltage (Vgs) is applied, as demonstrated by the I - V curve in
Figure. 5.
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FIGURE 6. General I -V characteristics [60], [61], [62], [63], [64], [65].

HyperFET circuits reduce power consumption and
enhance hardware security, but novel materials and design
approaches may introduce vulnerabilities. Challenges persist
in balancing performance and security for wearable and IoT
applications. PTM modulated HyperFETs offer higher ON
current and steep sub-threshold curves, requiring meticulous
parameter optimization. Similarly, AlGaN/GaN phaseFETs
with ALD VO2 resistors provide ultralow leakage and steep
sub-Boltzmann switching but face fabrication complexity and
compatibility issues. Despite potential advantages, emerging
devices like HyperFETs encounter limitations in maturity,
cost, and compatibility.

C. CARBON NANOTUBE FET (CNTFET)
The area and power-delay-product (PDP) for CNTFETs
have undergone significant improvements overMOS devices,
which renders them enticing to MOS competitors. Carbon
atoms compose the internal structure of hollow shapes and
cylindrical nanotubes that are referred to as CNTs in a
hexagonal lattice configuration. Conceptually, they resemble
graphene sheets rolled into tubes, where graphene constitutes
a monolayer of carbon atoms organized in a two-dimensional
honeycomb pattern. CNTs exhibit varying diameters and
lengths and are categorized mainly as Single-Walled Carbon
Nanotubes (SWCNTs), featuring a solitary graphene layer,
and Multi-Walled Carbon Nanotubes (MWCNTs), which
comprise multiple layers of graphene tubes nested akin to
Russian nesting dolls. Due to their distinctive structure, CNTs
showcase remarkable mechanical, electrical, and thermal
attributes, positioning them optimistically across a spectrum
of applications encompassing electronics, materials science,
and nanotechnology. The cross-sectional view of CNTFETs
is shown in Figure. 6. Depending on how the carbon atoms
organize themselves, CNTs are likely to be classed into
two groups: metallic (m-CNTs) or semiconductor (s-CNTs).
The non-zero band gap energy found in s-CNTs can be
taken advantage for the production of CNTFETs, which
are compatible with adding to silicon MOSFETs fabrication
process. The CNT has been grown on a surface and plays

out as a channel underneath the control via a gate. Although
the CNT region between the source and drain electrodes
is fervently doped, the CNT region underneath the gate is
undoped. The features of these CNFETs are likely to be the
same as CMOS functionality as well as the regular fabrication
process. In CNTFET the mobility of charge carriers is the
same which helps the voltage transfer characteristics be
symmetrical. Apart from that, the diameter of the CNTs can
be use for figuring out the threshold voltage of a CNTFET.

DCNT = (

√
3a0
π

)(
√
n2 + m2 + nm) (1)

A CNT’s functionality may differentiate between metallic
and semiconductors relying on its chirality (n, m). The
diameter of CNT can be measured as shown in the above
equation (1) where a0 is the interatomic distance between
two carbon atoms. The CNT becomes metallic when
n-m = 3K (K ϵ Z) and n = m; otherwise, it seems
a semiconductor and can be employed as the channel
region of a Nanotube-based device [66]. By the variation in
operational characteristics between a metallic source/drain
and the CNT, multiple kinds of CNTFETs have since been
evolved, all showcasing a high ION /IOFF ratio [67], [68].
There is no guarantee that perfect alignment of the CNTs
during the fabrication process is inevitable. Misaligned CNTs
and metallic CNTs provide critical challenges for CNTFET
circuits which gives improper functionality to designed
circuits. And some other certain inherent variations like
CNT-chirality, CNT-diameter, inter-CNT spacing, transistor
width, gate pitch, gate-dielectric thickness, gate height, and
dopant content [69], [70] These inherent variations in the
CNFETs have been taken advantage to the design of hardware
security models like TRNGs [72] and PUFs [71]. Since
carbon nanotubes possess low off-current tendencies and can
serve as the channel connecting both the source and the
drain in CNTFETs, they harness less power. Further lessening
consumption of power is due to the fact that no current
flows across the source back to the drain which employs
the design for low-power applications in contrast to the
traditional CMOS [73]. This advantage of CNTFET is used
in strengthening the side channel attacks [74].

Integrating the Lorenz chaotic system into CNT-PUF
designs enhances security against machine learning attacks.
However, PUFs based on CNTFETs face challenges such as
manufacturing variability and susceptibility to side-channel
attacks, requiring robust encryption and key management
solutions. Despite offering higher speed and lower power
consumption, CNTFET technology presents security risks
due to process variations and manufacturing defects, necessi-
tating tailored solutions for enhanced hardware security.

D. SPINTRONICS
Spintronics, short for ‘‘spin transport electronics,’’ revolves
around the manipulation of electron spin in electronic
devices. It expands on traditional electronics by harnessing
both electron charge and spin for various applications.
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FIGURE 7. Basic orientation and notation of charge used in spintronics.

In spintronics, electron spin a quantum property analogous
to intrinsic angular momentum is pivotal. In numerous
manners, spintronics diverges in structure compared to
CMOS technology to be put to use in a broad spectrum of
applications. Firstly Spintronics utilizes spin-polarized cur-
rents where electrons possess preferred spin orientations. The
spin orientation and its notation are represented in Figure. 7.
This polarization can be controlled using magnetic fields.
Secondly, materials with efficient spin transport properties
are used, enabling the propagation of spin information over
extended distances. Thirdly electron spin is manipulated
through mechanisms like magnetic fields or spin-orbit
interactions, allowing for control and switching between spin
states. Fourthly spin-polarized electrons are injected into
materials, with changes in spin orientation detected. This
forms the basis of data writing and reading in devices. Finally,
in the applications comprising ferromagnetic layers separated
by an insulating barrier, MTJs serve as non-volatile memory
in applications like MRAM, in the recent advancements
in response to the von Neumann bottleneck challenge,
an innovative approach has been explored replacing conven-
tional computing architectures incorporating sophisticated
sensing circuits and autonomous logic processing units by
adopting a write-in-memory logic paradigm using memory
cells. Nevertheless, this approach faces the drawback of
heightened energy consumption for writing compared to
the established reading energy consumption. To address
this issue, a solution is proposed an ultra-low-power, high-
speed In-Memory Computing (IMC) unit founded on field-
accelerated spin-orbit torque (SOT) magnetic random access
memory (MRAM), leveraging voltage-controlled magnetic
anisotropy (VCMA). The study delves into the magnetization
dynamics of the device by solving a tailored Landau-Lifshitz-
Gilbert equation [83] through a physics-based compact
model. This newly suggested MRAM architecture is put
to the test for operations pertaining to Boolean logic and
a non-volatile full-adder (NVFA), showing its potential
to mitigate energy challenges while enabling advanced
computing functionalities [75]. Spin FETs blend traditional
transistor structures with spin effects, introducing novel
logic and memory functions and these generate microwave
signals via angular momentum transfer and find use in RF
and microwave technologies, the work introduced was a
concise electrical model for Spin-Torque Diodes (STDs)
utilized as continuous-wave (CW) radio-frequency (RF)
detectors. This model integrates the nonlinear resistance

of the STD junction by assessing its current-voltage (I-V)
behaviour, incorporates the input and output impedance of
the STD, and factors in the bandwidth and the impact of
spin-torque gain based on RF input power [76]. Leveraging
spin for advanced logic gates and qubits, with implications
for computing advancements [78]. Spintronics memristors
blend the scalability of spin-transfer torque devices with
the non-volatile features characteristic of memristors. This
combination fulfils the demands of robust data processing
that necessitate high-speed, low-power, & scalable quantum
computation (QC) [77]. Spintronics offers advantages such as
reduced energy consumption, faster data processing, and non-
volatile memory. Its transformative potential spans memory
devices, processors, sensors, and communication systems,
by leveraging electron spin properties for innovation.

1) SPIN TRANSFER TORQUE MAGNETIC TUNNEL JUNCTION
(STT-MJT)
STT-MTJ is a specific kind of spintronic technology of that
falls under the umbrella of spintronics. It entails employing
spin transfer torque for regulating the magnetic moments’
orientation upon an MTJ. Two ferromagnetic layers have
been separated from one another via an insulating tunnelling
wall in an MTJ as shown in Figure.8. The tunnelling current,
which is capable of being utilized for interpreting data in
binary formats, gets impacted by the relative direction of
the magnetic moments within these layers. The magnetic
moments can be altered by applying a current with a certain
spin polarization, permitting data both to be written and read
in memory devices.

STT-MTJ can be understood as a specialized application
of spintronics principles, with its primary emphasis on
harnessing spin transfer torque to achieve specific func-
tionalities, notably in the domains of memory and storage.
Spintronics, however, encompasses a wider spectrum of ideas
and mechanisms that go beyond STT-MTJ, encompassing
various approaches to spin manipulation, spin-based logic,
and more. An STT-MTJ consists of three key components:
two magnetic layers divided by a slender insulating layer.
These layers are typically made of ferromagnetic materials
with distinct magnetic orientations. When an electric current
flows through the MTJ structure, it consists of electrons
with their individual spins. The spin polarization of these
electrons refers to the predominant direction of their spins,
either ‘‘up’’ or ‘‘down. ‘‘The insulating layer between the
two magnetic layers is thin enough to allow a phenomenon
called ‘‘spin-dependent tunnelling’’ to occur. Electrons with
spins aligned parallel to the magnetic layers (e.g., ‘‘up’’ in
both layers) have a higher probability of tunnelling through
the insulating layer than electrons with anti-parallel spins
(e.g., ‘‘up’’ in one layer and ‘‘down’’ in the other). When
a current with spin-polarized electrons flows through the
MTJ, it applies a torque to the magnetic moments of the
two ferromagnetic layers. This torque can cause a change
in the relative alignment of their magnetic orientations. The
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FIGURE 8. STT-MJT a) Device architecture b) Stochastic toggle action.

magnetic layers’ relative orientation affects the tunnelling
probability of electrons, which, in turn, influences the overall
resistance of the MTJ. When the magnetic layers are parallel
(low-resistance (RP) state), it corresponds to one binary
value (e.g., ‘‘0’’).When they are anti-parallel (high-resistance
(RAP) state), it corresponds to the opposite binary value
(e.g., ‘‘1’’) as shown in Figure.8. STT-MTJ devices can
be used for both reading and writing data. To read data,
a small current is passed through the device, and the resulting
resistance can be measured to determine the stored binary
value. To write data, a larger current is applied to change the
magnetic state of the MTJ, effectively switching it between
the low-resistance (RP) and high-resistance (RAP) states,
representing ‘‘0’’ and ‘‘1,’’ respectively [79]. STT-MTJ relies
on the controlled manipulation of electron spins and their
effect on the magnetic layers’ relative alignment to store
and retrieve binary information. The difference between
the resistances is termed as tunnelling magnetic resistance
(TMR) is noted as in equation (2)

TMR =
RAP − RP

RP
∗ 100 (2)

The read stability of MJT depends upon the TMR ratio as
it’s more higher the more stable and accurate in reading
from MJT [79], [80]. By the inherent physical properties
of Utilizing the spin transfer torque mechanism, the MTJ
undergoes state transitions when subjected to a bidirectional
current (I) surpassing the critical current level (IC0 ) [81]

where the critical current is given by equation (3),(4).

IC0 = 2α
γ e
µBg

E (3)

E =
µ0MsHkV

2
(4)

where E is the Potential Energy Threshold,Hk is the Effective
Anisotropy Strength, µ0 is the Permeability of the Void,
Ms is the Full Magnetization, χ is the Relaxation Rate in
Magnetism, γ is the Gyromagnetic Momentum, e is the
Quantum of Charge, µB is the Bohr magneton, V is the
volume of the void, kB is the Boltzmann constant, g is the spin
polarization efficiency factor, T is temperature, τ is switching
duration, τ0 is standard time [81].
The probability function of stochastic switching behaviour

is represented in terms of current (I), critical current(Ic), 1 is
temperature factor and time (T) as equation (5):

p(1, t) = 1 − exp(
−t
τ0
exp[−1(1 −

I
Ic
)2]) (5)

The time it takes to transition between the two operational
modes is expressed as shown below in equation (6):

τ = τ0exp(
E
KBT

(1 −
I
IC0

)) (I > IC0 ) (6)

In STT-MTJ devices, it’s because of important inherent
variations to consider that can be leveraged for security
enhancements. These variations can add an extra layer
of protection against unauthorized access and tampering
like random variability, write and read noise, bit errors,
temperature sensitivity, process variability, magnetic field
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sensitivity, write, read, retention variability etc can make
them more resilient and resistant to a broad spectrum of
attacks, including physical tampering, side-channel attacks,
and unauthorized access attempts. In the paper a novel
neuromorphic spin-based TRNG that relies on the stochastic
characteristics exhibited byMTJs operating in the sub-critical
current regime. In the proposed design, effectively mitigates
the influence of process variations through the incorporation
of a neuromorphic architecture and the integration of an
embedded XNOR operation. Moreover, the TRNG proposal
delivers impressive advantages, including high throughput,
reduced energy consumption per random data bit, as well
as decreased power dissipation and area overhead when
juxtaposed with state-of-the-art spin-based TRNGs, all
attributed to its streamlined and efficient structure [72]. 2T/3T
MTJs serve as a vital component in logic locking when
seamlessly integrated into the circuit. They play a pivotal
role in generating a key combination that is indispensable for
ensuring the correct operation of the circuit. As discussed in
paper [19], logic locking is a strategic method that introduces
novel key inputs and logic elements into the circuit, causing
it to exhibit erroneous behaviour until the precise key
combination is furnished. In the context of MTJ-based
logic locking, these MTJ structures are instrumental in
constructing this crucial key combination. These structures
are meticulously engineered to be sensitive to specific key
parameters, necessitating precise parameter configuration to
enable the circuit to function correctly. This approach is
versatile, finding utility in both combinational and sequential
logic-locking scenarios. So this offers enhanced security
coverage across a broader range of threats when contrasted
with alternative obfuscation techniques like IC camouflaging
and split manufacturing. To mitigate the risk of side-channel
attacks, the authors in paper [47] suggest the adoption of
SABL gates, which have demonstrated superior resistance
to Differential Power Analysis (DPA) when compared to
traditional CMOS gates. Additionally, the proposed TFET
SABL gates further bolster DPA resilience by reducing data
dependencies on device power consumption. Furthermore,
the authors recommend combining logic encryption/locking
with these TFET SABL gates to achieve heightened hardware
security with exceptionally low energy consumption. Overall,
the TFET SABL gates put forth in this proposal exhibit
reduced energy consumption and increased DPA resilience,
positioning them as a promising choice for secure and
energy-efficient cryptographic systems.Within the domain of
SOT-assisted MTJ technology, the MTJ resistance functions
as a distinctive identifier. This resistance undergoes variation
due to diverse process factors, including oxide layer thickness
and TMR ratio, resulting in resistance discrepancies among
individual devices. To authenticate a device, a designated
challenge is applied, enabling the measurement of MTJ
resistance and the derivation of a device-specific response.
This distinct response operates as the device’s unique
signature, meticulously archived as a challenge-response pair
within a database for authentication purposes. The response’s

uniqueness stems from the inherent, unpredictable process
variations inherent to device manufacturing, rendering the
replication or prediction of this response a challenging
endeavour this feature stands as a crucial requirement for
PUF’s, establishing SOT-assisted MTJ as a strong candidate
for PUF implementation [20].

The spin-orbit torque MRAM unit offers security advan-
tages over CMOS but requires further research to address
integration challenges and vulnerabilities. Spintronic devices
like spin-torque diodes and memristors show promise but
need improvements in parameter extraction accuracy and
scalability. A compact model of magnetic tunnel junctions
aims to enhance reliability and security by addressing
fabrication errors and stochastic behaviour. Despite fabrica-
tion complexity, spintronic random number generators offer
secure solutions with lower power consumption, emphasizing
the importance of managing process-induced variations for
reliable security features.

E. MEMRISTORS
Memristors, often referred to as ‘‘memory resistors,’’ belong
to a class of two-terminal non-volatile memory devices
known for their distinctive response to electrical current.
Their primary function revolves around the capability to
retain and modify a resistance state, achieved by applying
voltage or current. This intrinsic feature empowers mem-
ristors to store data in the form of resistance levels. These
versatile devices can function as both switches and digital
memory elements, representing binary data (0’s and 1’s)
through their high and low resistance states, making them
ideal for digital memory tasks. Furthermore, memristors
possess the ability to adapt their resistance in response
to input signal frequency and timing, a critical attribute
for applications in neuromorphic computing and machine
learning. In accordance with the voltage that is given to
an initial memristor device, it could be possible to choose
whether to deploy analogue or digital functionality in a
memristor component, which typically displays a progressive
change in current proportionate to the amount of cumulative
electrical input. The typical diagram of a memristor and its
characteristics are shown in Figure.9. A diffusive memristor
represents a distinct category of memristors by the authors
from the paper [84], relying on the migration of metal ions to
modify its resistance. This process yields stable yet volatile
characteristics and intrinsically unpredictable behaviour.
When exposed to voltage pulses of varying amplitudes, the
memristor’s current response exhibits a random distribution
spanning different ranges. This built-in randomness is
effectively harnessed to develop a bonafide random number
generator (RNG), specifically intended for hardware security
applications. The modulation of the reference voltage (Vref )
holds a central role in shaping the unpredictability of the
TRNG’s output bits. This control is exercised by governing
the likelihood of observing ‘‘0’’ or ‘‘1’’ in the binary
outputs. When Vref experiences an increase, the probability
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FIGURE 9. Memristor’s device architecture and its hysteresis
characteristics.

of obtaining ‘‘1’’ diminishes, while the odds of acquiring
‘‘0’’ rise. Precision in adjusting Vref enables a refined
regulation of output probabilities, converging them toward
the 50% mark, thereby amplifying control over the TRNG’s
randomness. This adaptable Vref setting can be fine-tuned
to suit various practical applications, including applications
in neural networks or random number generation. By main-
taining output probabilities in proximity to 50%, the TRNG
adeptly generates a stream of random numbers at a speed
of 2 kilobits per second, consistently meeting the rigorous
standards set by NIST verification tests. Consequently, the
adjustment of Vref stands as a critical determinant in the
management of the TRNG’s output bit randomness [84].
Memristive memories possess the ability to generate stochas-
tic bit-streams directly within memory, thereby addressing
a longstanding challenge in the cost-effective design of
stochastic computing systems. This innovation eliminates the
requirement for an extra analogue-to-digital conversion step
when processing analogue inputs. As a result, memristive
memories offer the potential to significantly reduce the cost
of bit-stream generation while simultaneously bolstering
the resilience of Stochastic Computing systems against
soft errors [85]. The proposed memristor cell, utilizing
a monolayer AlOx film, demonstrates a unique capability
of exhibiting both analogue and digital resistive switching
behaviour. This cell can effectively replicate typical synapse
functionalities, including Spike Time-Dependent Plasticity
(STDP) and Long-term Potentiation/Depression (LTP/LTD)
in various operational modes. In its digital component,
featuring High and Low resistive states (HRS/LRS), the cell
demonstrates variable levels of accuracy with different power
consumption profiles. Specifically, it achieves approximately
82% and 94% accuracy in the Modified National Institute
of Standards and Technology (MNIST) recognition task.
These findings underscore the potential of the proposed
memristor cell for the development of energy-efficient, prac-
tical, and mixed-precision neuromorphic computing systems,

leveraging AlOx monolayer memristors as a foundational
technology [86]. In addition to its role in memory technology,
memristors find diverse applications in neuromorphic com-
puting [89], hardware security(TRNGs [84] and PUFs [87],
[88]), energy-efficient electronics [90], analogue computing,
sensor technology [91], biomedical applications, quantum
computing, cognitive computing, internet of things (IoT) and
Materials Science.

The study recommends memristors for hardware security
due to their density and power benefits but acknowledges
vulnerability to modeling attacks. It suggests transient
memristors as a solution, offering intrinsic randomness and
advanced security features, with further research required.
Additionally, a proposed TRNG using diffusive memristors
improves security by leveraging physical stochasticity, need-
ing validation for robustness. Memristor-based neuromorphic
systems provide security advantages but require management
of challenges like resistance drift and performance overheads.

F. SILICON NANOWIRE FET(SiNW-FET)
Silicon Nanowire Field-Effect Transistors (SiNW-FET)
exhibit compelling features that render them appealing for
a variety of applications in the realm of nanoelectronic
and beyond. These transistors are characterized by their
minuscule dimensions, operating at the nanoscale, which
facilitates the integration of a multitude of transistors onto
a single chip. This capacity fosters the creation of high-
density, high-performance electronic circuits. At the core of a
SiNW-FET lies an ultra-thin silicon wire, typically boasting a
nanometre-scale diameter, often just a few nanometres. This
silicon wire functions as the conduit for electrical current.
Surrounding the nanowire is an insulating gate dielectric that
serves a dual role, it isolates the nanowire from the gate
terminal and regulates the flow of current along the wire. The
SiNW is further outfitted with source and drain electrodes
positioned at its extremities, facilitating the connection to
external electrical circuits and enabling the seamless passage
of current through the wire, as depicted in Figure.10. The
operational principle of SiNW-FET hinges on the application
of a gate voltage. When a voltage is provided to the
gate terminal (referred to as the gate voltage), it generates
an electric field within the gate dielectric. This electric
field, depending on the specific type of SiNW (n-type or
p-type), either attracts or repels charge carriers electrons or
holes within the silicon nanowire channel. By manipulating
the gate voltage, SiNW-FET can be toggled between two
distinct states the ‘‘on’’ state and the ‘‘off’’ state. In the
‘‘on’’ state, the gate voltage permits the flow of current
through the nanowire, effectively activating the transistor.
Conversely, in the ‘‘off’’ state, the gate voltage obstructs
current flow, deactivating the transistor. Owing to their
nanoscale dimensions and minimized parasitic capacitance,
SiNW-FET exhibits the capability to swiftly transition
between on and off states, rendering them well-suited for
high-speed electronic applications. Furthermore, SiNW-FET
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FIGURE 10. Silicon nanowire cross-section view and its general symmetric characteristics.

can serve as amplifiers of electrical signals. By applying
a modest input voltage to the gate, these transistors can
exert control over a substantially larger current between
the sources and drain electrodes, effectively amplifying the
input signal. Various types of configurations or structures
have been studied in Silicon nanowire FET like double-
gate, omegaa-gate, tri-gate and pi-gate and GAA structures,
among all structures by virtue of the reality GAA offers
better device control, that it boasts a slightly larger band of
conduction energy than other gates and has the lowest leakage
current of any gate [92]. SiNW-FETs can be harnessed to
craft camouflaging gates and polymorphic gates, effectively
concealing layouts and netlists, thereby bolstering intellectual
property (IP) protection. Moreover, SiNW-FETs serve as
a foundation for crafting current/voltage-based circuit pro-
tectors that effectively thwart fault injection attacks. These
circuit protectors are adept at detecting and preventing the
injection of malicious logic into a circuit. Lastly, SiNW FETs
can be leveraged to design a lightweight SymFET-basedXOR
gate, ideal for implementing cryptographic functions that
enhance circuit security. In summary, this article highlights
that SiNW-FETs offer outstanding efficiency and security,
making them a valuable choice for constructing secure hard-
ware circuitry from various studies [93], [94], [95]. TIGFETs
have emerged as a top choice for crafting high-security and
high-performance cryptographic circuits among the various
emerging transistor technologies. Furthermore, it’s worth
noting that TIGFETs uphold a similar level of security
against Side-Channel Attacks (SCA) without any trade-off
in power efficiency and additional spatial demands when
contrasted with CMOS alternatives [96] and this logic is
applied to the AES, the SM4 block cipher algorithm (SM4),
and the lightweight cryptographic algorithm PRESENT
have been implemented using TIGFET-based CML gates.
These implementations have been subjected to a correlation
power attack to assess the enhancement in resilience against
SCA by Liu et al. [96]. Moreover SiNWFETs are used
in wide applications like low power consumption [100],
sensor applications [97], reconfigurable logic [98], high-
frequency applications [99].

The study underscores security challenges with GAA
Nanowire FETs versus CMOS, yet their improved per-
formance offers security potential. Similarly, the dual-gate
silicon nanowire FET enhances gate control and reduces par-
asitic capacitance, bolstering immunity against side-channel
attacks. Reconfigurable circuits, like RFETs, offer security
through logic locking but face vulnerabilities, stressing the
need for robust measures. Silicon nanowire sensors excel in
biomarker detection but grapple with integration challenges
into CMOS

G. PHASE CHANGE MEMORY (PCM)
Phase Change Memory (PCM) is a non-volatile memory
device that uses electrical resistance to alter the phase-change
material’s transit between its amorphous to crystalline phases
to store data. Three essential elements typically make up a
PCM cell called as phase change material, heater element
and read/write electrode. This phase-changing material is
sandwiched between two electrodes, which are frequently
made of metals, in a PCM cell. The ‘‘heater’’ or just
‘‘write’’ electrode is one of these electrodes, and the ‘‘read’’
electrode is the other as depicted in fig.11. A particular
chalcogenide glass substance, often made of components
like germanium, antimony, and tellurium i.e. GexSbyTez,
is at the core of PCM. This particular substance was picked
because of its exceptional capacity to switch quickly and
irreversibly between the amorphous form and the crystalline
form. These materials have distinct electrical resistance
values for each phase that can be used to interpret binary data
as logic ‘0’ and ‘1’. Three different operating modes for the
PCM include writing (programming), reading, and erasing
(rewriting). When writing the data into a PCM cell, a strong
electrical current is run via the heater electrode, which
quickly heats up the PCM. By converting the material from
low resistance to high resistance during heating, a particular
bit value is represented by a change in resistance. A smaller
voltage is provided to retrieve the data from the electrode
in a PCM cell to read information coming from it. It is
possible to ascertain the stored data by measuring the PCM
material’s resistance. A reduced electrical current is provided
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to the heater to erase data, which causes the phase-change
material to transform back from high resistance phase to
low resistance phase as seen in Figure.11. The Analogue
In-memory Computation is a well-known use case for PCM
technology, allowing for the efficient storage of a coefficient
while also supplying the tools to perform matrix operations
inside a memory block. When a voltage xk is introduced
across a PCM device with conductance configured to wj,k
and outputs an electrical current ij,k is equal to wj,k × xk .
The conductance is regarded as constant and unaffected by
the applied voltage in this presumption this methodology is
a well-liked use of PCM technology and in the paper [101]
to suggest a universal training strategy for neural networks
with PCM-based layers. Within the neural network layers,
PCM arrays have been used in numerous applications [102].
The PCM device has DC I-V characteristics of the S-curve
type as depicted in Figure. 11 that make it suitable for
digital applications using ternary logic, with this feature the
implementation of the ternary multipliers and the ternary
SRAM circuits, as well as performance comparisons with
other current designs, are used to show the benefits of
the proposed ternary gates in circuit applications [103].
PCM has been investigated for applications beyond storage-
class memory, including its potential use in the Ternary
Content Address Memory (TCAM), in the neuromorphic
computation and also in the hardware security applications.
Because of the inherent variability during both set and
reset operations, applying the same programming pulse
doesn’t consistently yield the same programmed resistance
in cells. This variability occurs both from cell to cell and
between repeated cycles of the same cell operation [104].
Furthermore, when pulse parameters fall within the midpoint
of those typically used for full set or reset operations, there’s
uncertainty in achieving the High-Resistance State (HRS)
or Low-Resistance State (LRS) [105]. These unpredictable
and variable programming characteristics can be harnessed
to create PUFs. PUFs are hardware devices employed
in applications related to cryptographic security, such as
authentication and identification, and the generation of digital
keys [105], [106], [107], [108], [109], [110].
PCM devices offer high throughput and CMOS com-

patibility for hardware security but face challenges
like voltage-dependent conductances. The study suggests
measurements-based device models and PCM synapses in
neural networks.Memristive devices like PCMhave potential
in hardware security but require robust error correction. The
Hybrid CMOS-PCM Ternary Logic design enhances security
but needs further research on integration complexities.
Despite PCM’s potential for PUFs without tamper-sensing
mechanisms, scalability concerns persist, requiring attention
for more efficient security applications.

H. NEGATIVE CAPACITANCE FET (NCFET)
Over the past few decades, the relentless miniaturization of
CMOS technology has played a pivotal role in reshaping the

world of information processing. This trend, famously encap-
sulated in Moore’s Law by Gordon Moore, predicts that the
transistor density on integrated chips would double roughly
every two years [111]. Consequently, the downsizing of
device dimensions followed the Dennard scaling guidelines
to create high-speedMOS integrated circuits [112]. However,
as FETs continued to shrink in size, a challenge emerged:
the power densities within chips began to rise, leading to
increased power consumption in microelectronic circuits—
a phenomenon often referred to as the ‘‘power dissipation
catastrophe.’’ To sustain a high overdrive voltage and ensure
proper functionality, adjustments to both the voltage that
is applied and the cut-in voltage became necessary as gate
lengths scaled down. Consequently, the leakage current of
transistors saw a significant increase. Unfortunately, scaling
down the supply voltage in proportion was constrained by the
inherent limitations of device operating principles, resulting
in a bottleneck for the development of ultra-low power
electronic devices. Lowering the supply voltage is recognized
as a highly effective method for tackling this issue, chiefly
because the power factor has a quadratic dependence upon
supply voltage. In the scenario of conventional MOSFETs,
the aggressive scaling of the supply voltage (VDD) technique
has encountered fundamental constraints, notably referred
to as the ‘Boltzmann Tyranny,’ which limits reductions to
around 60mV per decade. Hence, to address this limitation
in conventional transistors, a range of devices has been
created, including impact IonizationMOS transistors (IMOS)
[113], [114], Tunnel FETs (TFET) [115], the Nano-Electro-
Mechanical switches (NEM) [116], and the NCFET [117].
The first three devices modify electron transport to over-
come the minimum threshold of 2.3KT/q (where k represents
the Boltzmann constant, T stands for temperature, and q
represents charge), thereby ensuring that the body factor(Vs)
remains less than 1 as represented in the equation (7).

subthresholdswing =
∂Vg

∂log10Id

=
∂Vg
∂Vs

∂Vs
∂log10Id

=
KT
q
log10(1 +

Cs
Cox

) (7)

The NCFET-based device incorporates a ferroelectric
(FE) material within the gate stack of a standard FET as
depicted in Figure.12. Consequently, the internal voltage
of the baseline transistor gets amplified by the FE-layer
because of the internal circuit model equivalent as seen
in Figure.13, leading to a notable enhancement in the Ion

Ioff
ratio and an improvement in the sub-threshold slope (SS) as
shown in Figure.14. Through this (VDD) scaling, NCFETs
demonstrate the potential to overcome the limitations
associated with the Boltzmann tyranny. Based on these
characteristics, various configurations of NCFETs have
been put forward. These include SOI-based NCFET [118],
double-gate type NCFET [119], NC-SpinFETs [120],
[121], two Dimensional based NCFET [122], [123],
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FIGURE 11. PCM a) Device internal architecture b) Demonstrational characteristics c) General DC V-I Characteristics of
PCM [103].

FIGURE 12. Device internal architecture.

FIGURE 13. Equivalent capacitor model.

[124], [125], [126], [127], UTB type NCFET [128], anti-
ferroelectric(AFE) based NCFET [129], [130], Carbon
Nanotube(CNT) of NCFET [131], and nano-wire type of
NCFET [132], among others. These structural variations

FIGURE 14. General Id -Vgs on the y-axis, with logarithmic scale.

are founded on different types of ferroelectric materials,
encompassing inorganic perovskite-type materials like lead
zirconate titanate (PZT) [133], organic ferroelectrics such as
poly (vinylidene difluoride-trifluoroethylene) and P (VDF-
TrFE)) [134], as well as hafnium dioxide (HfO2) doped
with ferroelectric compounds [135]. The characteristics
of the device are greatly improved when diverse archi-
tectures are given pocket doping [136]. In [137] several
novel NCFET configurations, namely the Single Gate
NCFET (SG-NCFET), Highly Doped Single Pocket Single
Gate NCFET (HDSP-SG-NCFET), Double Gate NCFET
(DG-NCFET), and Highly Doped Double Pocket Double
Gate NCFET (HDDP-DG-NCFET). These configurations
were developed through optimization of the ferroelectric
material thickness and various key parameters. With the
fine-tuned scaling parameters to attain specific performance
goals, including achieving an OFF current among them, the
design of HDDP-DGNCFET appears to be a more favourable
solution for low-power applications. Upon examination,
it becomes evident that in the comparative analysis between
SG-NCFET and HDDP-DG-NCFET, the voltage and current
power spectral density is shown to be superior in HDDP-
DG-NCFET [138]. Manchester carry-chain dynamic adder
of 4-bit are capable of achieving 10 times faster than normal
NC-FINFET and 32-bit carry-look-ahead adder circuits
utilizing NCFET technology have been devised, showcasing
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a potential reduction of around 60% in switching energywhen
contrastedwith equivalent FinFET designs operating at aVDD
of 0.7 V [139]. Novel non-volatile D-flipflop designs have
been introduced, leveraging the hysteresis characteristics
of NCFETs. These designs have the potential to deliver
reduced area requirements, lower energy consumption, and
minimized latency [140]. Likewise, memory designs based
on NCFET technology enable straightforward erase, write
and read operations while maintaining ultra-low power
consumption. Furthermore, an NCFET-based compute-in-
SRAM design has been introduced for machine learning
applications, showcasing a remarkable 3-fold reduction in
energy consumption and an 18-fold increase in speed com-
pared to traditional designs [141]. Furthermore, an 8T SRAM
based on NCFET ternary logic has been introduced, demon-
strating non-destructive read capabilities and dependable
write operations [142]. Furthermore, numerous researchers
have delved into the attributes of NCFETs to enhance the
performance of analog circuits and system designs [143],
[144]. A design for an energy-efficient Computing-in-
Memory (CiM) cell, incorporating an NCFET, has been
suggested to bolster computing architectures tailored for
Deep Neural Networks (DNNs). The SRAM CiM design,
utilizing NCFET technology, accomplishes a reduction of
approximately 2.59× and 1.62× in energy consumption
at voltages 0.5V and 0.3V [145], [149]. NCFET devices
exhibit improved characteristics for logic design in the of tfe
3 nm-5 nm range, primarily owing to their steep subthreshold
swing characteristics with this inverter, buffer, basic logic
gates, few basic adders and 3.1× ring oscillator frequency
faster than regular CMOS. Given the increased variations
stemming from the ferroelectric layer, NCFETs exhibit
promising potential and suitability for the development of
hardware security primitives [146]. The NCFET PRESENT-
80 cipher design undergoes evaluation against DPA attacks,
and the findings reveal that the NCFET-based cipher design
exhibits a significantly higher level of resiliencewhen relative
to the baseline CMOS design. It achieves an approximately
fourfold increase in the attacker’s effort ratio and maintains
a low Signal-to-Noise Ratio (SNR) [147], some other
side-channel attacks in CNN model [148].
NCFETs enhance hardware security by mitigating side-

channel vulnerabilities, despite compatibility challenges.
They offer higher ON current and resilience against DPA
attacks, yet optimization is needed for IoT. The CNN model
fusion scheme efficiently combats side-channel attacks, but
ternary logic inverters pose challenges. Overall, NCFETs
show promise, but further exploration and optimization are
necessary.

V. COUNTER MEASURES IN HARDWARE SECURITY
HARNESSING NEXT GENERATION CMOS TECHNOLOGY
System security has become a focal point in both research and
industry over the past few decades. This heightened attention
is partially attributable to the miniaturization of transistors,

the fundamental building blocks of electronic circuits.
This miniaturization enables the assembly of millions of
transistors onto a compact chip. Consequently, the concept
of a SoC has emerged, wherein numerous hardware modules
are seamlessly integrated to create a comprehensive system
within a remarkably small chip, often just a few centimetres
in size. The realm of hardware security encompasses
various research facets, including the creation of securely
designed hardware circuits through secure processes, device
authentication, cryptographic key generation within expan-
sive networks, and the capability to actively monitor and
detect potential attacks during runtime operations. Within
the rapid proliferation in IoT sector, hardware vulnerabilities
encompass a spectrum of concerns, including the alteration
of IP designs, the introduction of malicious elements like
Hardware Trojans (HT), and the inadvertent leakage of
side-channel information, inadequate tampering security
measures, and modifications to PCB designs, among other
potential issues. While a variety of cryptographic algorithms
serve vital functions in safeguarding secret keys, attackers
persistently seek out hardware vulnerabilities as potential
avenues to access sensitive information. In the realm of
contemporary computing systems, the advent of open-source
utilities, both in the commercial and FPGA CAD domains,
alongside an array of cloud services, has ushered in fresh
avenues for remote attacks devoid of any need for physical
proximity to the target. These remote threats bear significant
implications, especially within the context of critical IoT
applications, with the potential to pose life-threatening
risks. The categorization of hardware exploitations seen
in Figure.15 and their corresponding countermeasures is
presented in Figure.16 in a consolidated manner, providing
clarity and ease of understanding.

A. HARDWARE SECURITY MODULES
1) TRUE RANDOM NUMBER GENERATOR (TRNG)
The effectiveness of cryptographic keys hinges on the
quality of RNGs in generating a random number from the
initial seed value. They can produce random numbers from
seed values using a TRNG or a Pseudo_RN_Generator
(PRNG). whereas PRNG are susceptible to predictability if
the underlying algorithm or seed becomes known, as they
rely on deterministic algorithms to generate numbers [150]
and also generate a sequence of random numbers with a
finite yet sufficiently extended cycle, originating from an
initial seed value. Regrettably, in the context of the IoT,
the available options for RNGs are rather limited. This
is primarily due to the constraints posed by the IoT’s
resource-constrained devices, as well as the need to secure
a vast amount of IoT data are playing an ever more crucial
role across various domains, including cryptography, the
field of artificial intelligence (AI), computational analysis
finance, research simulation, and unpredictable computing.
It could potentially create vulnerabilities that enable attacks
to compromise encryption keys, intercept data, and ultimately
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FIGURE 15. Classification of hardware security threats [13].

FIGURE 16. Classification of hardware security countermeasures [13].

FIGURE 17. Flow chart of TRNG’s development and verification procedure [152].

breach devices and communication channel [151]. It is indeed
a need for algorithms that are inherently unpredictable and
non-deterministic mathematical models to create random
numbers from an initial seed state. So in the case of TRNG

designs stemming from solid-state devices typically derive
their randomness from non-deterministic physical processes,
drawing from four distinct sources metastability, thermal
noise, jitter and chaotic map. The general design flowchart of
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TRNG is illustrated as seen in the Figure. 17. Chaos-based
random number generators are ideal for creating TRNGs
due to two key reasons. Firstly, the analog nature of chaotic
circuits requires quantization of their states to produce
random bits, making it impossible to reverse-engineer the
internal state from quantized values. Secondly, like other
analog circuits, chaotic circuits are impacted by noise, which
not only initializes the system but also constantly alters
internal states during operation. An ultra-low power TRNG
employing a sub-range SAR analog-to-digital converter
(ADC). The designed TRNG incorporates both a low-power
adaptive-reset comparator and a dynamic amplifier. The
shared coarse-ADC not only conserves space but also reduces
energy consumption. It serves as both a discrete-time chaotic
circuit and facilitates the selective activation of the fine-SAR
ADC, leading to improved overall energy efficiency. Despite
a 1/4 reduction in data rate after post-processing, the proposed
TRNG achieved an impressive 29.3% power reduction.
Furthermore, it attained a remarkable figure-of-merit (FOM)
of 0.30 pJ/bit, setting a new state-of-the-art benchmark [153].
But in [154] has shown findings reveal that, following the
completion of quantization by the SAR ADC, its residue,
when quantized with a 1-bit quantization, behaves as a
genuine random sequence. This architecture doesn’t impose
any limitations on the typical SAR operation and effectively
serves as both an ADC and a TRNG in the previous work
presented [153] has a consumption of 0.38 pJ/bit, which
is 73% higher than in [154]. Furthermore, it relies on
post-processing to attain high entropy, in contrast to designed
technique, which achieves this without the need for post-
processing. In the recent works a Latch type of TRNGs
are well-suited for broad applications because of their less
power consumption and compact size which can operate
without the need for calibration or a feedback control unit,
effectively improving the noise Vs mismatch ratio [155]. The
proposed work in [156] TRNG derives its entropy from the
jitter noise generated by two free-running current-starved ring
oscillators. These oscillators are energy-efficient and provide
a high throughput. The digitization principle used in this
study for bitline discharge rate is entirely digital and depends
solely on periphery enhancement. It approaches enable to
complete reutilization of commercial bit cells and automated
design through memory compilers. Extensive use of the
existing SRAM array infrastructure allows for the integration
of the entire key generation subsystem with only a 12.7%
increase in area compared to a baseline SRAM [157]. The
study, introduced a unified NVRAM-TRNG that employs
high-voltage transistors to withstand the voltage requirements
during the program and erase operations in NVRAM
mode [158]. To capture jitter noise utilizes a single ring
oscillator (RO) divided into two interconnected stages. The
RO is regulated by a native NMOS transistor to mitigate
the impact of supply voltage fluctuations [159]. A single
approach is employed to create both PUF and TRNG
using a shared entropy source, utilizing analogue-grade

embedded flash memory for reduced power and secure
design [160].
Despite the fact that researchers have worked hard

to produce power-efficient TRNGs utilizing conventional
MOSFET, the IOT industry presents several hurdles and
some of security issues some of which are summarized
below:

• Robustness to process and environmental fluctuations
and a high producing rate are two of the TRNG’s key
characteristics. In contrast, which may lead the adversary
to interfere with the TRNG’s operation and lessen its
unpredictability, an attacker could alter external variables
(such as the temperature and electromagnetic field, for
example).

• Due to the fact that CMOS transistors are not probabilis-
tic switching devices, randomization is produced artificially
utilizing noise signals like thermal noises. Contrarily, newly
developed TRNGs take advantage of probabilistic switching
behaviours that are naturally produced from devices.

• To combat randomness and for security reasons, more
circuitry is needed, which inevitably results in high circuit
overheads and an increase in power consumption.

Due to the limits of conventional MOSFET research has
continued to put time and effort into creating new TRNGs
based on various beyond post silicon technologies. The use
of RRAM primarily brings a new source of entropy to
conventional CMOS TRNGs, harnessing its Non-Volatile
Memory (NVM) attributes to increase chip-to-chip dis-
tinctions and enhance overall security. The 3-D RRAM
in [161] cell showcases a distinctive method of changing
resistance the findings demonstrate that the TRNG achieves
a peak throughput of 1Gbps with less energy consumption.
In another work proposed for high speed and low power,
the main source of entropy is present when RRAMs are
in their OFF states and are using the C2C variability to
generate multiple random bits [162]. The advancements
in semiconductor technologies offer fresh opportunities for
TRNG designs, aiming to achieve reduced power consump-
tion and compact footprints. Unlike transistors, a technology
known as STT-MTJ possesses an inherent property where
the transition between its two magnetic states is inherently
stochastic due to thermal fluctuations. This characteristic
makes it an ideal entropy source. A high-speed TRNG circuit
utilizing STT-MTJ technology has been developed. The
proposed TRNG incorporates feedback control mechanisms
that leverage cell-level parallelism, allowing it to deliver
increased random bit throughput as required by specific
target applications [163]. In an asynchronous TRNG design,
a capacitor discharges simultaneously through multiple STT-
MTJ devices. Once the capacitor’s discharge reaches a critical
level, the final state of the STT-MTJ devices is employed to
extract the generated randomnumber, bolstering its resistance
to process variations [164].

GAA CNTFETs, which feature a high-k insulator and
a metal gate surrounding the channel, offer excellent gate
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TABLE 3. Comparison of various emerging technologies TRNG’s with their energy consumption,throughput and area.

FIGURE 18. Examine of various TRNGs using latest technologies
throughput vs energy consumption.

control. In the context of a hybrid CNTFET/MTJ logic
and a novel TRNG design without the need for additional
subsequent post-processing units, which leverages the non-
deterministic behaviour of MTJs in the sub-critical current
regime, the use of GAA-CNTFETs is proposed. This innova-
tive design’s efficient structure results in both low-power and
high-performance operation [8]. Now researchers in looking
at different TRNG designs employing post-silicon and
CMOS technologies and examining howwell they performed

FIGURE 19. Examine of various TRNGs using latest technologies area vs
throughput.

in terms of area, throughput, and energy consumption. While
the CMOS-based [157] design is inefficient, the improved
design with less consumption and a faster bitrate is shown in
Figure.18 of the work in the reference [168]. Figure.18 and
Figure.19 has been drawn from the values based on Table 3.
In Figure.18, the comparative analysis of throughput and

energy consumption across emerging TRNGdesigns utilizing
CMOS-based technologies reveals significant findings.
Notably, STT-MTJ and RRAM-based TRNGs exhibit
superior performance characterized by lower energy
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consumption and higher throughput. Conversely, TRNG
designs based on conventional CMOS technology demon-
strate compromised performance when juxtaposed with these
emerging alternatives.

In Figure. 19, the examination of bitrate and chip
area reveals that spintronics technology delivers enhanced
throughput within a reduced chip footprint. Conversely,
CMOS TRNG design entails a larger chip area and
demonstrates comparatively inferior throughput performance
compared to STT-MTJ implementations.

The proposed TRNGs offer enhanced hardware security
compared to traditional CMOS-based methods, address-
ing vulnerabilities to side-channel attacks and leveraging
unique physical properties for cryptographic applications.
Challenges such as finite precision in sawtooth maps
and environmental influences on ring oscillator behavior
necessitate future research to enhance robustness andmitigate
vulnerabilities. These TRNG solutions aim to optimize
energy efficiency, reliability, and randomness for secure IoT
and cryptographic systems, offering promising alternatives to
CMOS-based approaches.

B. PHYSICAL UNCLONABLE FUNCTIONS (PUFs)
Physical Unclonable Functions, or PUFs, are being suggested
as a low-cost substitute for huge e-fuses, non-volatile
memory, or other specialized processing processes to per-
manently keep secret keys or offer device authentication
and use integrated circuit manufacturing variances to create
hardware-based cryptographic keys or unique identifiers.
Secure communications, device authentication, and other
security applications frequently use these special keys. It has
been included in several security protocols and systems
to improve authentication and security in RFID systems,
Internet of Things devices, semiconductor devices’ secure
key creation and storing and more. PUF requires three things
to be valid: uniqueness, unpredictability, and reliability.
The data map’s distribution and percentage are tracked by
randomness, its uniqueness validates the encryption device’s
irreplaceable nature and its dependability demands that it
repeats the same pattern in various settings.

The uniqueness metric for a PUF by considering the
average Hamming distance between pairs of responses
from different CRPs, normalized by the number of CRPs
and the length of the responses. It provides a quantitative
measure of the PUF’s uniqueness, indicating how effectively
it can generate distinct responses under different challenges.
A key metric for assessing PUF responses’ dissimilarity
across instances is the Inter-Hamming Distance (HDinter ).
High uniqueness, as measured by (HDinter ), is crucial for
PUF security. The ideal value for (HDinter ) is 50% and
its corresponding mathematical expression is shown in
equation (8).

uniqueness =
2

k(k − 1)

k−1∑
k=0

k∑
j=j+1

HD(RiRj)
N

∗ 10 (8)

‘k’ is the total number of challenge-response pairs (CRPs),’N’
Length of the PUF response, measured in bits and HD(Ri,Rj)
denotes the Hamming distance between two PUF responses,
Ri,Rj from different CRPs.

PUF reliability refers to its ability to maintain consistent
responses despite environmental changes. To gauge this, Intra
Hamming Distance (HDintra) is used, with an ideal reliability
value of 100% and its value is shown in equation(9).

reliability =
1
s

s∑
t=1

HD(Ri,Ri,t )
N

∗ 100 (9)

Uniformity is a measure of a PUF’s unpredictability, ensuring
that responses remain unpredictable for any given challenge,
even with prior circuit knowledge. The ideal uniformity value
is 50%, reflecting an equal proportion of ‘1’ and ‘0’ in the
responses, it’s represented as in equation (10).

uniformity =
1
n

n∑
j=1

Rj,1 ∗ 100 (10)

The wide classification of PUFs design by varying sources
of entropy, circuit topologies, and architectural designs has
been figured as shown Figure. 20. Acoustic PUFs and optical
PUFs are some examples of non-electronic PUFs that can be
grouped according to the kind of material. For optical PUFs,
the laser’s position functions as a challenge-response pair
(CRP) [173]. An Acoustical signal or stimuli, like a sound
wave or sonic pulse, is usually emitted by an acoustic PUF
device. The internal parts of the device are in communication
with this signal a unique approach to device identification that
uses acoustic signals as a challenge-response framework to
fingerprint MEMS sensors [174].

The intrinsic PUF is a circuit for generating random
numbers that depends on the difference in operation charac-
teristics caused by process fluctuations. According to their
respective operating principles, it is primarily classified as
either delay-based or memory-based. The PUF’s efficacy
depends on how many CRPs it can produce with a single
device. Strong PUFs can accommodate a significant quantity
of CRPs, to the extent that reading all CRPs within a
reasonable timeframe becomes impractical. Weak PUFs are
characterized by their limited capacity for CRPs, often
accommodating only a small number or none at all. Strong
PUFs encompass arbiter and ring oscillator-based PUFs.
Variations in manufacturing lead to timing differences
between two paths in an IC, but in designing topologically
and functionally identical with this arbiter PUFs (A-PUF)
utilize to generate a one-bit output response. A-PUF is
extensively studied due to its efficiency, requiring fewer
hardware resources than RO-PUF and providing a larger
challenge-response space than memory-based PUFs such as
multiplexer-Based Arbiter PUF [175], Arbiter PUF (A-PUF)
[176], Exclusive-OR (XOR) PUF [177], and Lightweight
Secure PUF (LSPUF) [178], feed forward PUF(FFPUF)
[181] irrespective of wide variety of arbiter PUFs used in
different applications with different topologies. The A-PUF
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FIGURE 20. Wide variety classification of PUFs design.

circuit is susceptible to incremental delay software modelling
risks [179]. A-PUF faces challenges in uniqueness and
dependability due to physical layout constraints, particularly
on FPGAs. To address these issues and other limitations
described in [180], FFAPUF is introduced with a com-
pact design, high uniqueness, and reliability, suitable for
FPGA implementation. A-PUF on FPGAs faces issues
with vulnerability to machine learning (ML) attacks and
diminished uniqueness. An adversary can emulate the PUF by
constructing a mathematical model with a few CRPs. Various
ML modelling attacks, such as covariance matrix adaptation
evolution strategies (CMA-ES), logistic regression (LR),
Support Vector Machine (SVM), and Artificial Neural
Network (ANN) [183] and some other attack models were
employed in investigations to identify the issues towards
robustness. This ML attack’s advantage stems from employ-
ing a divide-and-conquer strategy [182]. LR is a potent
attack on XOR APUF due to its gradient-based optimization
and utilization of the mathematical model. DNN, being a
formidable black box attack, is intriguing for study as it
doesn’t rely on a PUF’s mathematical model. CMA-ES,
on the other hand, is a gradient-free algorithm, setting it
apart from gradient-dependent methods like LR [186]. The
following Table 4 lists the APUF designs according to area,
uniformity (UF), originality/uniqueness (UQ), and reliability
(RE). Accuracy results of attack models for the different
topologies of A-PUF designs and comparisons with prior
FPGA-based A-PUF variants were examined as lists in
Table 5.
Current PUF designs use CMOS-based technology’s

intrinsic noise and manufacturing variances as entropy
sources. For security applications, CMOS technology is
constrained by its low entropy and randomness. Spin-
tronics, RRAM, CNTFET an emerging tech, pledges
increased integration densities, lower power use, quicker
data processing and more resilience to ML assaults. Novel

sources of randomness and noise in emerging nanoelectronic
devices facilitate the creation of highly efficient and robust
PUFs [201]. Putting forth a novel Strong PUF (MPUF) based
on Parallel MRAM that takes advantage of process-induced
randomization in MRAM cells. Strong non-linearity is
introduced by the use of an Array Selection Circuitry (ASC),
which greatly increases secrecy potential (with maximum
retrieved secure bits) and improves defence against ML
assaults [192]. Multiplexers are positioned strategically in
the symmetric routes of the APUF within the column region
of the memory subarray to achieve minimally invasive
access from a 1T-1R RRAM APUF memory subarray [193].
Usually, the embedded ring oscillators (ROs) generate
responses based on comparisons of measured frequencies.
The best design approach would be to develop an RO-PUF
that has a high response bit generation capacity. This
modification might strengthen RO-PUFs while expanding
the size of CRPs, strengthening their security features
even more. Expanding the CRPs in traditional RO-PUF
increases hardware requirements due to a linear relationship.
To mitigate hardware consumption, researchers often use
a configurable RO-PUF to enlarge response bits without a
significant rise in hardware resources. At first, every step
of every RO had a MUX, resulting in a programmable RO,
subsequently an improved CRO-PUF design, MUX-based
CRO-PUF have been put forth to expand the size of CRPs
that are generated [202], hybrid logic gate CRO-PUF [204].
Utilizing strengths and weaknesses from prior works for
secret-key-based applications in security, the RACRO-PUF
architecture shows promise as it exhibits robustness against
four ML methods and offers significant improvements
in CRP size, hardware utilization, and performance met-
rics [203]. Regarding circuit density and the per-CRP bit, the
hn-CRO PUF is more economical than conventional CRO
PUF designs. The suggested hn-CRO PUF is validated by
Monte Carlo simulation findings achieved using UMC 65 nm
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TABLE 4. Compare hardware resource usage and metrics for various PUF designs.

technology with a compact RRAMmodel [205]. A suggested
modular modulus technique aims to enhance the resilience
of machine learning attacks while addressing the constraints
of scalability and controllability [206]. Because they feature
a restricted quantity of CRPs, memory-based PUFs are
categorized as weak PUFs. Many SRAM-PUF, PICO-
PUF [207], and DRAM-PUF designs were used to create
these memory-based PUFs use the mismatch between the
flip-flops or transistors to get a 1-bit response. A number of
current approaches, including bit masking, Oxide Breakdown
(BD), Temporal Majority Voting (TMV), Bias Temperature
Instability (BTI), Error Correction Coding (ECC) and others,
are implemented in the current PUF designs To increase
reliability, it raises the area overheads [209] and, as a
result of the device’s propagation delay and drain from
the source current contraction, eventually reduces SRAM
cell performance still CRPs is a limitation. Therefore, a
2D sequence-dependent SRAM PUF is designed [208] that
increases the CRPs is designed. Large amounts of power
are consumed by traditional CMOS PUFs, A PUF design
for all-spin circuits based on STT-mCell technology a linear
feedback shift register (LFSR) with K stages is used [210].
A unique PUF design and generation scheme that uses
resistive random access memory (RRAM) cells’ inherent
program-time variation as an entropy source as CMOS is
vulnerable to secure communication [211]. As conventional
CMOS is also suffering from scaling constraints a high level
of reliability was attained by an RRAM PUF based on two
transistors two RRAM (2T2R) cells [212].

PUFs exploit inherent physical variations in integrated
circuits for cost-effective and energy-efficient hardware
security, eliminating secret key storage. While configurable
Ring Oscillator PUFs offer efficiency, they require robust
error correction due to vulnerability to environmental vari-
ations. PUFs address hardware security concerns but may
be susceptible to modeling attacks, necessitating additional
safeguards. Integration of resistive memory-based PUFs
enhances reliability and security but challenges such as
endurance and data retention need further investigation.
All-Spin PUFs leverage manufacturing variations for security
but face compatibility issues and scalability limitations. Other
proposed architectures like XOR-PUFs and RRAM/CMOS
hybrids offer enhanced security but may suffer reliability and
process variation issues. Despite vulnerabilities to machine
learning attacks, efforts continue to balance performance
and security in PUF design, including CNTFET-based multi-
valued logic arbiter PUFs.

C. SIDE CHANNEL PROTECTION COUNTERMEASURES
1) TIMING SIDE CHANNEL ATTACK COUNTERMEASURES
Timing channel attacks refer to a class of security threats
where an adversary exploits variations in the timing of
system operations to gain unauthorized access to sensitive
information. These attacks take advantage of the fact that
the time it takes for a system to perform certain operations
can reveal details about its internal state or the data being
processed. By carefully observing and analyzing these timing
differences, attackers may infer valuable information, such
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TABLE 5. Accuracy results of attack models for the different topologies of A-PUF designs.

as cryptographic keys or other sensitive data, compromising
the security of a system. Timing channel attacks are
a type of side-channel attack, focusing on the timing
behaviour rather than directly attacking the cryptographic
algorithms themselves. Mitigating timing channel attacks
involves implementing various countermeasures to reduce or
eliminate the potential information leakage through timing
variations like constant-time implementations [214], noise
injection, timer jitter, hardware isolation, code and compiler
techniques [213].
An attack configuration based on information theory

that reduces undesired noise generated by Network-On-
Chip(NoC) using differential signalling techniques as well

as repetition coding route to effectively carry out a realistic
covert communication assault in an analysis of the assault
shows that noise-basedmethods ofmitigation are insufficient.
Therefore, isolation-based mitigation strategies must be
considered to stop realistic clandestine communication to
guarantee robust security towards timing-based side-channel
attacks [215]. Themain constraint of the NTRU cryptography
with a public keys system, polynomial multiplication,
is presented in the paper with a light-weight FPGA-
based technology solution. NTRU comprises a lattice-based,
quantum-resilient exchange of keys cryptosystem that has
been improved for IOT applications through reduced hard-
ware utilization and constant-time implementation, which
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provides intrinsic security over timing attacks via side
channels [216]. A covert timing channel (CTC) offers a
means of leaking private information by manipulating an
entity’s timing characteristics during non-malicious network
communication. The ability to send covert messages without
being discovered by conventional security mechanisms like
proxies and firewalls is making this a severe danger,
making it difficult to identify covert communications. The
majority of ML methods for CTC identification rely on
statistical features of network traffic, like packets inter-
arrival time the entropy [217] this overcomes the creation
of effective CTC detectors by the use of deep learning
algorithms, particularly LSTM, 1D-CNN, including the
LSTM-CNN composite model. The serial data relating to
traffic inter-arrival time was used to train the models [218].
By offering one Trusted Execution Environment (TEE) for
applications utilizing hardware characteristics like Intel SGX,
confidential computing seeks to safeguard the source code
as well as data under usage, so ENCIDER uses the SGX
computer programmingmodel in analysis and infers probable
timing observation points to identify timing along with cache
side-channel vulnerability in SGX operations [219]. For
sensitive code sections, a JIT compiler creates code so that it’s
time to execute is mostly or entirely unaffected by the values
of confidential information. Without needing duplicate code
and specialization prior to distribution, this solution offers
adaptive protection with reference to changes between the
protection needs and the hardware that underlies it to lessen
the timing channel assaults [220].

Introducing NoIR, a randomized mapping mechanism that
employs encrypted addresses to map Physical Addresses
(PAs) to Last-Level Cache (LLC) slices. PAs are encrypted
using the QARMA block cipher, enhancing security. The
encryption key changes periodically based on the Slice
Access Threshold (SAT) to randomize the PA to LLC slice
mapping and thwart potential Network-on-Chip (NoC) side-
channel attacks. When an LLC slice surpasses the SAT
value in accesses, the encryption key is changed, triggering
remapping, and necessitating LLC line invalidation and
write-back. This approach effectively obfuscates network
contention and raises the difficulty of orchestrating an attack.
In Figure. 21 and Figure. 22 for a visual representation of
the NoIR mechanism flowchart and attack obfuscation [221].
Schedule-based timing side-channel attacks can be executed
without prior knowledge of task parameters. The devised
methods to directly infer the number of tasks, as well
as the period and execution time of each task from the
execution sequence. This eliminates the need for attackers
to possess task parameter information beforehand, thereby
intensifying the threat posed by schedule-based timing side-
channel attacks [222].
The NoIR mechanism with LLC remapping defends

against timing-based side-channel attacks by obfuscating
interconnect contention, but may entail performance over-
heads. Future work aims to bolster security, optimize
performance, and explore scalability. Additionally, research

addresses vulnerabilities in real-time systems by proposing
methods to extract task parameter information, highlighting
challenges in computational costs. Furthermore, the dynamic
compiler approach offers adaptability and reduced overhead,
requiring further efficiency enhancements and evaluation.
Future research could focus on optimizing isolation-based
schemes to enhance security against timing-based SCAs
on Network-on-Chip hardware. Moreover, advancements
in FPGA designs are suggested to maximize benefits in
mitigating timing SCA vulnerabilities and enhancing overall
security, while addressing challenges in reconfigurability and
complexity.

2) POWER SIDE CHANNEL ATTACK COUNTERMEASURES
A side-channel attack (SCA), a physical attack, uses statis-
tical analysis of physical manifestations to extract private
data from cryptographic circuits, first put forth by Kocher,
in 1996, relied on power information. Later methods have
been investigated to reveal private data in cryptographic
implementations, including Simple Power Analysis (SPA)
[223], Differential Power Analysis (DPA) [224], Correlation
Power Analysis (CPA) [225], and Template Attack (TA)
[226]. In SCAs, DPA is noteworthy for its ease of use,
efficiency, and low equipment requirements. This method
takes advantage of a logic circuit’s dynamic power usage,
which is impacted by the data that has been processed.
Many circuit-level SCA measures to mitigate them, such
as sense amplifier-based logic (SABL) [228], three-phased
dual-rail (TDPL) [229], delay-based dual-rail precharge
logic (DDPL) [230], current mode logic (CML) [227], Fin-
SAL [231], EE-SPFAL [232], D3C [233], PGM [234], and
dynamic current mode logic (DyCML) [235] have been
developed to increase resistance against SCAs. While these
techniques have demonstrated excellent resilience against
DPA, they often necessitate extensive design efforts due to
the inherent trade-off between performance and security.
Additionally, certain approaches involve trade-offs between
power consumption, delay, and area overhead, this observed
trade-off arises as a consequence of the scaling of CMOS
technology. Other various techniques aimed at mitigating
information leakage in AES engines fall into categories
such as data information hiding and/or random masking.
Masking techniques serve to mitigate SCA by introducing a
randommask during computation. Thismasking canmanifest
as additive masking [236], multiplicative masking [237],
and the incorporation of rotating S-boxes [238]. In recent
years, there’s been a growing interest in employing voltage
regulators to decorrelate encryption current signatures from
input current signatures. On-chip integration of voltage
regulators with encryption cores creates isolation for the
measurement node, offering a transformed signal at the
regulator’s input e.g. including current equalization [239],
inductive voltage regulators [240], Low-Dropout regulator
(LDO) with noise injection and randomization [241], and
current domain attenuation [242]. In the work presented

VOLUME 12, 2024 68085



M. B. R. Srinivas, K. Elango: Era of Sentinel Tech: Charting Hardware Security Landscapes

FIGURE 21. NoIR technique, which includes writeback + cache invalidating [221].

FIGURE 22. Illustration of NoIR-generated obfuscation (AS = Attack Source, AD = Attack Destination, VS = Victim
Source, VD = Victim Destination) [221].

a 14-nm CMOS side-channel resistant AES-128 and RSA
crypto-processor with demonstrated resistance against time-
and frequency-domain power and electromagnetic (EM)
attacks. To counter linear LDO vulnerabilities to frequency-
domain side-channel attacks, a Non-Linear Digital LDO
(NL-DLDO) with control loop randomizations is intro-
duced. Optimizing the LDO side-channel leakage behaviour
involves adjusting control loop parameters for enhanced
SCA resistance. An on-die linear-feedback shift register
(LFSR) randomizes these parameters, significantly improv-
ing frequency-domain MTD by 1900× over an unprotected
AES engine [243]. Recently, emerging devices with unique
properties have demonstrated potential in hardware security
applications. Proposed SCA-resistant circuits utilizing these
emerging transistors aim for high security at low cost. Pre-
senting a novel Three-Independent-Gate Silicon Nanowire
Field Effect Transistor (TIGFET)with inherent SCA-resilient
features. The design seeks to strike a balance between cost,
performance, and security trade-offs’ in cryptographic imple-
mentations, it confirms that cryptographic implementations
based on TIGFET demonstrate a 42.37% reduction in area

usage, a 61.16% enhancement in energy efficiency, a 5.35×
decrease in power variation, and attains a degree of SCA
resistance similar to the CMOS counterpart [96]. In the work
introduced the first utilization of emerging TFET charac-
teristics and non-volatile compatibility STT-MTJ devices to
bolster hardware security with ultra-low energy consumption
at decreased supply voltages. TFET-based SABL gates are
suggested to achieve three times lower energy consumption
compared to Si FinFET SABL designs. Furthermore, a TFET
PRIDE S-box, designed with TFET SABL gates, exhibits
higher DPA resilience with 3.2× lower energy consumption
compared to FinFET designs [47]. A different design
approach shows how TFET-based Current Mode Logic
(CML) might enhance DPA robustness and retain minimal
power consumption in a targeted design. This approach
is evaluated using the light-weight cryptographic circuitry
KATAN32. The TFET CML circuit achieves roughly the
same amount of DPA resistance at a 15-times lower
power consumption than CMOS-based CML circuits [54].
Employing HyperFET devices in security applications and
the development of new paradigms to enhance security
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against Power Analysis attacks. A demonstrative example
includes the design and simulation of a 4-bit Substitution
box for the PRIDE algorithm using predictive models. The
results show a significant improvement in security levels,
with a factor of at least x25 against DPA attacks [64]. The
NCFET-based PRESENT-80 block cipher design achieves
approximately 3.2× lower energy consumption compared to
the baseline 40 nm CMOS design under similar constraints.
Evaluation against DPA attacks shows high resilience, with
the NCFET-based design achieving around 4× increased
attacker effort ratio and low SNR values compared to the
baseline CMOS design [147]. RRAM provides opportunities
to counteract SCAs/DPAs due to inherent characteristics such
as write time variability, ultra-low power (0.1-3 pJ/bit), and
high density (4F2). The research tackles DPA attacks by
obscuring the power profile through the utilization of inverse
RRAM modules [244]. Utilizing TFET implementations
of dualprecharge logic primitives optimized in three ways
for their computation tree, the creation of the PRIDE
4-bit substitution box demonstrates significant security gains.
In TFET technology, DPA attacks on these proposals show
a failure rate of 34 out of 48 attacks targeting optimized
computation trees, along with a substantial power reduction
(×25), with comparison to CMOS-based counterparts of
65 nm [49].

MTD is the bare minimum of input patterns required to
disclose a cryptographic device’s accurate key. It functions
as an essential parameter for measuring the efficacy of
countermeasures suggested by DPA. An overview of the
observed MTD values is shown in Table 6. The use of SCA
to attack Neural Network(NN) implementations has gained a
lot of interest lately. A convolutional neural network (CNN)
may be reverse-engineered in its entirety using memory
and clock side-channel leakages via off-chip memory access
patterns, as proven in [245]. The FPGA-based NN solution
is presented by Dubey et al. [246] to protect an MNIST
classifier from power-based side-channel assaults through the
use of arithmetic masking. They strengthened the defence in a
later paper [247] by adding Boolean masking methods based
on Trichina gates. Characterizing NN hardware becomes
even more difficult since, even with the same NN circuitry,
its activity might vary greatly based on the NN design,
data sparsity, and scheduling technique [248]. Thus, the
adoption of masking-based approaches, which are not bound
by operative workloads and may be smoothly integrated
with the digital procedure flow. Introducing a Threshold
Implementation (TI) masking-based NN accelerator which
enhances the security of model parameters and inputs against
power and EM SCAs. The 0.159 mm2 demonstration in
28 nm operates at 125 MHz with 0.95 V, featuring limited
area and energy overhead at 64% and 5.5×, respectively.
The design demonstrates security surpassing 2 million
traces [249], and analyzed side-channel vulnerabilities, with
different methods like test Vector Leakage Assessment
(TVLA), correlation Power Analysis (CPA), and horizontal

Power Analysis (HPA) tests. The first-ever deep learning non-
profiled SCA against embedded devices is Differential Deep
Learning Analysis (DDLA). To address the difficulties found,
the method provides a non-profiled SCA technique using
multi-output categorization. This includes using multi-output
convolutional neural networks and multi-output multilayer
perceptron’s to a range of SCA-protected techniques, such as
trace de-synchronization countermeasures, noise production,
and masking. However, this model executes the assault up
to 9 to 30 times faster than DDLA in the presence of
masking and de-synchronization measures to counter them,
respectively. DDLA requires numerous training procedures
to identify the proper key. Furthermore, the suggested model
obtains a success rate that is higher of not less than 20% in
the scenarios when the standard deviation is between 1.0 and
1.5 when it comes to combined masking and noise creation
countermeasure [250].
Various techniques are proposed to address power SCA

vulnerabilities in hardware, including TIGFETs, nonlinear
digital LDOs, HyperFETs, current-domain signature atten-
uation, TFETs, security-aware integrated all-digital LDOs,
NCFETs, hybrid CMOS/memristor implementations, and
the PARC design methodology. These methods aim to
enhance resistance against power-based SCAs by improving
power efficiency and introducing novel circuit architectures.
However, challenges such as area and power overheads,
fabrication complexity, and energy consumption need to be
addressed through future research to optimize these solutions
for broader application in power-sensitive scenarios while
maintaining strong security against power SCAs.

3) ELECTROMAGNETIC (EM) WAVE SIDE CHANNEL AND
FAULT ATTACK COUNTERMEASURES
Electromagnetic Wave Attacks involve exploiting uninten-
tional electromagnetic emissions from electronic devices to
glean sensitive information. These emissions can potentially
leak information about the device’s operations, facilitating
attacks like eavesdropping or unauthorized access. The video
interface linking a PC to its monitor emits electromagnetic
waves due to time-varying voltage and current. This phe-
nomenon is exploited in the TEMPEST or Van Eck Phreaking
attack, where the signal is intercepted. By pointing an antenna
towards the PC, attackers can deduce the displayed image
on the monitor. This application is of particular interest for
Software Defined Radio (SDR) in this context, gr-tempest is
an open-source TEMPEST implementation that utilizes GNU
Radio, the prevalent Software Defined Radio (SDR) frame-
work. This facilitates straightforward experimentation with
various SDR hardware [252]. Polymer nanocomposite-based
materials eliminate the necessity for grounding, providing a
cost-effective deployment in both materials and installation.
Initially designed to prevent EM leakage in small electronic
devices, the same methodology applies to larger applications
such as Modular Data Centre (MDC) [253].
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TABLE 6. Performance Comparison various emerging technologies along with their MTD.

FIGURE 23. The involvement of electromagnetic (EM) side channels in ensuring hardware security [254].

In certain scenarios, attackers engage in passive inter-
ception and analysis of unintentionally generated EM
waves from devices. Typically, devices exhibiting weak EM
emission intensities are not the primary targets. In [255]
categorizes this threat as ‘‘Echo TEMPEST.’’ Validation is
conducted on diverse components, including an evaluation
board simulating the I/O circuit of the IC, UART modules,

and USB keyboards. Corresponding countermeasures are
also provided in the study Figure. 23 presents a thorough
overview of electromagnetic SCA and their associated coun-
termeasures within the realm of hardware security. Similar to
power attacks, Electromagnetic SCA methods can be catego-
rized into Simple EM Attacks (SEMA), where cryptographic
operations are directly interpreted by observing distinct
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signal patterns in collected EM traces [256]. In a Differential
EM Attack (DEMA), secret keys are extracted from devices
applying theoretical values to gathered EM traces to carry out
cryptographic algorithms and identifying peaks indicating
correct predictions [257], [274]. Additionally, Correlation
EM Attack (CEMA) quantifies gathered EM traces against
expected values by using the Pearson correlation coefficient
as a differentiator. Generally, models such as the Hamming
distance and Hamming weight model [258], [259], together
with additional enhanced leakage models [260], [261] are
utilized to derive anticipated EM side-channel leakage.
As noted very well securing cryptographic cores faces
escalating challenges with the emergence of EMSCA and
FIAs. Notably, techniques like differential fault attacks
(DFAs) [262] have the potential to use bug injection to
infer sensitive data. Both FIAs and EMSCA have gained
widespread popularity due to their simplicity and cost-
effectiveness. Recent research has explored circuit-level
countermeasures for EMSCA [263], detection circuits for
probing approaches [264], and architectures for detecting
FIAs [265]. Identification of EM probes via capacitive
asymmetry sensing has gained prominence [266], utilizing an
on-chip sensing loop through Ansys HFSS-based simulation
framework for EM analysis, and a straightforward H-
probe detection [267]. The strategic mitigation strategy
entails the separation of power and security pathways,
facilitating the concurrent application of random parallel
power injection and charge recycling mechanisms. Through
this implementation, the encryption of supply power activities
is achieved, thereby establishing a resilient defence against
side-channel attacks. Notably, the approach is designed to
mitigate potential side-channel vulnerabilities while mini-
mizing any adverse impact on power consumption and overall
system performance [270]. A research endeavour adopts the
analogue Current-ModeDifferential Signal Analysis (CDSA)
concept but enhances scalability across technology nodes
by incorporating digital-friendly current sources, a digital
control loop, and a digital bleed path. This modification
aims to amplify the MTD global feedback for the Digital
Signature Attenuation Circuit (DSAC). Additionally, the
introduction of the Time-Varying-Transfer-Function (TVTF)
circuit technique eliminates the need for direct current
(dc) bias in the current-domain equalizer, a prevalent
switch capacitor-based countermeasure. The TVTF method
transforms it into a digital format and employs a switch
capacitor-based circuit for time-domain obfuscation, thereby
bolstering overall security [268]. A succinct comparative
assessment is provided in Table 7 regarding the contemporary
status of digital-friendly countermeasures.

As physical vulnerabilities and corresponding attack
methodologies from the perspective of the IC chip have
increased predominating. The study introduced an enhanced
model for accurately predicting EM radiation emanating from
ICs [271]. The researcher showcased a secure packaging
technology that seamlessly integrates backside metal wirings

with front-side standard CMOS devices in a monolithic
fashion. On-chip monitoring circuits were devised and imple-
mented to detect and sense unauthorized access attempts
and attacks. The resilience countering multimodal assaults
was notably enhanced, particularly through heightened
cryptographic analysis involving EM emission and laser
injection. This resilience was demonstrated by analyzing
system-level circuits-package [272]. The proposition put
forth in this study offers an inaugural and comprehensive
solution for the pre-fabrication assessment of ICs concerning
their resilience against EMSCA [273]. The study introduces a
proficient end-to-end framework for detecting and countering
SCA leakages, employing EM-X-DL with a high level of
confidence even when presented with fewer than 20 averaged
electromagnetic (EM) traces. Through the implementation
of an innovative algorithm that astutely selects multiple
training devices and appropriate hyperparameters, It is
possible to efficiently train the suggested 256-class deep
neural network (DNN). This training process is facilitated
by employing pre-processing techniques such as Principal
Component Analysis (PCA), Linear Discriminant Analysis
(LDA), and Fast Fourier Transform (FFT) [275]. The research
investigates a physical attack on Ring Oscillator-based
TRNGs employing frequency injection [276]. This attack
involves the direct injection of a continuous wave into the
power line, which serves as the source of randomness for the
TRNG [277]. Additionally, a Transient Effect Ring Oscil-
lator (TERO)-based TRNG, akin to an RO-based TRNG,
is explored in the context of a physical attack originating
from the circuit’s proximity. The underlying assumption is
that unimpeded physical entry to the intended device may be
challenging due to the presence of tamper-resistant features
in cryptographic devices [278], [279], [280]. To address
this, intentional electromagnetic interference (IEMI) fault
injection is proposed as a method for noninvasively injecting
faults into a target device from a distance. The impact of these
faults on the TRNG’s randomness is assessed by tracing the
signal leakage from the TRNG at a distance corresponding
countermeasures against non-invasive attacks with TRNGs,
along with alternative methods, are also considered [279].
Current models for EM radiation and methods for mitigating
side-channel vulnerabilities often overlook the original
designs’ robustness. Moreover, they lack detailed security
improvements for susceptible sub-modules or components,
resulting in unnecessary overhead on the protected circuit.
In response, adaptive strategies have been suggested at the
RTL, layout, and device levels. This includes the development
of a design/synthesis framework for evaluating and opti-
mizing side-channel security depending on t-test assessment
findings obtained from hardware implementations using
RTL [281].

This highlights challenges in mitigating EM SCAs
in ICs and proposes solutions like systematic hotspot
identification. However, implementing robustness measures
against EM SCAs may incur higher complexity and cost
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TABLE 7. Succinct comparison of various digital-friendly countermeasures.

compared to CMOS technology. Future research could
explore cost-effective techniques to enhance IC resilience
against EM side-channel attacks. Additionally, studies on
EM SCA against TERO-based TRNGs identify vulner-
abilities, emphasizing the need for robust countermea-
sures and advanced research to mitigate security risks
effectively.

D. HARDWARE TROJANS AND IP PROTECTION
COUNTERMEASURES
1) HARDWARE WATERMARKING
Hardware watermarking is a technique employed to embed
unique and imperceptible identifiers, known as watermarks,
directly into the physical components of ICs or other
hardware systems. These watermarks serve as a form of
hardware-based fingerprint, signatures, enabling the identifi-
cation and authentication of individual devices. This enables
the intellectual property (IP) designer to embed authorship
information within the design, maintaining concealment
while preserving the functionality of the overall design. The
requisites for an effective watermarking strategy encompass
the following characteristics [282].

• The integrity of the original design’s functionality should
remain unaltered by the incorporation of the watermarked
design.

• The insertion of the watermark should result in minimal
incurred overhead.

•Thewatermarkmust exhibit resilience against a spectrum
of modification and removal attacks.

IP watermarking methodologies exhibit a taxonomy com-
prising five distinct categories as depicted in Figure. 24 (a)
Constrained (b) Side channel (c) Test structure (d) Digital
signal processing (DSP) and (e) Finite state machine (FSM)-
based watermarking. Constrained-based watermarking is an
approach that includes synthesis at multiple levels: behaviour,
system, logic, and physical levels. The number of feasible
solutions to this strategy’s complicated optimization problem
grows exponentially about the amount of the input. IP could
be understood as a remedy to the optimization problem
in this context [283]. But this method is verification of
embedded signatures is frequently challenging, given the
potential degradation caused by process variations or aging
effects [284]. Techniques based on side channels rely
on using process variances to create unique fingerprints.
In a study that is cited [285], researchers use glitches to
generate a fingerprint, recognizing the restrictions enforced
by spatial constraints. On the other hand, delay path
changes are used by the researchers mentioned in [286]

to incorporate signatures. Side-channel-based watermarking
has the benefit of low overhead, but it has drawbacks
because it depends on low-level circuit insight, particularly
when properly simulating instances at lesser technology
nodes and also the drawback that the verifier subsequently
extracts the watermark and validates ownership through the
utilization of the obtained side-channel information. The
watermarking technique based on Finite State Machines
(FSM) is integrated at the behavioural level, ensuring
compatibility with chip functionality. This is achieved by
introducing supplementary FSM transitions or states that do
not compromise the overall functionality and it is separated
into two categories called state and transition-based FSM
techniques where state-based techniques necessitate the
encoding of a dynamically changing state or the addition
of supplementary states [288] in contrary unused transitions
or introduce novel transitions within the FSM [289]. The
FSM-based watermarking technique is suggested to adopt
a transition-based approach, utilizing field-assisted SOT-
MTJ for generating a unique watermark at the circuit level.
The external magnetic field serves in a subservient manner
employing watermark generation, with the intended circuit
enabling users to align and acquire the watermark, thereby
providing authentication proof. To ensure resilience against
modification and removal attacks, the proposed watermark
generation process is strategically embedded post-synthesis,
mitigating optimization constraints. The resulting watermark
is distinctive and serves as a secure proof of ownership.
Notably, the practical implementation of guiding the MTJ
with an external magnetic field in an IP core and combining
the MTJ block with additional CMOS components in the
architecture of a SoC is acknowledged to be intricate
and is observed to exhibit reduced robustness against
various threat models, particularly the insertion of Hardware
Trojans. Skilfully inserted Trojans remain undetected unless
they alter the specific 64-bit input sequence necessary to
initiate the watermarking operation [290]. This introduces
a resilient digital image watermarking system leveraging
a memristor-based hyper chaotic oscillator to enhance
resistance against image processing attacks. Image quality
assessment is conducted using the Human Visual System
(HVS) model, and crucial features are extracted through the
Histogram of Oriented Gradients (HOG) model. Efficient
training is ensured by the Extreme Learning Machine
(ELM) model, and secure keys are generated through
memristor-based hyper chaotic signals combinedwithArnold
transformation. The resulting signed image demonstrates
imperceptibility and high security, with a PSNR value of up
to 41.02 dB and an SSIM value of 0.999. The watermarking
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FIGURE 24. IP watermarking methodologies [288].

scheme displays robustness, nearing unity in NC value,
against a variety of image processing attacks [291]. Another
novel method by Tiwari and Srivastava [292] introduced
two image watermarking schemes, the first utilizes Lift-
ing Wavelet Transform (LWT)-Discrete Cosine Transform
(DCT) with zigzag scanning-based embedding in the Schur
domain and the second employs LWT-Schur decomposition-
based embedding in the Schur domain. The LWT-DCT
scheme demonstrates heightened resilience to filtering and
noise intrusions, evidenced by a Normalized Correlation
Coefficient (NCC) of 1.0000. Both schemes exhibit superior
imperceptibility and robustness, with NCC values exceeding
0.9800 against diverse checkmark attacks. Performance anal-
ysis reveals enhanced outcomes in terms of Peak SNR and
NCC, coupled with reduced computational time compared
to existing schemes. In search of ensuring the security of
DSP-based IP cores is vital for modern SoC designs, where
reusable hardware IP cores play a crucial role. To enhance
security, an effective watermark can be strategically inserted
at the architectural level during the design process. This
approach is particularly relevant for DSP designs, which
are commonly available in algorithmic descriptions rather
than gate-level netlists. Koushanfar et al. [293] included
the watermark in the register allocation stage used in the
High-Level Synthesis (HLS) procedure to protect IP cores
in the high-level design phase. Sengupta et al. [294] also
presented a watermarking approach that embeds the vendor’s
signature using three different stages of the HLS process.
In the above two methods, a designer/vendor chooses a
signature, which is then transformed into a security feature
limitations based on predetermined encoding criteria. This
would thwart the malevolent attacker’s attempt to decode the
real signature. Creating the author’s signature using a reliable
mechanism will overcome this restriction. Introducing a
ground-breaking quadruple-phase watermarking approach,
this method revolutionizes the security of hardware IP cores
during HLS. Leveraging innovations such as graph partition-
ing, encoding tree, and eightfold mapping, it crafts a resilient
watermarking signature. Notably, the signature is embedded
seamlessly during four keyHLS phases—scheduling, register

binding, resource binding, and interconnect binding—
culminating in the creation of a high-quality watermark.
Crafting the author’s signature involves eight variables,
ingeniously encoded into ‘eight-variable alphanumeric digits
i.e. {‘V’,‘L’,‘S’,‘I’,‘1’,‘5’,‘n’,‘m’} through our innovative
encoding tree. These digits undergo a transformative journey
into a robust hash digest using SHA-512, culminating in the
creation of a unique signature. The magic continues as these
signature digits dance into security constraints, guided by the
designer’s chosen eightfold mapping rules. The length of this
encoding adventure is tailored to the design’s size, with the
total bits in the signature reflecting the chosen signature size.
Witness the artistry of securing intellectual property unfold,
unlocking unparalleled security this [295] approach achieves
a remarkable reduction in the probability of coincidence (Pc)
and elevates tamper tolerance to new heights, as the number
of embedding phases rises, watch in awe as the elusive
(Pc) value gracefully descends, unveiling a captivating
dance of diminishing probabilities. But that’s not all - the
watermark’s prowess takes centre stage, evaluated in terms of
the enchanting Tamper Tolerance (TP). Breaking free from
the constraints of existing techniques, an innovative water-
marking scheme, aptly named SIGNED (Signature Insertion
through Challenge Response in Electronic Design) [287],
introduces a dynamic challenge response protocol-based
interrogation scheme. Unlike its counterparts, SIGNED
breaks the mold, seamlessly integrating into the design at
any point in the design process. Brace yourself for superior
structural protection and resilience against detection and
elimination attempts, all achieved with just modest design
overheads. SIGNED where flexibility meets fortitude in
electronic design security.

The field-assisted SOT-MTJ and memristor-based hyper-
chaotic circuit approaches offer enhanced security in
hardware watermarking over CMOS-based methods. Chal-
lenges like design complexity and signal fluctuations need
addressing for improved reliability. Meanwhile, SIGNED’s
challenge-response protocol and CAPEC scheme embed
circuits in FSM don’t care states to minimize overhead,
offering superior structural coverage and scalability. Future
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research should focus on optimizing these methods for
improved efficiency and long-term IP protection

2) LOGIC OBFUSCATION
Logic obfuscation is one of the techniques employed in IP
protection to enhance the security of digital designs and
prevent unauthorized access or intellectual property theft.
The operation of logic obfuscation involves introducing
intentional complexity and ambiguity into the design’s logical
structure, preventing adversaries from easily understand-
ing the underlying reasoning and reverse engineering the
original design. Logic locking empowers post-fabrication
programmability through the integration of Key Gates (KGs),
specialized logic gates whose behaviour is finely tuned by
key bits associated with the logically locked netlists. The
common unlock methods in the world of logic locking,
where complexity meets creativity explore three distinct
realms of obfuscation wizardry: (i) XOR-type enchantment,
(ii) MUX-type sorcery, (iii) LUT-type wizardry and iv)
Functional Stripping operation. The ultimate goal of the
logic locking schemes is at its core, logic locking strives
to introduce enough error to throw off any incorrect key,
ensuring that unauthorized use of the design IP is promptly
derailed. In this view to increase the resilience of logic
locking techniques, researchers have provided many attacks
to have the potential to completely or partially dismantle
the protective barriers surrounding the obscured intellectual
properties. Some of them are Satisfiable Attacks (SAT),
Key Sensitization attacks (KSA), Hill climbing attacks,
ATPG-based analysis, Removal or Bypass attacks, SAIL,
SURF, SWEEP attacks etc. which provide either structural
or functional analysis of attacks. Among all these attacks
SAT attack is more potent in identifying the incorrect key
sub-sets using these distinctive input patterns (DIPs) and the
process repeats until the whole key field is covered and the
correct key is disclosed [296]. Numerous counter strategies
have been put out to lessen SAT attacks likeANTI-SAT [297],
SAR-Lock [298], and TT-Lock [299] which have prioritized
offering high-quality output corruptibility. However, aimed at
accelerating problem-solving times by minimizing the exclu-
sion of keys per DIP (Dynamic Invariant Point) have been
developed. Additionally, ANTI-SAT techniques typically
leverage AND/NAND tree-based point function structures.
However, their effectiveness was swiftly challenged with
the introduction of countermeasures such as removal/signal
probability skew (SPS) [300] and bypass [301]. Nevertheless,
a different attack known as approximate satisfiability based
Attack (AppSAT) [302] poses a threat to the security provided
by these techniques. It achieves this by obtaining a rough
key that can unlock a netlist’s capabilities. The design of
Generalized (G-) Anti-SAT [14] introduced the capability
for overlap among incorrect key sets. This design strategy
involves incorporating a substantial variety of potential
functions instead of relying on AND/NAND trees. Notably,
it demonstrates increased resilience to removal attacks and

enhances resistance against the AppSAT attack, all while
maintaining robustness against SAT attacks [303]. CAS-Lock
is a logic locking scheme that knows how to balance the risks
of corruption with security, maintaining resilience in the face
of potential compromises [304]. Additional countermeasures
focus on elevating the complexity of SAT instances, thereby
extending the runtime required for attacks. Approaches like
SATConda [305] achieve this by modifying the conjunctive
normal form (CNF) of the design to incorporate unsatisfiable
(unSAT) instances. Stripped Functionality Logic Locking
(SFLL) [306] enhances corruptibility by incorporating
higher-weight Hamming distance checkers. The deliberate
increase in corruptibility consistently leads to a reduction
in query count. Introducing another technique [307], which
seeks to enhance SFLL, involves modifying the functional
restoring unit to incorporate an SAT complex function.
Variousmethods, including Full-Lock [308], Enhanced SFLL
[308], One-way Random Function (ORF) based SLL [309],
and CORALL [310], leverage inherently SAT-Hard functions
to significantly heighten complexity against potential attacks.
The SAIL attack represents a potent and previously unex-
plored method in the realm of logic locking. This approach
distinguishes itself by leveraging machine learning models
to accurately discern structural alterations within a locked
design. The feasibility of this attack stems from the fact that
logic locking methods, dependent on synthesis tools, induce
minimal, localized, and predictable changes to the circuit
topology [311]. Within SARO, the integration of efficient
hypergraph partitioning plays a pivotal role in enhancing
scalability, particularly with large and intricate designs. This
strategy enables the widespread implementation of both
functional such as SAT-based and structural SAIL attacks.
SARO achieves significant output corruption through the
meticulous alteration of truth tables in individual partitions
and the precise application of distributed attack resistance.
As an integral element of its distributed protection frame-
work, SARO integrates RanSAT, a randomSAT-hard function
generator explicitly crafted to counteract key extraction
attempts by SAT attacks [312]. In [313], a novel method
called delay locking is introduced to bolster the security
of existing logic obfuscation techniques against emerging
threats. This approach involves incorporating key-dependent
delays into an obfuscated netlist, alongside traditional locking
mechanisms. With delay locking, a key not only governs
circuit functionality but also influences its timing profile.
Consequently, defeating delay locking requires the adversary
to devise an attack strategy capable of recovering both the
correct functionality and the accurate timing profile of a
circuit, satisfying predefined timing constraints. The Timing-
SAT [314] attack, aimed at bypassing cutting-edge delay
locking countermeasures [313], operates in two stages. Ini-
tially, the attacker identifies a correct functional key, followed
by the utilization of timing information in the unrolled netlist
to execute an iterative SAT attack for retrieving a correct
delay key. Subsequently, the developed technique, SFDL,
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not only withstands Timing-SAT attacks but also effectively
foils any logic-locking attack that is known to exist. A novel
analysis of SAT attack offers a distinct viewpoint on SAT
attack efficiency through the examination of CNF stored
in the SAT solver [315]. Employs a cognitive approach
using neural networks to automatically extract feature
variables for learning SAT and SAT-hard distributions. These
distributions are then leveraged to convert a CNF from SAT
to SAT-hard by adding minimal circuitry overhead, ensuring
enhanced security compared to current defences [316].
Introducing Titan [318], a comprehensive attack framework
targeting large-scale hardware obfuscation. Titan utilizes a
Graph Neural Network (GNN) for sub-graph classification,
leveraging both structural and functional hints inherent in
extensive obfuscation. To enhance accuracy, an oracle-guided
post-processing technique is implemented for refining GNN
outputs. Introducing another twig of logic encryption ReTrust
FSM, a cutting-edge FSM-based logic locking technique
designed to address various threats against logic locking.
Operating at the RTL, ReTrust FSM utilizes behavioural
state transition coding for obfuscation, incorporating both
keyless and key-based (implicit and explicit external secrecy)
locking methods. This approach enhances robustness, par-
ticularly against oracle-guided I/O query-based attacks and
structural+functional attacks. Additionally, ReTrust FSM for-
mulates the connection between the predicted de-obfuscation
time and Boolean features [317]. To gain further insights into
recent advancements in logic locking, consult the following
papers for a brief literature review [319], [320], [321], [322],
[323], [324]. Overall various attacks have been devised to
undermine the resilience of logic locking techniques, aiming
to circumvent the protective barriers shielding obscured intel-
lectual properties. While these attacks reveal vulnerabilities
and aid in understanding the limitations of logic locking,
they also necessitate extensive computational resources and
expertise. Additionally, they highlight the ongoing challenge
of balancing security and performance in logic locking
implementations, urging researchers to continuously refine
defense mechanisms against evolving threats.

SATConda improves security against SAT attacks while
minimizing overhead, but scalability challenges persist.
Future research aims to optimize its performance and explore
broader applications. CAS-Lock enhances logic obfuscation
security but needs refinement against removal attacks.
Delay-locked circuits offer improved security but face IP
piracy risks, prompting the need for strengthened solutions.
G-Anti-SAT boosts security in logic obfuscation but may face
implementation complexities, urging streamlining efforts
for practicality. Overall, logic obfuscation techniques offer
protection but require optimization for reduced overhead and
enhanced security in IC designs.

3) HARDWARE TROJANS COUNTERMEASURES
A hardware Trojan refers to the illicit insertion of malicious
circuitry or alterations into a hardware design or integrated
circuit during the manufacturing or design phase. The goal of

a hardware Trojan is typically to compromise the function-
ality, security, or reliability of the affected hardware without
being easily detectable. More Common techniques used like
structural obfuscation, split manufacturing, camouflaging,
PUFs, and key-based security are essential for effective
hardware Trojan prevention. This approach, customized to
the hardware’s characteristics and application, enhances
overall security. Designing an IP core from the lower
abstraction level of system design can be challenging for
IP designers. Hence, synthesizing DSP algorithms at the
hardware level using an HLS framework is crucial for
IP core design. The recent advancements towards DSP IP
cores presented a novel hybrid approach to secure DSP IP
cores by combining structural obfuscation and encrypted
chromosomal DNA impressions. This dual-layer security
strategy defends against RTL-level alterations with multilevel
structural obfuscation and thwarts IP piracy through covertly
implanted, encryptedDNA impressions. Experimental results
show superior robustness compared to recent biometric
and steganography-based hardware IP security techniques,
emphasizing enhanced digital evidence proof and tamper
tolerance [325]. Unlike many prior works, this approach
uniquely focuses on structurally obfuscating DSP circuits
using a multi-key-based approach, a methodology not exten-
sively explored in existing research. Another novel approach
for DSP circuits, incorporating key-driven partitioning,
folding knob-based obfuscation, and other key-driven trans-
formations. The method introduces innovative multi-variable
signature encoding for physical-level watermarking on
key-based structurally obfuscated DSP circuits [326] and
molecular biometric method to strengthen DSP IP core
security [17]. Split manufacturing is a cutting-edge technique
in semiconductor manufacturing aimed at bolstering security
by dividing the fabrication process into multiple phases like
Front-End-Of-Line (FEOL) and Back-End-Of-Line (BEOL).
This approach involves the separation of critical components
of a chip, particularly the most sensitive or security-
critical parts, from the standard manufacturing process [327].
FEOL encompasses the initial stages of chip fabrication,
including processes like transistor formation and interconnect
layers. In split manufacturing, the sensitive logic, typically
containing cryptographic elements or secure components,
is fabricated during the FEOL phase. By isolating and
fabricating the critical logic during the FEOL phase, security
measures specific to these components can be applied. BEOL
involves the later stages of chip fabrication, focusing on
metal layers, interconnects, and other components that enable
connectivity between different parts of the chip. In split
manufacturing, the non-sensitive portions of the chip are
typically fabricated during the BEOL phase, the non-sensitive
portions are fabricated during BEOL, the security focus
here may be on ensuring the integrity of the interconnects
and preventing any tampering or malicious modifications
during the back-end processes [327], [328], [329], [330].
Recently, split manufacturing has been employed in 3D
integration IC design, featuring a novel Smart Partitioning
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(SP) procedure with metrics to measure its effectiveness.
A physical demonstration underscores the feasibility and
efficacy of these manufacturing techniques [328]. A secure
fabrication flow for untrusted foundries, this approach
ensures k security with a flexible trade-off between area
and the number of withheld private connections. Employing
a scalable clustering algorithm, the method applies to
large circuits, exceeding 10k gates. Results demonstrate
a reduction of private wires to 74.81% for the standard
cell approach and to 91.33% for the LPG/LUT approach
in the k secure netlist, dependent on the specific design
and the chosen value of k [329]. The feasibility of a deep
learning technique combined with routing perturbation for
timing-critical and congested designs. The rerouting needed
after inserting blockages naturally incurs power overheads
through additional buffers or upsizing standard cells, all while
prioritizing timing maintenance [331].
The proposed synthesis-based approach aims to enhance

security against hardware trojan attacks during fabrication
through secure technology mapping and limited programma-
bility gates. Concerted Wire Lifting offers a cost-effective
solution by strategically lifting wires to higher metal
layers, while split manufacturing provides robust defense by
separating FEOL and BEOL processes. However, challenges
like proximity attacks persist, indicating the need for
advanced encryption methods. Additionally, experiments
address hardware Trojan vulnerabilities in 3-D integrated cir-
cuits, highlighting the importance of optimizing partitioning
processes for efficient security solutions.

VI. MACHINE LEARNING IN HARDWARE SECURITY
Machine learning is pivotal in bolstering the durability
of hardware systems against a myriad of threats and
vulnerabilities within the domain of hardware security. Using
data-driven methods, machine learning enables the creation
of advanced intrusion detection systems, anomaly detection
algorithms, and security-aware hardware designs. By analyz-
ing extensive datasets from hardware components like system
logs and sensor readings, machine learning models detect
abnormal behaviour signalling security breaches, pinpoint
potential vulnerabilities in hardware designs, and enable
proactive security measures. In PUFs various strategies
have been suggested to counteract machine learning-based
modelling attacks on PUFs, including injecting poison
data into training sets, introducing inconsistent CRPs, and
implementing additional hardware mechanisms like TRNGs
or weak PUFs, but they may still retain vulnerabilities.
In response, more intricate PUF designs have been proposed
to heighten the difficulty of executing modelling attacks.
These designs, such as reconfigurable PUFs, possess the
ability to adjust their behaviour dynamically, thus thwarting
attempts at modelling attacks.

In recent work with experimental validation of a protection
mechanism for APUFs via FPGA implementation demon-
strated by modifying the Challenge-Response Pair (CRP)
mechanism and introducing contradictory data, makes the

mechanism notably improved response uniformity, counter-
ing modelling attacks effectively and validating its efficacy
in fortifying PUFs against adversarial threats [196]. The
Recurrence-based PUF is another novel approach to utilizes
feedback mechanisms and XOR functions to bolster security.
Both Rec-CMAPUF and Rec-DAPUF designs in work show
promise in resisting ML attacks, ensuring reliability, and
optimizing power consumption and energy efficiency [185]
and random Set-based Obfuscation (RSO) is employed
to strengthen Strong PUFs against ML attacks [197].
Another approach without altering the hardware the recon-
figurable architecture and challenge-dependent stage delays
improve its security, reliability, and resilience against diverse
attacks [201]. Implementing a modulus response bound-
ary system can boost resistance against machine-learning
attacks by dividing the Integer Response Value (IRV) space
into regions with alternating binary response values. This
approach is applied to RO-PUF. Another solution, the
alternating modulus ring oscillator PUF (AMRO-PUF), aims
to balance ML resilience and reliability, enhancing security
against modelling attacks with minimal area overhead [206].
Logic Locking is the other twig of hardware security performs
with various attacks like Satisfiable Attacks (SAT), Key
Sensitization attacks (KSA), Hill climbing attacks, ATPG-
based analysis, Removal or Bypass attacks, SAIL, SURF,
SWEEP attacks, and others aim to conduct either structural
or functional analyses to undermine locked designs. Using
Neural Network models, the SAIL attack effectively analyzes
and exploits structural artifacts of logic locking. SAIL-NN
predicts changes in key gate localities after logic locking,
prioritizing modified areas to optimize structural recovery.
Additionally, the Reconstruction Model within SAIL-NN
leverages machine learning to revert post-synthesis structural
changes, aiding in the retrieval of the original gate-level struc-
ture. Moreover, SAIL-RD employs rule dictionaries learned
through machine learning to accurately reverse synthesis-
induced modifications. Through the integration of machine
learning techniques, the SAIL attack offers a systematic and
powerful approach to identifying vulnerabilities in locked
designs, highlighting the potential of machine learning in
hardware security applications [311]. Also, deep learning
algorithms like CNNs and GNNs enhance the robustness
of logic locking schemes by extracting features, predicting
attacks, leveraging graph representations for circuit under-
standing, and automating design processes. This strengthens
defenses against deobfuscation attacks like SnapShot and
advances the development of more resilient locking mech-
anisms [323]. D-MUX is a multiplexer-based logic-locking
scheme crafted to resist structure-exploitingmachine learning
attacks. It incorporates machine learning resilience to fend
off known learning-based attacks, paving the way for future
logic locking designs in the era of machine learning [324].
The SVM-based framework distinguishes itself from other
algorithms with its generic, blind detection mechanism
rooted in machine learning and statistical analysis of traffic
fingerprints. Thismakes it a promisingmethod for identifying
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covert timing channels in network communications [217].
In summary, the ongoing research in machine learning for
hardware security should emphasizemore towards to enhance
adversarial robustness, interpretability, develop privacy-
preserving techniques, explore transfer learning, optimize
for hardware efficiency, and investigate hybrid approaches.
These efforts are geared towards addressing key challenges
and advancing the security of hardware systems.

VII. CHALLENGES AND OPPORTUNITIES IN HARDWARE
SECURITY USING EMERGING DEVICES
A. CONCEPTUAL CHALLENGES
• The diverse characteristics of emerging devices make
seamless integration into existing hardware architectures
challenging

• Identifying and understanding security vulnerabilities
inherent in emerging devices is essential for effective
mitigation.

• Lack of standardized security measures tailored to
emerging devices hinders the establishment of a unified
security framework.

• Establishing empirical metrics to quantify the level of
security assurance provided by emerging devices is complex.

• Ensuring security throughout the lifecycle of hard-
ware, including manufacturing, deployment, and end-of-life
phases, is a multifaceted challenge.

• Developing adaptive security measures capable of
dynamically responding to evolving threats is crucial for
long-term efficacy.

• Achieving effective hardware security with emerging
devices requires collaboration between hardware engineers,
cybersecurity experts, and other relevant disciplines.

• Quantum computers have the potential to break widely
used cryptographic algorithms, necessitating the develop-
ment of quantum-resistant security solutions.

B. CONCEPTUAL ROADMAP
1) INTEGRATION OF EMERGING DEVICES
The integration of emerging devices with the latest tech-
nologies represents a transformative phase in the realm of
electronics. This process involves seamlessly incorporating
innovative components like memristors, spintronic devices,
and quantum devices [332] into existing systems. One of the
primary challenges lies in ensuring compatibility and estab-
lishing standardized interfaces for the smooth integration of
these emerging technologies. However, the benefits are sub-
stantial, ranging from enhanced performance, characterized
by lower power consumption and faster processing speeds,
to the introduction of entirely new functionalities. The appli-
cations are diverse, spanning memory technologies, quantum
computing, neuromorphic computing, and more. Ongoing
research and collaborative efforts between interdisciplinary
teams and industry partners drive the development of these
emerging devices, contributing to advancements in various
fields such as computing, communications, and healthcare.

As these technologies continue to mature, their integration
with the latest devices holds the promise of shaping a
future where innovative capabilities and increased efficiency
redefine the landscape of electronic systems.

2) EMERGING IN QUANTUM COMPUTING
On one hand, the advent of powerful quantum computers
raises concerns about their capability to break widely-used
cryptographic algorithms, rendering current security proto-
cols vulnerable [332]. On the other hand, quantum principles
also offer potential solutions for enhancing hardware security.
Quantum Key Distribution (QKD) is a promising appli-
cation that leverages using quantum mechanical concepts
to create secure communication connections, providing a
quantum-safe alternative to traditional encryption methods.
As quantum computing continues to advance, its role in
shaping the future of hardware security involves navigating
the delicate balance between potential vulnerabilities and
transformative security solutions [333].

3) VULNERABILITY ASSESSMENT
Vulnerability assessment with the latest devices involves
a comprehensive examination of potential weaknesses and
security gaps in cutting-edge technologies, such as IoT
devices, AI-driven systems, and emerging hardware. This
process is crucial for identifying and mitigating potential
risks that may arise from the adoption of these advanced
devices.

4) ENABLING BLOCK CHAIN LIFE CYCLE SECURITY
Securing the end-to-end lifecycle of digital assets and
transactions using blockchain technology. This methodol-
ogy leverages the decentralized and immutable nature of
blockchain to enhance security at various stages, including
the creation, storage, transmission, and utilization of digital
assets. Through the use of cryptographic hashing, consensus
mechanisms, and smart contracts, blockchain ensures the
integrity and transparency of data, preventing unauthorized
alterations and unauthorized access. Smart contracts embed-
ded in the blockchain can automate and enforce security
protocols, streamlining processes such as access control
and validation. This approach is particularly impactful in
industries such as supply chain, finance, and healthcare,
where maintaining the integrity of digital records and
transactions is paramount [334]. By integrating blockchain
into the lifecycle of digital assets, organizations can establish
a trustworthy and auditable foundation for their operations,
reducing the risk of fraud, tampering, and unauthorized
access throughout the entire lifecycle.

5) QUANTITATIVE SECURITY METRICS
The systematic measurement and analysis of security-related
data to quantify the effectiveness of an organization’s
cybersecurity posture. These metrics aim to provide a
numerical and objective assessment of various security
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TABLE 8. Tabular representation of the advantages of post-CMOS technology with their unique characteristics over traditional CMOS in various hardware
security primitives.

aspects, including threat detection, incident response, and
overall risk management. Key quantitative security metrics
may include the number of security events discovered, the
typical time it takes to find and address them to a threat,
the effectiveness of security controls, and the financial

impact of security incidents. By quantifying these aspects,
organizations gain insights into the efficiency of their security
measures and can make data-driven decisions to allocate
resources effectively [335]. These metrics are essential for
communicating the state of cybersecurity to stakeholders,
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TABLE 9. Tabular representation of the unique characteristics of various Post-CMOS technologies and more suitable hardware security primitives over
traditional CMOS.

supporting risk assessments, and continually improving
security strategies based on measurable outcomes.

6) INTERDISCIPLINARY COLLABORATION
Through interdisciplinary collaboration, researchers and
practitioners can combine their expertise to develop holistic
security solutions that consider the unique properties of the
devices mentioned in this article. This collaborative approach
fosters a comprehensive understanding of both the hardware
and security aspects, enabling the creation of robust and
adaptive security measures. Furthermore, interdisciplinary

collaboration facilitates the integration of insights from dif-
ferent domains, contributing to the development of standards
and best practices for securing emerging devices, thereby
enhancing the overall resilience of future hardware systems.

VIII. FUTURE RESEARCH DIRECTIONS
The future of hardware security is beyond CMOS, venturing
into realms like memristors, spintronics, quantum and neuro-
morphic computing. These exotic technologies offer unique
security benefits, from physically unclonable functions to
inherently resilient architectures. Research efforts are blazing
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TABLE 10. Overview of emerging device candidates paired with state-of-the-art countermeasures along with future research directions.

trails in exploring these materials for robust hardware prim-
itives and secure logic, while simultaneously emphasizing
proactive security through ‘‘security-by-design’’ principles.
To accelerate progress, interdisciplinary collaboration is key,
bringing togethermaterial scientists, computer architects, and
cryptographers to unlock the full potential of beyond CMOS.
In pursuit of robust hardware security primitives, future
research directions involve enhancing certain characteristics
of post-CMOS technologies, as delineated in the Table 10.

IX. SUMMARY AND DISCUSSION OF RECENT ADVANCES
HARDWARE SECURITY USING POST-SILICON
TECHNOLOGIES
After a comprehensive examination and analysis, recent
advances in post-silicon technologies offer promising
avenues for improving hardware security. The unique
characteristics of these technologies, such as reduced power
consumption, improved energy efficiency, and non-volatile
memory properties, etc contribute to the development of more
secure and reliable hardware components.

The integration of advanced transistor technologies and
innovative memory solutions enables the creation of hard-
ware security primitives with improved resilience against
various attacks, including side-channel attacks and hardware
Trojans. Additionally, stacking techniques like 2.5D/3D
integration contribute to better overall security by mini-
mizing vulnerabilities in inter-die communication which is
an ongoing research in industries [336]. Table 8 presents
the advantages of Post CMOS technology over traditional
CMOS of various security primitives. It’s important to note
that the effectiveness of these advantages depends on the
specific post-CMOS technology being considered and the
field is continuously evolving with new developments and
discoveries. Different post-CMOS technologies with unique
characteristics that make them more suitable for specific
security countermeasures which is depicted in Table 9. TRNG
With a maximum throughput of 1 Gb/s, it is based on
the Diffusive Resistivity of 3-D RRAM. The shown 3-D
RRAM device has low power consumption, high density, and
compatibility with cutting-edge CMOS technology [161].
When using RRAM state memory with 40,000 power traces

to balance logic, the DPA attack proved ineffective [244].
Further, TFETs are a viable option for safe circuit design in
new technologies because they can increase circuit design
resilience to power analysis assaults [49]. At last, the key
finding is that there is sufficient space for new security
advancements through the use of cutting-edge technologies
in low-power, secure applications.

X. CONCLUSION
The exploration of Post-silicon devices in the realm of
hardware security presents a transformative landscape filled
with opportunities and challenges. The inadequacies of
existing hardware security methodologies, exacerbated by
CMOS technology scaling and emerging threats, necessitate a
shift toward alternative solutions. Post-silicon devices emerge
as a promising avenue, offering superior characteristics that
can enhance security measures. This review paper delves
into various post-CMOS devices, showcasing their unique
attributes and applications in hardware security. We have
highlighted the challenges they pose and the benefits they
bring compared to traditional CMOS technology. The multi-
faceted nature of hardware security, spanning secure architec-
tures, IP components, DNN models, and hardware-intrinsic
security primitives, requires a nuanced approach, and
Beyond-CMOS devices provide valuable insights. Ongoing
efforts in developing security-driven hardware design tools
further underscore the industry’s commitment to addressing
evolving threats. As the hardware security landscape contin-
ues to evolve, this review serves as a timely exploration of
the pivotal role played by Beyond-CMOS devices, offering
opportunities for future research and development in securing
the next generation of computing technologies.
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