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ABSTRACT Multimodal named entity recognition plays a crucial role in the construction process of
knowledge graphs as it directly influences the quality of entity extraction and classification, which in turn
affects the overall quality of knowledge graph construction. However, most existingmultimodal named entity
recognition algorithms do not consider the correlation between text and images. They either use visual
features of images as the attention of the text modality or fuse them with textual features. In the case of
multimodal tweets containing both text and images, three categories of data can be identified based on the
correlation between the two: text that is related to images, text that is partially related to images, and text that
is not related to images. Using irrelevant or partially relevant image features as text cross-modal attention
can result in incorrect text representation, ultimately leading to misclassification of entities and negatively
impacting the model’s performance. To address the problem of uncertainty or negative impact caused by the
lack of relevance or partial correlation between text and images, this paper proposes a visually enhanced
text representation algorithm based on a hybrid of dynamic gating and correlation coefficient. We conducted
experiments on two benchmark datasets, namely Twitter-2015 and Twitter-2017. The experimental results
were analyzed comprehensively to showcase the strengths of the proposed model.

INDEX TERMS Multimodal named entity recognition, visually enhanced text representation, dynamic
gates, correlation coefficient calculation.

I. INTRODUCTION
Named entity recognition is a crucial and fundamental
component in the construction of knowledge graphs. The
quality of entity recognition directly impacts the quality of
the knowledge graph construction process. Early approaches
to named entity recognition focused solely on the text
content of tweets. However, due to the limited length of a
tweet (which cannot exceed 140 characters), relying solely
on text for recognition may introduce ambiguity in word
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meaning and lead to category deviations in the final serialized
annotation results (see Figure 1). Many tweets contain not
only text but also images, and the visual information in these
images is highly valuable for named entity recognition tasks.
In light of the rapid advancements in multimodal learning,
Moon et al. [1] introduces a novel task of multimodal named
entity recognition. The included tweets incorporate visual
context features from images, enhancing the capabilities
of text representation and effectively addressing the issue
of word polysemy ambiguity. Effectively learning visual
features and combining them with text features is crucial
in multi-modal named entity recognition tasks. Early work,
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such as Moon et al. [1] was the first to integrate visual
context for named entity recognition. To fully leverage the
visual information in multi-modal tweets, the paper proposed
a general modal attention module that selectively extracts
contextual information from image modalities. Although
this method effectively utilizes visual context information
and enhances text representation, it fails to consider the
correlation between images and text. Furthermore, multi-
modal tweets often include images that are unrelated or only
partially related to the text. Directly fusing text and image
features in these cases introduces significant noise, leading
to classification errors and reduced model performance.

Variousmethods ofmultimodal information fusion, includ-
ing direct fusion (serial fusion, parallel fusion) neural
networks, gating mechanisms, and attention mechanisms,
are utilized. Neural networks typically have static weight
learning during the information fusion process, limiting
flexible adjustments. In contrast, gating mechanisms offer
flexibility in controlling the fusion degree of diverse modal
information, enhancing interpretability. Gating mechanisms
have fewer parameters and a simpler structure compared to
neural networks, leading to more efficient training. They
also provide superior interpretability by clearly illustrating
the fusion of different modal information, aiding in the
analysis of decision-making processes and model outcomes.
Moreover, gating mechanisms may exhibit enhanced gener-
alization capabilities in processing multimodal information,
enabling better adaptation to diverse datasets and tasks.
Consequently, recent multimodal models have integrated
gating mechanisms into their fusion modules to regulate
multimodal information fusion. In 2022, Chen et al. [2] pro-
posed dynamic gating to manage the fusion level of text and
image features, effectively reducing noise from irrelevant and
partially relevant images to enhance the text representation.
However, this approach’s heavy reliance on gating can lead to
imprecise and biased correspondences between fine-grained
semantic units of text and images. To address this issue,
Liu et al. [3] introduces a dynamic correlation matrix calcu-
lation algorithm to assess the correlation between images and
text, facilitating an end-to-end dynamic measurement of their
correlation.

Drawing inspiration from Chen et al. [2] and Liu et al.
[3], we propose a fusion mechanism that combines dynamic
correlation coefficient and dynamic gating visual guidance.
In this mechanism, object-level features and whole picture
features are utilized as the prefix for each self-attention layer
of BERT. This approach aims to address both the issue
of model over-reliance on gated units and the fine-grained
semantic correspondence deviation between text and images.
To reduce the bias introduced by irrelevant images on
text representation, we introduce a correlation coefficient
matrix calculation method for text-image pairs. Furthermore,
a dynamic gate is designed for each self-attention layer of
BERT to aggregate text-related image features, enhancing
overall text representation. This design mitigates the negative
impact caused by text-irrelevant and text-partially related

FIGURE 1. The example of images that are irrelevant to the text.

images on the final text representation. In summary, the
main contributions of our paper can be summarized as
follows: To address these challenges, our research proposes
a fusion mechanism that incorporates both dynamic corre-
lation coefficient and dynamic gating visual guidance. This
mechanism utilizes object-level features and whole picture
features as the prefix for each self-attention layer of BERT.
This approach not only addresses the model’s over-reliance
on gated units but also effectively resolves the issue of
fine-grained semantic correspondence deviation between text
and images. To reduce the bias introduced by irrelevant
images, we design a correlation coefficient matrix calculation
method for text and images. Additionally, a dynamic gate is
introduced for each self-attention layer of BERT, aggregating
text-related image features to enhance text representation and
mitigating the negative impact of text-irrelevant and text-
partially related images on the final text representation.

Furthermore, the main contributions of our paper can be
summarized as follows:

(1) We utilize the FasterRCNN target detection pre-training
model and the visual_grounding target detection tool
to detect targets in the image datasets contained in
the tweets. This step enhances the data on the image
datasets within the existing datasets.

(2) We merge the strengths of CLIP for global visual
feature extraction and BERT for text representation,
creating a synergy between visual and textual data. This
enables a more comprehensive understanding of the
tweet’s context.

(3) We introduce a novelmethod for calculating correlation
scores, which evaluates the compatibility between
text and image features. This innovative approach
effectively weighs the relevance of visual elements to
the text.

(4) Our technique integrates a dynamic gating mechanism,
inspired by self-attention, that adaptively controls the
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impact of visual features on the text representation,
enhancing the model’s capacity to filter out irrelevant
information.

(5) We conduct extensive experiments to validate the
effectiveness and superiority of our model. We evaluate
our approach on two benchmark datasets specifically
designed for multi-modal named entity recognition
tasks.

II. RELATED WORK
Since 2018, the task of multimodal named entity recognition
has gained significant attention in the academic community.
Studies such as Moon et al. [1] introduced this task
and developed the Snap Captions dataset for evaluation.
Additionally, Moon et al. [4] and Zhang et al. [5] created
the Twitter-2015 and Twitter-2017 datasets respectively,
focusing on named entity recognition in tweets by harnessing
the diverse information contained in them. Multimodal
named entity recognition aims to complement the limitations
of text-based approaches by incorporating visual informa-
tion, thereby reducing the error rate of entity recognition.
As both single-modal and multimodal learning methods
advance, techniques for multimodal named entity recognition
have diversified. Early approaches, like Moon et al. [1],
Moon et al. [4] and Zhang et al. [5] simply and roughly
fuse text and image features, and do not fully utilize
the fine-grained correspondence between semantic units of
different modalities. In 2021, Zhang et al. [6] proposed
a Unified Multi-modal Graph Fusion (UMGF) method for
Named Entity Recognition (MNER). This method utilizes
a unified multi-modal graph to represent input sentences
and images, where the multi-modal graph captures various
semantic relationships between multi-modal semantic units
(words and visual objects). Subsequently, multiple graph-
based multi-modal fusion layers are stacked to iteratively
perform semantic interactions for learning node representa-
tions. By enhancing the quality of text and image feature
fusion, they improve the expressive power of the final
representations for the ultimate purpose of named entity
recognition.

The existing studies mentioned above primarily focus on
integrating text and image features in multimodal named
entity recognition tasks. However, it has been observed that
multimodal tweets contain both image data related to the text
and a substantial amount of data where the images are either
unrelated or partially related to the text. Solely considering
the fusion of image and text features without accounting for
the correlation between them can result in uncertain or even
detrimental effects on the learning process of multimodal
models [7].

In order to mitigate the negative impact of irrelevant or
partially relevant images on the final results, Sun et al.
[7] proposes a novel pre-trained multimodal model called
RIVA, based on relational reasoning and visual attention.
This approach controls visual cues through gating units,
effectively managing the influence of images on text

semantics. Since the introduction of the RIVA model,
extensive research has been conducted to investigate the
correlation between text and images, with particular emphasis
on selecting appropriate visual cues through gating units.
For example, Sun et al. [8] proposes a multimodal BERT
model for multimodal NER that selects visual cues using
soft or hard gates, achieving state-of-the-art performance on
public datasets. In the same year, the study by Zhao et al. [9]
introduced a relation-enhanced graph convolutional network.
This approach involved creating intra-modal and inter-modal
relation graphs to gather image data most pertinent to the
text within the dataset. By controlling the fusion level of text
and image through gating mechanisms, the model selectively
allowed or blocked specific information flow to improve the
precision of named entity recognition, leading to cutting-edge
performance at the time. Similarly, Chen et al. [2] proposes
an innovative Hierarchical Visual Prefix Fusion Network
(HVPNet) that leverages visual representations as insertable
visual prefixes to guide text representation and decision-
making. It further introduces a dynamic gating aggregation
strategy for hierarchical multi-scale visual features, demon-
strating superior performance on two benchmark datasets in
multimodal NER.

These studies collectively demonstrate the importance
of gating mechanisms in multimodal named entity recog-
nition tasks, as they significantly improve the accuracy
and efficiency of entity recognition in multimodal tweets.
However, an excessive reliance on gating can introduce
inaccuracies and correspondence bias between fine-grained
semantic units of images and text. Some approaches have
explored alternative methods that calculate correlation scores
of text-image pairs to determine the fusion strength of text
and image features, enhancing the final text representation.
For example, Xu et al. [10] proposes a cross-modal matching
module that computes similarity scores between text and
images, determining the proportion of visual information to
retain. Another approach, Liu et al. [3] dynamically aligns
images and text sequences to facilitate multi-level cross-
modal learning for enhanced word representation in text.
It incorporates an end-to-end dynamic correlation measure-
ment of image and text, eliminating the need for external tools
or datasets for text-image relationship classification.

While these approaches measure or calculate correlation
scores between images and text to mitigate the impact of
irrelevant or partially relevant images, they do not completely
resolve this issue.

In this research, we analyze the aforementioned issues and
propose a solution for a multimodal named entity recognition
algorithm. Our approach combines visually guided text with
dynamic gating and correlation coefficients.

III. METHOD
In this section, we begin by providing the definition
of the multi-modal named entity recognition task. Next,
we demonstrate our model in detail, using the image and text
sequence provided in Figure 2 as an example. Our proposed
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FIGURE 2. The diagram presented above depicts the overall architecture of the model.
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approach is a hybrid visual text representation enhanced
through the utilization of dynamic gating and correlation
coefficients for multimodal named entity recognition.In
addition, the pseudocode of our model is provided on the
below(Algorithm 1,Algorithm 2,Algorithm 3).

Algorithm θ̂ ← DGHCTraining(X1:Ndata , I1:Ndata ,
Y1:Ndata , θ)

Data: {(Xi, Ii,Yi)}
Ndata
i=1 , a dataset of Text-Image pairs

and sequence labels
-21 Text: Xi = {x1, x2, x3, . . . , xn}, a sequence of the i-th

text.;
-22 Image: Ii = {i, o1, o2, o3}, original image and three

objects of the i-th image.;
-23 labels: Yi = {y1, y2, . . . , yn}, a label sequence of the

i-th text.;
-24 Input: θ , initial HMNetMNERModel parameters.;
-25 Output: θ̂ , the trained parameters.;
-26 Hyperparameters: num_epochs ∈ N ,η ∈ (0,∞);
-27 for epoch = 1,2,..,num_epochs do
-28 for i = 1, 2, . . . ,Ndata do
-29 P(θ)← HMNetNERModel(Xi, Ii|θ );

-210 loss(θ) = −
∑

t logP
(
Yi

∣∣HL
; θ

)
;

-211 θ ← θ − η ·1loss(θ)

-212 end;

-213 end
-214 return θ̂ = θ

A. TASK DEFINITION
The task of multi-modal named entity recognition is defined
as follows: Given an input pair (X , I ), where X represents a
text sequence and I represents an image, the goal is to detect
entities from the text sequence X and classify them according
to predefined entity categories. In this study, we treat the
multi-modal named entity recognition task as a serialized
annotation task. We represent the input text sequence-image
pair as Input = (X = {x1, x2, . . . , xn}, I ), where the text
sequence contains a total of n words. Additionally, we use
Y = {y1, y2, . . . , yn} to represent the sequence labels
corresponding to the text sequence. Here,yi ∈ L, where
L represents the label set in the standard BIO2 format (as
described in [11]).

B. PROPOSED MODEL
In this study, we present a novel approach for multi-modal
named entity recognition using a visually enhanced text
representation, based on a hybrid of dynamic gating and
correlation coefficients. The architecture of our model is
illustrated in Figure 2, and it comprises five modules:
visual feature extractor, correlation coefficient computation,
dynamic gates, visual guide fusion, and multi-modal named

Algorithm HMNetMNERModel

Data: {(Xi, Ii,Yi)}
Ndata
i=1 , a dataset of Text-Image pairs

and sequence labels
-21 Text: Xi = {x1, x2, x3, . . . , xn}, a sequence of the i-th

text.;
-22 Image: Ii = {i, o1, o2, o3}, original image and three

objects of the i-th image.;
-23 labels: Yi = {y1, y2, . . . , yn}, a label sequence of the

i-th text.;
-24 Input: θBERT , initial BERT model parameters.;
-25 θCLIP, initial CLIP model parameters.;
-26 θCRF , initial CRF decoder parameters;
-27 Output: θ̂BERT , θ̂CLIP and θ̂CRF , the trained

parameters; And P(Ŷi),the probability of CRF
classification;

-28 Hyperparameters:prompt_dim,prompt_len,η1, η2 and
η3 ∈ (0,∞);

-29 vision_embeddings← CLIPVisionModel(Ii, θCLIP);
-210 bert_out←

BERTModel(Xi, vision_embeddings, θBERT );
-211 P(Ŷi) = CRF(bert_out,θCRF );
-212 loss(θBERT , θCLIP, θCRF ) = −

∑
t logP

(
Yi

∣∣HL
; θ

)
;

-213 θBERT ← θBERT − η1 ·1loss(θBERT , θCLIP, θCRF );
-214 θCLIP← θCLIP − η2 ·1loss(θBERT , θCLIP, θCRF );
-215 θCRF ← θCRF − η3 ·1loss(θBERT , θCLIP, θCRF );
-216 return

θ̂BERT = θBERT , θ̂CLIP = θCLIP, θ̂CRF = θCRF ,P(Ŷi);
-217 end
-218

entity recognition decoder. In the following sections, we will
provide a detailed explanation of each of these modules.

C. VISUAL FEATURE EXTRACTOR
The global image features associated with sentences can
express abstract concepts and have weak learning signals.
The visual objects depicted in the images may be related
to entities in the sentences, and these visual objects can
provide additional semantics for information extraction.
Therefore, we consider regional images to be important
supplements of information to global images. As described in
Chen et al. [2] and Zhang et al. [6], we also utilize the visual
grounding toolkit, A fast and accurate one-stage approach
to visual grounding, to extract the top m significant visual
objects contained in the images in the multimodal tweets.
This process allows us to obtain the visual objects O =
o1, o2, . . . , om for image i.
In the context of the image feature extraction module,

pre-trained models for image feature extraction play an
important role in the field of computer vision, as they can
help accelerate model training and improve model perfor-
mance. Therefore, this article uses pre-trained models for
image feature extraction to perform feature extraction. The
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Algorithm BERT Model With Correlation Cofficient
Matrix And Dynamic Gates

Data: {(Xi,Vi)}
Ndata
i=1 , a set of text sequence and

vision_embeddings;
-21 Text: Xi = {x1, x2, x3, . . . , xn}, a sequence of the i-th

text.;
-22 vision_embeddings: Vi = {vi, vo1 , vo2 , vo3};
-23 WTI , a parameter matrix;
-24 WI , a parameter matrix;
-25 WT , a parameter matrix;
-26 gates, 12 dynamic gates of 12-layers BERT;
-27 Output:H ,visually enhanced text representation
-28 M← tanh(hT[CLS]WTI vi);
-29 C← tanh(WT hT[CLS] +WI viM );
-210 vCi ← Linear(Cvi; θ );
-211 VC

← [vi, vo1 , vo2 , vo3 ] ∗ v
C
i ;

-212 V (l)
g ← Softmax(Leaky_ReLU (W l( 1c

∑c
i=1 vi))), vi ∈

VC and l ∈ [1, 12];
-213 Visual lAttemtion←

Softmax(
Ql

[
φlk ;K

l]T
√
d

)[φlV ;V
l], φk , φV = V l

gW
φ
l The

visual prefix Vg is appended to the text sequence at
each self-attention layer of BERT.;

-214 H ← BERT (Xi,Vg, θBERT );
-215 return H

pre-trained models for image feature extraction include VGG
[12] proposed by the University of Oxford team, ResNet
[13] proposed byMicrosoft Research Institute, Inception [14]
and MobileNet [15] proposed by Google Research Team,
DenseNet [16] proposed by Cornell University, and a recent
pre-trained model that can handle both images and text
simultaneously proposed by OpenAI—CLIP [17]. Compared
to traditional image feature extraction models (VGG, ResNet,
Inception, MobileNet, DenseNet), CLIP can learn without
annotated data, enabling the model to generalize to new
categories and tasks through adversarial learning. CLIP
is pre-trained on a dataset that combines over 4 billion
text snippets and approximately 400,000 hours of images,
allowing the model to learn from a wider and more diverse
range of visual and textual information. It has excellent visual
feature representation capabilities, can learn more universal
feature representations, and is beneficial for achieving good
performance in image feature extraction tasks. Therefore,
in this work, CLIP pre-trained model is chosen as the visual
feature extractor.

The input in this study consists of a text sequence-image
pair, denoted as (X , I = {i,O}). Here, X = {x1, x2, . . . , xn}
represents the text sequence, where n is the length of X .
And I represents a set of images, with i being the global
image. For this study, we randomly select three visual object
images: O = {o1, o2, o3}. By feeding I as the input into the
CLIP visual feature extractor, we obtain the visual feature

V = {vi, vo}, where vi corresponds to the global visual feature
of image i, and vo = {vo1 , vo2 , vo3} represents the visual
features of the visual objects in O = {o1, o2, o3}.

V = CLIP
(
i, o1, o2, o3; θCLIP

)
(1)

where θCLIP is the model parameter of model CLIP, V =
{vi, vo1 , vo2 , vo3}.

D. CORRELATION COEFFICIENT MATRIX
Unlike the approaches that rely on external tools and
dataset methods, in this study, we propose a novel method
that involves calculating the correlation coefficient matrix
between the text global feature hT[CLS] and the image global
feature vi. This calculation allows us to dynamically assess
the similarity score between the image and the text. The
calculation is expressed as follows:

M = tanh(hT[CLS]WTI vi) (2)

C = tanh(WT hT[CLS] +WI viM ) (3)

Among them, the activation function used is tanh(·), and
we have learnable parameter matrices WTI , WTI , and WI .
To obtain the final visual feature VC , we calculate it based on
the correlation coefficient matrix C that has been obtained.

vci = Linear(Cvi; θC ) (4)

VC
=

[
vi, vo1 , vo2 , vo3

]
∗ vCi (5)

In this context, the function Linear (·) represents a linear
function, with θC serving as its parameter. The visual feature
VC is defined as [v∗i , v

∗
o1 , v

∗
o2 , v

∗
o3 ].

E. DYNAMIC GATES
The final visual feature VC

= [v∗i , v
∗
o1 , v

∗
o2 , v

∗
o3 ] is divided

into 4 visual blocks, with each image represented as a
separate visual block. Dynamic gates are utilized to predict
a normalized vector that determines the performance of
each visual block. In the dynamic gate of this project,
gates(l)i ∈ [0, 1] represents the path probability from the i-th
visual block to the i-th layer of Transformers in BERT. The
calculation method for dynamic gates is as follows:

gates(l) = Gates(l)(VC ) (6)

where Gates(l)(·) represents the dynamic gate function of the
l-th layer of Transformers. First, we generate the gating signal
a(l) as follows:

a(l)
= Leaky_ReLU (Wl(

1
c

c∑
i=1

vi)) vi ∈ VC (7)

Among them, the LeakyReLU (·) activation function is
utilized, and the value of c = 4 represents the number of
visual blocks.

Next, the features from the average vector generation
of 4 visual blocks are passed through the dynamic gating
unit. We utilize the MLP layer’s Wl to reduce the feature
dimension to c, and subsequently utilize the continuous value
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generated, a(l), as the path probabilistic soft gates. Finally,
we generate the probability vector gates(l) for the l-th layer
of Transformers, according to the following equation:

gates(l) = Softmax (a(l)) (8)

Among them, V (l)
g = [V (l,i)

g ,V (l,o1)
g ,V (l,o2)

g ,V (l,o3)
g ],

where l ∈ [1, 12].We utilize the final Vg as the visual prefix
attention of Transformers to enhance the representation of the
text modality.

F. VISUALLY ENHANCED TEXT REPRESENTATION
In the field of NLP pre-trained models for text representation
play an important role in extracting semantic information
from text, thereby achieving better performance in various
NLP tasks. Currently popular pre-trained models for text
representation include BERT [18] proposed by Google,
as well as models ALBERT [19] which is based on BERT
and XLNet [20], GPT [21] proposed by OpenAI, RoBERTa
[22] proposed by Facebook as an improvement on BERT, and
DistilBERT [23] proposed by HuggingFace. Among them,
ALBERT and DistilBERT are lightweight models with lower
performance than BERT; GPT is suitable for generative tasks
but performs lower than BERT in named entity recognition
tasks; RoBERTa and XLNet outperform BERT, but they
consume more computational resources and have longer
training times. BERT is pre-trained on a large-scale external
corpus, enabling accurate understanding and processing
of natural language, with powerful text feature extraction
capabilities. Moreover, BERT has been trained on large-scale
datasets, familiar with language models. Therefore, fine-
tuning on a small-scale target training set can achieve specific
tasks, which is more efficient and accurate than training from
scratch. Considering the advantages and disadvantages of
the aforementioned models, as well as limited computational
resources and model complexity, we choose the 12-layer
Transformers BERT as the text encoder for this work.

In this study, we consider a text sequence-image pair as
the input, denoted as (X , I ). Here, X is a sequence of text
represented by {x1, x2, . . . , xn}, where n corresponds to the
length of the sequence. On the other hand, I represents four
images, including one global image (i) and three visual object
images (o1, o2, o3). These inputs are divided into the text
sequence input and the image input.

After processing the images, we obtain the final visual
prefix V (l)

g =

[
V (l,i)
g ,V (l,o1)

g ,V (l,o2)
g ,V (l,o3)

g

]
for each

of the l layers (l ∈ [1, 12]). For the text sequence
side, we feed the sequence X into a 12-layer Transformers
BERT to obtain the text sequence representation. During the
preprocessing of the text sequence with BERT, we insert
the token ‘‘[CLS]’’ at the beginning of the sentence to
capture the global semantics of the entire sentence. Finally,
the output of the Text Encoder is represented as H ={
h[CLS], h1, h2, . . . , hn

}
, where h[CLS] ∈ R1×d corresponds

to the global feature of the text sequence, and hi (where
i ∈ 1, 2, . . . , n) represents the word feature of the i-th word

xi in the sequence extracted by BERT.

hi = BERT
(
xi; θBERT

)
(9)

Among them, θBERT is the model parameter of BERT.
In this study, the correlation coefficient matrix is used to

calculate the correlation between the global feature h[CLS]
of the text sequence and the global feature vi of the image
in multimodal tweets. The resulting correlation coefficient
is used to compute the text-related image features VC

=[
v∗i , v

∗
o1 , v

∗
o2 , v

∗
o3

]
. These features are then combined with

dynamic gates to generate the final visual prefix V (l)
g =[

V (l,i)
g ,V (l,o1)

g ,V (l,o2)
g ,V (l,o3)

g

]
, with l ∈ [1, 12]. The

visual prefix Vg is appended to the text sequence at each
self-attention layer of BERT. The context representation of
the text sequence in the l-th layer of BERT is denoted
as H l−1

∈ Rn×d . To begin, H l−1 is projected into the
query/key/value vectors.

Ql = H l−1WQ
l (10)

K l
= H l−1W k

l (11)

V l
= H l−1WV

l (12)

Next, we transform V (l)
g into the embedding space

for text representation through a linear transformation
W φ
l ∈ Rd×2×d in the attention module. The visual cues

φk , φV Rhw(m+1)×d are employed as follows:

φk , φV = V l
gW

φ
l (13)

Among them, hw(m+1) represents the length of the visual
sequence, where m denotes the number of visual objects
recognized by the target detection tool. In this particular
study, we set m = 3.
In this work, the calculation of visual prefix attention is

determined by the following formula:

Visual lAttemtion = Softmax(
Ql

[
φlk ;K

l
]T

√
d

)[φlV ;V
l] (14)

G. MULTI-MODAL NAMED ENTITY RECOGNITION
DECODER
In this study, we approach multimodal named entity recogni-
tion as a serialized annotation task. We employ Conditional
Random Field (CRF) as a classifier for this task due
to its ability to model context dependencies and ensure
global consistency in serialization annotation tasks. CRF has
been shown to outperform other methods in serialization
annotation tasks. For the part-of-speech tagging categories,
we utilize standard BIO2 annotations [11].

To generate the probability of predicting the label sequence
y, we input the last hidden states vector HL from the final
BERT output into the CRF layer.

p
(
y
∣∣∣HL
; θCRF

)
=

∏n
i=1 Fi

(
yi−1, yi,HL

; θCRF
)∑

y′∈Y
∏n

i=1 Fi
(
y′i−1, y

′
i,H

L; θCRF
)
(15)
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TABLE 1. Basic statistical information of Twitter-2015 and Twitter-2017
datasets.

Among these components, F (·) represents the potential
function, Y denotes the predefined label set of the standard
BIO2 labeling model, and θCRF represents the parameters
of the CRF model. The model is trained by maximizing the
conditional likelihood estimate of the training set:

Loss =
∑
t

logp
(
Y

∣∣∣HL
; θCRF

)
(16)

During the decoding stage, the label sequence y∗ is
predicted for a given input X by maximizing the following
score.

y∗ = argmaxy∈Yp (y|H ; θCRF ) (17)

IV. EXPERIMENTS
In the following chapter, we perform experiments on
two benchmark datasets, Twitter-2015 and Twitter-2017,
to validate our proposed approach for multi-modal named
entity recognition. Our model utilizes CLIP-base as the
visual encoder and BERT-base as the text encoder. The
experimental results demonstrate that our proposed method
leveraging dynamic gate and correlation coefficient hybrid
visually enhanced text representation outperforms other mod-
els, including both uni-modal and multi-modal approaches.
uni-modal methods solely rely on textual input, whereas
multimodal methods utilize both textual and visual inputs.

A. DATASET
We utilized the Twitter-2015 dataset created from Twitter
tweets by Lu et al. [24] and the Twitter-2017 dataset con-
structed by Zhang et al. [5] to evaluate our proposed model.
The specifications of the Twitter-2015 and Twitter-2017
datasets are presented in Table 1 and Table 2, respectively.
The Twitter-2015 dataset comprises 12,800 entities and 8,257
tweets, which are divided into a training set of 4,000 tweets,
a validation set of 1,000 tweets, and a test set of 3,257 tweets.
On the other hand, the Twitter-2017 dataset consists of 8,724
entities and 4,819 tweets, which are distributed into a training
set of 3,373 tweets, a validation set of 723 tweets, and a test
set of 723 tweets.

B. BASELINES
We compared our model against several classic named
entity recognition models, encompassing both uni-modal
and multimodal approaches. For the uni-modal models,
we included the BiLSTM-CRF [25], CNN-BiLSTM-CRF
[26], which extended the BiLSTM-CRF by incorporating
character-level word representations learned through CNN.

TABLE 2. Detail information of Twitter-2015 and Twitter-2017 datasets.

Additionally, HBiLSTM-CRF [27], which is similar to
CNN-BiLSTM-CRF but employs LSTM for character-level
word feature learning. We also considered BERT [18] and
BERT-CRF. As for multimodal models, we selected two
types: those that do not account for the correlation between
text and image, and those that do. Among the methods
that disregard the correlation are UMT [28], which directly
merges extracted text and visual features to facilitate pure text
named entity recognition, and UMGF [6], which incorporates
visual entity attributes from images into the original image
features and fuses text and visual characteristics using a
cross-model gate module. ITA [29]aligns images with text by
means of a contrastive learning module, maps image visual
features to the text feature space, and resolves the challenge of
modeling image-text interaction. Conversely, MGCMT [30]
achieves multi-level semantic alignment of text and images
using Transformer. Considering the models that consider the
correlation between text and images, HVPNet [2] controls the
fusion degree of text and image information through dynamic
gating and visually guides the final text representation.
MAF [10] calculates the similarity score between text and
images using a cross-modal matching module and utilizes
this score to determine the proportion of image information
to retain. Lastly, HamLearning [3] dynamically measures the
correlation between image and text throughout the end-to-
end process without employing external tools or datasets for
additional text-image relationship classification.

In addition,though our research does not directly com-
pare with SOTA MNER models like PGIM [31], which
rely on a single large-scale model, our approach differs
in that it is based on multi-modal learning, offering a
novel perspective. This perspective emphasizes enhancing
the depth and accuracy of named entity recognition by
integrating information from various modalities such as text
and images. Unlike PGIM’s strategy, our method leverages
the complementary nature of multi-modal data, particularly
in handling complex scenarios and context-related tasks,
showcasing unique strengths.

Our objective is to investigate how multi-modal fusion can
enhance a model’s generalization and recognition capabili-
ties, rather than solely aiming for higher precision. Due to
resource constraints and differences in experimental design,
our study might not have employed datasets and computa-
tional capabilities on par with PGIM. However, within the
constraints, we have achieved meaningful progress, which
holds research value in itself.
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Our primary goal is to delve deeper into the impact
of multi-modality on named entity recognition, rather than
competing directlywith SOTA.We hope that our findingswill
provide a new theoretical framework and practical strategies
for future research.

C. PARAMETERS SETTINGS
In this study, we employed fixed values for various param-
eters. The batch size was set to 16, the learning rate to
3e-5, warmup_ratio to 0.01, prompt_len to 4, prompt_dim
to 800, seed to 1234, max_seq to 12, and dropout to 0.1.
However, some parameters differed based on the specific
datasets. For the Twitter-2015 dataset, the model was trained
for 30 epochs, and the verification process commenced in the
third epoch, as indicated by the eval_begin_epoch value of
3. Conversely, for the Twitter-2017 dataset, the model was
trained for 35 epochs, and verification began in the first epoch
with an eval_begin_epoch value of 1.

D. METRICS
In line with the works, Liu et al. [3] and Chen et al. [2],
we assess the effectiveness of our model by measuring the
single-type F1 score, overall precision, overall recall, and
overall F1 score. These evaluation metrics have been exten-
sively employed in recent studies focused on multi-modal
named entity recognition.

E. MAIN RESULTS
In the experiment, in order to ensure fairness, we considered
the baseline results presented in two papers: Liu et al. [3] and
Chen et al. [2] The results of all comparisons are depicted in
Table 3 for the overall evaluation model and Table 4 for the
single type evaluation model.
(1) Based on the results from Tables 3 and 4, it is

evident that BERT-CRF and BERT, using the
pre-trained model, outperform CNN-BiLSTM-CRF,
BiLSTM-CRF, and HBiLSTM-CRF, which utilize the
non-pre-trained model BiLSTM. This indicates that the
inclusion of a significant amount of external knowledge
from the pre-trained model is effective.

(2) Overall, considering the results fromTables 3 and 4, the
multi-modal model demonstrates superior performance
compared to the uni-modal model. This highlights the
effectiveness of incorporating image information as a
supplement to text information in enhancing model
performance and reducing the error rate in recognizing
entities.

(3) In terms of multi-modal models, a comparison of
the overall results reveals that the performance of
image and text feature fusion methods (HamLearning,
ourmodel, HVPNet, MAF), after considering the
correlation between images and text, outperforms the
methods (UMT, UMGF, ITA, MGCMT) that directly
fuse image and text features without considering their
correlation. This suggests that models that consider the
correlation between images and text before fusion can

effectively address the uncertainty or negative impact
of images that may be irrelevant or partially relevant
to the text. Consequently, these models demonstrate
improved performance.

(4) Among the multi-modal models, HamLearning, our-
model, HVPNet, MAF, and ITA are the ones that
consider the correlation between images and text.
To address the problem of irrelevance or partial
correlation between images and text, three methods
are employed: calculating the weight of the correlation
score between text and image to determine the degree
of text-image fusion (HamLearning, MAF), using
dynamic gating to determine the fusion degree of
image and text features (HVPNet), and proposing a
hybrid visually enhanced text representation method
(ourmodel) based on dynamic gating and correlation
scores. From the results in Tables 3 and 4, it can be
observed that the methods that calculate the weight of
correlation scores between text and image, determining
the fusion degree of text and image features, as well
as our proposed hybrid method, exhibit significantly
better model performance compared to the models that
use dynamic gating to determine the fusion degree of
image and text features. This emphasizes the crucial
role of calculating text-image correlation scores in the
context of multi-modal named entity recognition.

(5) Our proposed model shows differing performance on
the two benchmark datasets. Table 3illustrates that in
the Twitter-2017 dataset, our model achieves optimal
overall accuracy and overall F1 scores, with slightly
lower overall recall compared to HVPNet. However,
our model exhibits poor performance in the Twitter-
2015 dataset in terms of overall accuracy, overall
recall, and overall F1 scores. Analyzing Table 4 reveals
that our model achieves optimal performance for the
PER and LOC types in terms of single F1 score in
the Twitter-2017 dataset, while in the Twitter-2015
dataset, it achieves optimal performance for the PER
type. Notably, in both benchmark datasets, our model
consistently achieves the best performance for PER
type recognition.

F. ABLATION STUDY
In order to evaluate the impact of different modules in our
model, we conducted ablation experiments. For convenience,
we use the following abbreviations: RE Score represents
the correlation coefficient matrix module, Gating represents
dynamic gates, and Augmentation represents image enhance-
ment using the visual grounding tool and the Faster RCNN
pre-trained model for target detection in multi-modal tweets.
Table 5 presents the comparison between the complete model
and the ablation methods, revealing the following findings:

(1) All three modules contribute to the optimal perfor-
mance of the model, and removing any of these
modules leads to a reduction in model performance.
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TABLE 3. Performance comparison of different competitive uni-modal and multi-modal approaches.

TABLE 4. Performance comparison of different competitive uni-modal and multi-modal approaches.

TABLE 5. The ablation study for different module of ourmodel.

(2) Removing the RE Score module prevents the model
from effectively addressing the uncertainty or negative
impact caused by irrelevant or partially related images
on the final textual representation. Compared to the
Gating module, the RE Score module plays a more
crucial role in the model.

(3) Table 5 demonstrates a significant drop in accuracy on
both datasets when the RE Score module is removed,
with the lowest accuracy among all models. This
suggests that the removal of the RE Score module
introduces misleading noise from irrelevant or partially
relevant image features, resulting in incorrect detection
and recognition of entities.

(4) Interestingly, removing the Augmentation module does
not lead to a significant decrease in recall on both
datasets and, in fact, the recall is higher than that of the
Default model. This may be attributed to suboptimal
target detection results obtained by the visual ground-
ing tool and the Faster RCNN pre-training model,
resulting in lower data enhancement quality and lower

recall compared to the removal of the Augmentation
module.

G. GENERALIZATION ANALYSIS
Considering the variances in data characteristics across
different datasets, we performed cross-validation on two
datasets to evaluate the model’s generalization ability.
Table 6 illustrates the training and testing scenarios,
namely Twitter2015->Twitter2017 (training on Twitter-
2015 dataset and testing on Twitter-2017 dataset) and
Twitter2017->Twitter2015 (training on Twitter-2017 dataset
and testing on Twitter-2015 dataset). Table 6 reveals that
our model surpasses other models in accuracy only in
the Twitter2017->Twitter2015 experiment, with a slightly
lower F1 score compared to the optimal model. However,
the model performs poorly in all three metrics in the
Twitter2015->Twitter2017 experiment. These findings sug-
gest that the generalization ability of the model trained on
the Twitter-2017 dataset is superior to that of the model
trained on the Twitter-2015 dataset. Possible reasons: (1) Our
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TABLE 6. The performance comparison of generalization ability between ourmodel and other methods. Results with ∗ are from paper [3].

model has higher complexity compared to several existing
MNER models; (2) In terms of preprocessing for image
data, directly using existing object detection tools resulted in
poor object detection performance, leading to subpar model
training performance and consequently weak generalization
ability; (3) Due to time constraints, we did not select
the optimal hyperparameters through methods like cross-
validation, resulting in improper hyperparameter selection
and causing weak generalization performance of our model.
In future research, we will continue to optimize our model to
enhance its generalization ability.

V. CONCLUSION AND FUTURE WORK
In this research, our proposed method for multimodal named
entity recognition revolves around a hybrid approach that
combines dynamic gating and correlation scores to enhance
text representation through visual elements. Specifically,
we employ the CLIP pre-training model to extract global
visual features and object-level visual features from the entire
image. In parallel, we utilize the BERT pre-training model to
extract global features from the text of multi-modal tweets
and individual word features. We introduce a correlation
score calculation matrix to determine the correlation scores
between the text and image by evaluating the global visual
features of the original image and the global text features.
Subsequently, we derive the final visual features based on
the correlation scores. To enhance text representation further,
we propose dynamic gating, which guides visual features
similar to each self-attention prefix in BERT. We conducted
extensive experiments, ablation analysis, and generalization
analysis on two benchmark datasets. The experimental results
demonstrate the effectiveness and robustness of our proposed
method. The ablation analysis shows that the RE Score
module can reduce uncertainties and negative impacts caused
by unrelated images or partially related images to the final
text representation, the Gating module can effectively control
the fusion degree of text and images, and the object detection
tools used in the Augmentation module do not yield ideal
results. The generalization analysis indicates that our model
performs poorly in terms of generalization. In future research,
we will continue to optimize our model to improve its
generalization capabilities.
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