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ABSTRACT Multiscale image segmentation based on artificial neural networks is a hot topic in research on
remote sensing image processing. However, the establishment and evaluation of pooling models and selection
of feature operators lack clear standards. Based on the biological visual multiscale perception mechanism,
this study combines classical wavelet theory with convolutional neural network theory to establish 10 sets of
geometric operators and construct the corresponding multiscale image feature pyramids. Statistical analysis
shows that the 10 sets of operators exhibit two types of information transmission characteristics, that
is, balanced and growth. The obtained image features become more fragmented as operator complexity
increases. After excluding the two operator groups with high complexities, the remaining eight groups
were applied to the convolutional neural network image-segmentation algorithm. Eight pooling models
were established to obtain the corresponding multiscale image features, perform convolution operations,
and generate multiscale segmentation results for remote sensing images. The evaluation results reveal that
the high complexity of the feature operators is unfavorable for feature transmission and preservation, and
compared with operators having the information transmission characteristics of growth, those with balanced
information transmission characteristics show better performance in convolutional neural network image
segmentation. The segmentation accuracy was improved by 1.5%—2%. The conformity of the segmentation
results was improved by 1%—1.5%. Finally, the degree of interclass chaos is reduced by 4.1%—-10%.

INDEX TERMS Image segmentation, remote sensing, multiscale feature pyramid, pooling model, convolu-
tional neural networks.

I. INTRODUCTION

Under the driving force of the multiscale perception mech-
anism [1], human vision can acquire visual information
of different scales when facing a complete visual object,
and capture the corresponding information features at each
scale [2]. Simulating this multiscale perception mechanism of
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human vision is a hot topic in image-understanding research.
The main multiscale image processing method was initially
based on dimensionality reduction analysis. That is, two-
dimensional (2D) image information is compressed to one
dimension before being deconstructed. The most widely used
methods are Fourier transform, Gabor transform, short-time
Fourier transform, wavelet transform [3], multiscale geomet-
ric analysis [4], ridgelet, curvelet [5], contourlet [6], bandelet,
wedgelet, beamlet, and shearlet transform [7]. These methods
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TABLE 1. Artificial neural network-based segmentation algorithm.

Segmentation Algorithm Architecture

AlexNet CNN

ZFNet AlexNet
VGGNet-16 VGGNet
GoogleNet-Inception v1 Inception module
ResNet Residual module
Fully Convolutional Network [11] VGG-16(FCN)
U-net [12] FCN

Dilated Convolutions [13] FCN

RefineNet [14] U-Net

PSPNet [15] ResNet

Large Kernel Matters [16] ResNet

SegNet [17] VGG-16 + Decoder
Bayesian SegNet [18] SegNet

Deeplab [19] VGG-16/ResNet-101
MINC-CNN [20] GoogleNet(FCN)
CRFasRNN [21] FCN-8s

Dilation [22] VGG-16

ENet [23] ENet bottleneck
Multiscale-CNN-Raj VGG-16(FCN)
Multiscale-CNN-Eigen Custom

Multiscale-CNN-Roy Multiscale-CNN-Eigen

Multiscale-CNN-Bian FCN

ParseNet [24] VGG-16

ReSeg VGG-16 + ReNet
LSTM-CF [25] Fast R-CNN + DeepMask
2D-LSTM [26] MDRNN

RCNN MDRNN

DAG-RNN [27] Elman network

SDS R-CNN + BoxCNN

Deep Mask [28] VGG-A

Sharp Mask [29] DeepMask
MultiPathNet [30] Fast R-CNN + DeepMask
Huang-3DCNN 3DCNN [31]

PointNet [32] Own MLP-based
Clockwork Convnet [33] FCN
BiSeNet CNN
Feature Pyramid Network CNN

High-Resolution Network ResNet/DenseNet

are dimensionality reduction analysis algorithms for images.
Although the dimensionality reduction means more thorough
information deconstruction, it also leads to fragmentation
and loss of high-dimensional information. Therefore, nondi-
mensional reduction analysis has become one of the most
important directions in image-understanding development.
A. Cohen, 1. Daubechies, R.Q. Jia, and R. Long initially
extended the classical wavelet analysis theory to high dimen-
sions. However, related academic research progress was slow,
and practical applications were limited to the replacement
of true 2D images with 2D wavelet tensors [8], [9], [10].
The introduction of 2D wavelet tensors partially compen-
sates for the loss caused by the dimensionality reduction and
attempts to reduce the redundancy, which is an attempt to
analyze two-dimensional images in pseudo two-dimensional
space. However, this improvement cannot overcome the limit
imposed by the dimensionality reduction itself. With the
emergence of deep learning and its integration with theories
(e.g., artificial neural networks) in 2006, image-segmentation
algorithms based on convolutional neural networks have
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rapidly developed. Consequently, the nondimensional reduc-
tion analysis of images based on the multiscale perception
mechanism of biological vision was realized. This means that
we no longer analyze image information by one dimension
or pseudo two-dimension method, but by constructing a
multi-scale space to analyze two-dimensional image infor-
mation in two-dimensional spaces. The relative segmen-
tation method differentiates hundred of model structures
(Table 1).

The establishment of multiscale feature maps involves
image feature selection and information filtration in the
context of convolutional neural network (CNN)-based image-
segmentation algorithms. Techniques such as Lp and
spectral pooling are commonly employed to accomplish
this.

AL G j) = [Z{;l Zj;zlAi(soi +x, Sw+y)p]” (D)

Lp pooling is a pooling model inspired by the hierarchi-
cal structure found in the visual cortex of biological vision.
It computes the Lp norm of the features within each pooling
region, thereby leading to a more robust and stable feature
representation. The parameter “p”’ can assume any positive
value, typically 1, 2, and co. Lp pooling is reduced to average
pooling for p = 1, where the mean value of the features
within the pooling region is used as the output. For p = 2,
Lp pooling corresponds to Euclidean distance pooling, using
the L2 norm of the features within the pooling region as the
output. Lp pooling becomes max pooling as p approaches oo,
where the maximum feature value within the pooling region
is used as the output.

Random selection of the p value is called random pooling.
Lp random pooling randomly selects a value within the region
according to a specific probability distribution to ensure that
most of the non-maximal activation signals can proceed to the
next level. In mixed pooling, p is a linear combination of the
mean and max pooling.

Al =L, (Ai) t Lo (A,Q) A elo,1] )

Incorporating techniques (e.g., Lp and spectral pooling) for
multiscale feature selection and information filtration enables
CNN-based image-segmentation algorithms to generate more
accurate and robust feature representations, thereby enhanc-
ing the overall performance of image-segmentation tasks.

However, clear standards for the establishment of pooling
models and selection of feature operators during multiscale
image feature selection and information filtering are currently
lacking. The influence of different models on the CNN-based
image-segmentation results remain unclear.

This study addresses this issue by leveraging the multi-
scale perception mechanism observed in biological vision in
combination with classical wavelet and multiscale geometric
analysis theories. We devised 10 sets of feature operators
and constructed the corresponding multiscale feature pyra-
mids to conduct a preliminary analysis and categorization
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FIGURE 1. Traditional and new multiscale pyramid models.

of these operators. Subsequently, we incorporated differ-
ent feature operators into the pooling model within the
framework of the CNN-based image-segmentation algorithm.
This enables us to extract multiscale image features through
convolutional operations, which results in the generation
of segmented outputs at various scales for remote sensing
images. Finally, a comprehensive analysis and evaluation of
the image-segmentation results are performed. The exper-
imental results show that the experimental process can
effectively screen out high-quality operators, remarkably
and generally increasing the precision of remote sensing
image segmentation by 1.5%—2%, improving intraclass con-
formity by 1%-1.5%, and reducing intraclass chaos by
4.1%-10.1%. Overall, the experimental results reveal that the
proposed screen operator process provides explicit guidelines
for establishing a multiscale feature pyramid model during
multiscale image feature selection and information filtering,
ultimately enhancing the accuracy of the image-segmentation
results.
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The remainder of this paper is organized as follows:
Section II defines the multiscale and builds the multiscale
feature pyramid with different geometric moments for remote
sensing images. Section III presents experiments in multi-
spectral remote sensing images to confirm the performance
of different geometric moments, and Section IV concludes
the paper and discusses future research directions.

Il. METHODOLOGY

This section defines the multiscale feature pyramid and
geometric moments of the images. We also conducted a
multidimensional statistical analysis of the constructed mul-
tiscale feature pyramid model.

A. DEFINITION OF THE MULTISCALE FEATURE PYRAMID
Image multiscale analysis refers to the spatial series {V;} ez
in scale-space L%(R). The series meets certain conditions,
including monotonicity, approximability, scalability, trans-
lation invariance, and the Riesz base [34]. Guan Yu Jing
provided a generalized multiscale analysis theory that departs
from the traditional theory [35]. In this new theory, different
scales are built based on different scale functions in the
scale-space.

In a generalized multiscale analysis theory and in scale-
space L2(R), {vi} ez is a spatial series presented as V; C
L>(R),V; C Vj41.j € Z.For each {V;},. there exists ¢;(x),
{9i(x — k/2)}, > which is the orthonormal basis of V.

The traditional model is advantageous in terms of compu-
tation, decay rates, and globality of information perception.
However, the interval distance between two adjacent layers
increases exponentially with the establishment of the multi-
scale model, leading to missing information layers. The new
multiscale pyramid model was supported by good continuity
in the multiscale analysis framework. It can solve the miss-
ing layer problem and is closer to the multiscale perception
mechanism in human vision, which is the current direction
for multiscale image analysis development.

B. DEFINITION OF THE GEOMETRIC MOMENTS OF
IMAGES

Moment is used to describe the characteristics of a random
variable in mathematical statistics. It was applied to demon-
strate the geometrical characteristics of the image analysis.
Stable geometrical characteristics are not affected by light,
noise, or geometric deformation. Therefore, we introduce
geometric moments for the subsequent multiscale analysis
based on a generalized multiscale analysis. The gray distri-
bution of the image target area D is set as follows:

fx.y) ,y)eD 3

The origin moment of order p + ¢ for D is

my = [[ 5@ty ga=01.2: @
D

68005



IEEE Access

C. Di et al.: CNN-Based Multiscale Feature Selection and Evaluation in Image Segmentation

TABLE 2. Moment operators.

Model Moment Operator

" $o1 = o1t 7o

" Gor = Toy+ 71y (noise reduction)
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FIGURE 2. Multiscale pyramid models. (Four image slices, N [1]-N [4]. Two
channels, C [1] and C[G]).

N[1]C[G]

The central moment of order p + ¢ for D is

Hpq =//<x —XPO -V ddy (pog=0,1,2---)
D

&)

The relationship between the origin and central moments is
presented as follows:

P q
D q k—1 k —(k+1)
Hpg = Z (k) (l ) (=D " mp_g g l’"lommmoo

k=0 =0
(6)
The normalized central moment is obtained as
% p+q+2
Mg =2 (r=—">—,p+q=23---) (1)
100 2

For the moment of an image, the lower its order, the more
sensitive it becomes to the extreme value and the lower its
computational complexity becomes: ¢o1, P2, $o3-

Hu. M. K proposed the invariant moment concept and con-
structed seven invariant moments (i.., ¢g1, Pu2,PH3, PH4s
dus5, dHe, r7) using the second- and third-order normalized
central moments. The invariant moments include rotation,
scaling, and translation invariance. However, in keep-
ing the image characteristics, ¢g1, ¢g2, and ¢g3 showed
higher stabilities than ¢g4, ¢ys, Pre, and ¢p7. Ppprand ¢ys
performed well in keeping boundaries in multiscale image
segmentation.
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FIGURE 3. Multiscale pyramid models. (We built 10 sets of multiscale
pyramid models for 2 channels of 4 images with 10 features,
Feature[a]-Feature[j]. In this figure, a pyramid represents the set of all
scale slices of a channel in an image slice under that feature. Taking the
10 pyramids shown in the figure as a group, we have established a total
of 2 x 4 = 8 groups.)

TABLE 3. Moment operators.

Pattern Model
Fla], F[b], F[d]
F(c], Fle], F[f], Flg], F[h], F[i], F[j]

Balanced mode:

Growth mode:

The 10 sets of feature operators in this work were Ma, Mb,
Mc, Md, Me, Mf, Mg, Mh, Mi, and Mj (Table 2). Before
Mb construction, the image was first denoised to reduce the
extreme value interference among these operators to a low-
order moment.

The image multiscale feature pyramid level used in the
experiment was 50. The sampling mode was denoted by
NF (1), which mean that the sampling window was estab-
lished from the top-left corner of the image with consistent
hierarchical intervals.

Wy = {(xn, yu) = Featurey.n,n=1,2,...,N}
(N :1--50)

(Feature: Fla], F[b], F[c], F[d], Fle], F[f], Flg], F[h], F[i],
F[jl.)

W: Sampling window.

N: Level.

The experimental data comprised multispectral images
from the Gaofen-6 satellite of the China High-resolution
Earth Observation System (CHEOS) program. As shown in
Figure 2, four randomly selected image slices measuring
1500 x 1500 px were chosen. Each slice contained two
channels.

C. MULTISCALE FEATURE PYRAMID ANALYSIS

In this study, the multi-scale feature pyramid is concep-
tualized as a three-dimensional feature space. Within the
multi-scale feature pyramid, slices at all scales are perceived
as a continuous whole. We conduct longitudinal profile anal-
ysis, cross section analysis of this three-dimensional feature
space across different levels, to extract the characteristics of
information transmission in various dimensions within this
space. Additionally, by comprehensively comparing informa-
tion transmission characteristics across different dimensions,
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FIGURE 5. Cross section of the multiscale pyramid models (1).

we categorize and select features of the feature space and the
corresponding feature operators.

1) LONGITUDINAL PROFILE ANALYSIS

In longitudinal profile analysis, we conducted experiments
on a set of 8 images, each composed of 4 random image
slices with 2 channels, using feature operators, F[a]-F[j] to
establish the multiscale pyramid, shown in Figure 4. To obtain
comprehensive experimental results, we set the scale lev-
els relatively high at 50. We conducted statistical analysis
on the total brightness values of the images at each scale
in the multiscale pyramid. The statistical results show that
the brightness values exhibit two distinct patterns of change
across different scales: balance mode and growth mode. In the
balance mode, the brightness values exhibit minimal vari-
ations across different scales, resulting in a nearly circular
pattern in the radar chart. In the growth mode, the brightness
values exhibit a trend of change with the scales, leading to
a spiral pattern in the radar chart. Based on these statistical
results, we tentatively categorized the feature operators into
two groups: the balance mode group and the growth mode
group. (Table 3).

2) CROSS SECTION ANALYSIS

In cross section analysis, we conducted a comparison on
slices of the same scale but belonging to different feature
spaces, as shown in figure 5.

Consistent with the previous experimental results, the bal-
anced group(F[a], F[b], F[d]) and the growth group(F[c],
Fle], FIf], F[g], F[h], F[i], F[j]) exhibit significant differ-
ences. The feature space belonging to the balance mode
shows a higher degree of detail preservation and is more
suitable for capturing detailed information, while the fea-
ture space belonging to the growth mode is more sen-
sitive to edge information and is more suitable for edge
extraction

Meanwhile, through the analysis of Feature[i] and Fea-
ture[j] in Figure 6, we observed that the utilization of
high-order geometric feature operators resulted in a sig-
nificant increase in computational load and fragmented

68008
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FIGURE 6. Cross section of the multiscale pyramid models (2).

information, thereby reducing the efficiency of informa-
tion transmission. In the subsequent experimental procedure,
excessively complex operators were filtered out to alleviate
the computational burden and enhance information transmis-
sion efficiency. This ensured a more optimal and efficient
feature extraction process.

Ill. IMAGE SEGMENTATION AND EVALUATION

The following is an overview of the proposed model:
(1) remote sensing image preprocessing, (2) convolutional
calculation of the multiscale feature pyramid, (3) spectral
and shape feature extraction, (4) upsampling and multiscale
convolution, and (5) evaluation.
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FIGURE 7. Remote sensing image-segmentation frame.

FIGURE 8. Ground-truth data.

A. REMOTE SENSING IMAGE SEGMENTATION FRAME

The spectral and shape feature-extraction algorithm is pre-
sented below [36]. This algorithm uses multi-scale classi-
fication network evolution for segmentation, and integrates
spectral and shape features. The weighted value of the two is
used as the heterogeneity evaluation criterion for minimum
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heterogeneity merging, and finally obtains the segmentation
result.
Spectral heterogeneity:

Bpecirat = D, We( e = 81) + m2Be = 820))  (8)

Shape heterogeneity:
h lz
hcampact = ([ \/_1 ) + np(—— \/— [2 (9)
Ln Iy I 1))
h =m\— - — - = 10
smooth = 11 (bm by ) + n2(bm b2) (10)
hshape = Wsmoothhsmouth+(1_Wsm00th)hcompact (1D

Spectral and Shape heterogeneity:

h =wpecrrathspectral +(—Wpectra shape

h : heterogeneity.

w : The weight.

n : The area of the region.

8: The standard deviation

[ : The edge length of this area.

b : The perimeter of the minimum bounding rectangle

enclosing this area. (12)
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FIGURE 9. Remote sensing image-segmentation result.
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FIGURE 9. (Continued.) Remote sensing image-segmentation result.

The experimental data consisted of multispectral images from
the Gaofen-6 satellite in the CHEOS program. Randomly
selected image slices measuring 1500 x 1500 px were cho-
sen. Each slice contained eight channels (i.e., band alpha 1,
band alpha 2, band alpha 3, band alpha 4, band alpha5, band
R, band B, and band G). The CNNs extracted feature maps for
each spectrum after the multispectral remote sensing image
was preprocessed. The convolution kernel included Ma, Mb,
Mc, Md, Me, Mf, Mg, and Mh.

B. SEGMENTATION RESULTS
Fig. 9 presents the multispectral remote sensing image-
segmentation results, including 20 x 8 sub-images.

The multispectral remote sensing image-segmentation
results contained many broken patches; thus, we could not
visually observe the differences between the experimental
and control groups. Herein, we introduced the ground-truth
data and evaluation indices.

In the ground-truth data, red, blue, and green represent
corn, soybeans, and rice, respectively. We converted the
ground-truth data into binary images for the subsequent
evaluation.

C. EVALUATION

Seven commonly used and mutually independent evaluation
metrics were employed to evaluate the experimental results.
The evaluation was performed on the segmentation results of
160 remote sensing images, as shown in Table 4. We divided
the segmentation results of the 160 images into eight groups
based on the variations in their multiscale feature pyramid
operators: F[a], F[b], F[c], F[d], F[e], F[f], F[g], and F[h].
We calculated the means of the evaluation results for the eight
groups and presented them as seven histograms (Figure. 10).
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(1) The Dice coefficient derived from the kappa statistic
as a reliability measure was used to calculate the balance
between the intersection area and the average sum of the indi-
vidual areas. With this evaluation result, the balanced mode
group means (F[a], F[b], F[d]) showed a higher similarity
with the ground-truth data than the growth mode group (F[c],
Fle], F[f], Flg], F[h]). The F[d] indicates depicted the highest
similarity (0.489).

(2) The Hausdorff distance is a measure of the maximum
discrepancy between two true subsets in the space [37].
This demonstrates the inhomogeneity between the seg-
mented blocks in image segmentation. A larger Hausdorff
distance value results in a higher inhomogeneity between
the segmented blocks. The differences among the means
of the eight groups of experimental results were insignifi-
cant, but F[d] showed the shortest Hausdorff distance value
of 71.540.

(3) The Jaccard index measures the ratio of the intersection
area of the two sets divided by the area of their union. In this
work, F[d] had the highest Jaccard index value of 0.323,
denoting the highest similarity with ground-truth data.

(4) The average perpendicular index measures the aver-
age vertical distance between the experimental results and
the ground-truth data. Compared to the growth mode group
means (F[c], F[e], F[f], F[g], F[h]), the balanced mode group
means (F[a], F[b], F[d]) exhibited shorter distances of 3.494,
3.472, and 3.493.

(5) Conformity coefficient is a global similarity coefficient
used to measure the ratio of correctly segmented pixels to the
number of incorrectly segmented pixels. F[d] obtained a high
conformity coefficient of 2.323.

(6) Precision is the ratio of the number of correctly seg-
mented pixels to the sum of the correctly and incorrectly
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TABLE 4. Evaluation.

Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
F[a]E[d] Dice Ratio 0.49 0.49 0.49 0.48 0.49 0.49 049 0.49 0.49 0.49 0.49 0.49 0.49 048 049 0.49 0.49 0.49 049 0.49
Fla]E[h]  Hausdorff Distance 56.89 10431 10582 5772 5923 10623 5629 6637 10149 9742 6435 11049 6637 10471 61.81 8352 10559  65.00 7690  82.68
FlalE[j]  Jaccard Index 033 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 032 032 0.32 0.32 0.32 0.32 0.32
Fla]E[a]  Average Perpendicular 3.29 3.59 3.60 3.68 3.53 3.54 3.44 3.41 3.52 3.44 3.43 3.52 3.53 364 343 351 337 347 3.46 3.49
F[a]E[c]  Conformity 0.96 0.88 0.90 0.86 0.91 0.92 091 0.89 091 0.90 0.92 0.92 0.90 0.85  0.90 0.89 0.92 0.88 0.90 0.89
Fla]E[p]  Precision Index 0.33 0.32 0.33 0.32 0.33 0.33 0.33 0.32 0.33 0.33 0.33 0.33 0.33 032 033 0.32 0.33 0.32 0.33 0.33
F[a]E[r] Recall Index 0.97 0.97 0.97 0.97 0.96 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.96 0.96 097 0.97 0.96 0.97 0.96 0.97
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
F[bJE[d] Dice Ratio 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.48 0.48 0.49 0.49 048 049 0.48 0.49 0.49 0.48 0.48
F[bJE[h]  Hausdorff Distance 108.75  68.66  57.28 108.08 110.60  91.59 108.69 101.60 109.17  87.37  87.13 6825  72.84 7237 6440 10160  69.32 7224 7849 7559
F[bJE[]  Jaccard Index 0.32 0.32 0.32 0.32 0.32 0.33 0.32 0.32 0.32 0.32 0.32 0.32 0.33 032 032 0.32 0.32 0.32 032 0.32
F[bJE[a]  Average Perpendicular 3.42 338 3.48 3.43 3.54 3.49 341 355 3.50 3.60 3.52 3.51 343 338 3.67 332 337 345 3.43 3.57
F[bIE[c]  Conformity 0.91 0.92 0.88 0.89 0.92 0.95 0.90 0.89 0.89 0.87 0.85 0.89 0.94 0.87  0.89 0.87 0.88 0.89 0.85 0.84
F[bJE[p]  Precision Index 033 0.33 0.32 033 033 0.33 0.33 033 0.33 0.32 0.32 0.32 0.33 032 033 0.32 0.32 0.33 0.32 0.32
F[bJE[r] Recall Index 0.97 0.97 0.97 0.97 0.97 0.96 0.97 0.96 0.97 0.97 0.97 0.97 0.96 0.96 097 0.97 0.97 0.96 0.96 0.96
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
F[c]E[d] Dice Ratio 0.49 0.49 0.49 0.48 0.49 0.49 0.48 0.49 0.49 0.48 0.48 0.49 0.49 048 049 0.48 0.48 0.48 0.48 0.48
Flc]E[h]  Hausdorff Distance 10466 9957 9675 11189 9625 9348 5413  70.61 102.11 104.66 10826 10875  72.01  88.53 63.95 5482 6723 10510  63.95 105.60
F[c]E[j] Jaccard Index 0.32 0.32 0.32 0.32 0.32 0.32 032 0.32 0.32 0.32 0.32 0.32 0.32 032 032 0.32 0.32 0.32 032 0.32
F[c]E[a]  Average Perpendicular 3.51 333 3.60 3.66 332 3.51 3.50 3.46 3.46 3.59 3.73 3.50 347 3.65 355 341 3.70 3.52 3.59 3.48
F[c]E[c] Conformity 0.90 0.91 0.92 0.87 0.89 0.88 0.85 0.88 0.90 0.83 0.83 0.89 0.88 0.86  0.89 0.87 0.87 0.86 0.84 0.86
F[c]E[p] Precision Index 0.33 0.33 0.33 033 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 033 033 0.33 0.33 0.33 033 0.33
F[cJE[r]  Recall Index 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 097 097 0.97 0.97 0.97 0.97 0.97
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
F[]E[d] Dice Ratio 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.49 0.48 0.49 0.49 049 049 0.48 0.49 0.48 0.49 0.49
F[d]E[h]  Hausdorff Distance 10247 5675 7471 7245 5707 6185  57.07 11007 9231 8336 6420 5675 5652 7885 6263  80.08  81.63  57.07 5532  69.64
FId]JE[j]  Jaccard Index 0.32 0.33 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.33 032 033 0.32 0.33 0.32 0.32 0.33
F[d]E[a] ~ Average Perpendicular 3.66 3.51 3.61 3.56 3.43 3.58 3.46 3.50 3.47 3.56 3.53 3.59 3.59 351 331 3.48 3.38 3.52 3.39 3.22
F[d]E[c] = Conformity 0.92 0.95 0.89 0.89 0.92 0.92 0.89 0.90 0.90 0.91 0.87 0.90 0.93 0.89 095 0.87 0.93 0.87 0.92 0.94
F[d]E[p] Precision Index 0.33 033 0.32 0.33 0.33 033 033 0.33 033 0.33 0.32 0.33 033 033 033 0.32 0.33 0.32 0.33 0.33
F[dJE[r] Recall Index 0.97 0.97 0.97 0.97 0.97 0.96 0.97 0.97 0.97 0.97 0.97 0.96 0.97 096 0.96 0.96 0.96 0.97 0.96 0.96
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Fle]E[d] Dice Ratio 0.49 0.49 0.49 0.48 0.48 0.47 0.48 0.47 0.48 0.48 0.47 0.47 0.47 047 047 0.47 0.47 0.47 0.47 0.47
Fle]E[h]  Hausdorff Distance 98.62 10698  59.03 6845 5022 7355 10139 7455 5707 7139  73.06 5771  70.83 8298 7350 8130 10160  69.35 11201  57.57
F[e]E[j] Jaccard Index 0.32 0.32 0.32 0.32 0.32 0.31 0.32 0.31 0.31 0.31 0.31 0.31 0.31 031 031 031 031 031 031 031
Fle]E[a] ~Average Perpendicular 3.54 3.56 3.59 3.53 3.56 3.70 3.77 3.74 3.70 3.58 3.79 3.79 3.59 370 3.96 3.79 3.81 3.81 3.64 3.58
Fle]E[c] ~ Conformity 0.89 0.88 0.88 0.85 0.83 0.77 0.85 0.78 0.81 0.79 0.76 0.77 0.78 0.77 076 0.77 0.79 0.76 0.76 0.78
F[e]E[p]  Precision Index 033 0.32 0.33 0.32 0.32 0.32 0.32 0.32 0.32 0.32 0.31 0.32 0.32 031 031 0.31 0.32 0.31 0.31 0.32
F[e]E[r] _Recall Index 0.96 0.96 0.95 0.95 0.95 0.95 0.95 0.94 0.95 0.95 0.94 0.95 0.95 095 094 0.95 0.95 0.95 0.95 0.95
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
FIfIE[d]  Dice Ratio 0.49 0.48 0.48 0.48 0.47 0.47 0.47 0.48 0.47 0.47 0.47 0.47 0.47 047 047 0.47 0.47 0.47 0.47 0.47
F[flE[h] Hausdorff Distance 99.92 7049 100.65 100.88 4751  59.67 9936 10623 5077 6329  80.02  50.60  63.79 10124 77.00  67.74  68.01  90.51 6637  91.05
FIfIE[j]  Jaccard Index 0.32 0.32 0.32 0.32 031 031 031 031 031 0.31 031 0.31 031 031 031 031 0.31 0.30 031 031
F[fIE[a] Average Perpendicular 3.58 3.49 3.51 3.55 3.63 3.73 3.70 3.57 3.75 3.76 3.89 3.83 3.84 397 3.89 3.76 3.94 3.91 4.06 3.97
FIfIE[c]  Conformity 0.88 0.85 0.87 0.84 0.78 0.78 0.76 0.82 0.77 0.77 0.76 0.74 0.77 076 0.75 0.76 0.76 0.71 0.75 0.73
F[fIE[p]  Precision Index 0.33 0.32 0.33 0.32 0.32 0.32 0.31 0.32 0.32 0.32 0.31 0.31 0.32 031 031 031 0.31 031 031 031
FIfIE[r] Recall Index 0.96 0.95 0.95 0.95 0.95 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.95 094 0.94 0.95 0.95 0.95 0.95
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
F[gIE[d] Dice Ratio 0.49 0.48 0.48 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.47 0.46 0.47 047 046 0.47 0.47 0.46 0.47 0.47
F[gIE[h]  Hausdorff Distance 107.34 7393 4934 10734 6579 6573 5675 6303 6801 6454 8022 7400 7424 10585 6237  67.03 5376  88.46 8786  97.00
Flg]E[j]  Jaccard Index 0.32 0.32 0.31 031 0.31 0.31 0.31 0.31 0.31 031 0.31 0.30 0.31 031 030 0.30 0.31 0.30 0.31 0.31
Flg]E[a]  Average Perpendicular 3.55 3.43 3.64 3.89 3.76 3.91 3.96 3.73 3.82 371 3.74 3.93 3.80 3.66 412 3.97 3.88 3.93 3.87 3.96
F[gIE[c] ~Conformity 0.92 0.88 0.82 0.76 0.74 0.74 0.73 0.77 0.74 0.74 0.77 0.69 0.75 077  0.70 0.72 0.75 0.69 0.73 0.72
F[g]E[p] Precision Index 0.33 0.33 0.32 0.31 031 031 031 0.32 031 031 0.32 0.31 031 032 031 031 0.31 031 031 031
F[g]E[r] Recall Index 0.95 0.94 0.95 0.95 0.94 0.93 0.93 0.94 0.93 0.94 0.94 0.94 0.94 094 094 0.94 0.95 0.94 0.94 0.94
Evaluation Scales
Result  Evaluation index 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
F[h]E[d] Dice Ratio 0.49 0.48 0.48 0.48 0.47 047 0.47 0.47 048 0.47 047 0.48 047 048 047 0.47 0.47 0.46 0.47 0.48
F[h]E[h]  Hausdorff Distance 10296 78.03 10124 6395 9443 10875 10559 5632 4801  57.72  61.01 5991 109.88 5749 89.81 7600 10400  96.32  60.75 110.11
F[h]E(j]  Jaccard Index 0.32 0.32 0.32 031 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.31 0.30 031 031 031 031 0.30 031 031
F[h]E[a] Average Perpendicular 3.57 3.70 3.81 3.83 3.77 4.11 4.10 4.04 3.96 4.03 3.96 4.11 427 390 4.04 3.88 3.89 4.14 4.01 3.86
F[h]E[c] ~Conformity 0.88 0.83 0.83 0.79 0.78 0.74 0.77 0.77 0.80 0.76 0.77 0.79 0.70 0.79 078 0.78 0.79 0.69 0.76 0.80
F[h]E[p] Precision Index 033 0.32 0.32 032 0.32 0.31 0.31 0.31 0.32 031 0.31 0.32 0.31 032 032 0.32 0.32 0.31 0.31 0.32
F[h]E[r] Recall Index 0.95 0.95 0.95 0.95 0.94 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 095 0.95 0.95 0.96 0.95 0.95

segmented pixels. The balanced mode group means (F[a],
F[b], F[d]) exhibit a higher precision than the growth
mode means (F[c], Fle], F[f], F[g], F[h]). F[d] had a value
of 0.327.

(7) Recall is the ratio of the number of correctly segmented
pixels to that of correctly segmented and unsegmented pixels.

68012

Here, F[a], F[b], F[c], F[d] shows a significant advantage
(0.966, 0.967, 0.969, and 0.966).

In the proposed multiscale feature pyramid model, the bal-
anced mode operators perform better than the growth mode
operators in multiscale remote sensing image segmentation,
particularly F[d] (Table 4).
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FIGURE 10. Multiscale image-segmentation results.

IV. CONCLUSION

In this study, 10 sets of geometric operators were established
and the corresponding multiscale image feature pyramids
were constructed. Statistical analysis showed that operators
have two types of information transmission characteristics:
balanced and growth. The obtained image features became
more fragmented as operator complexity increased. After
excluding the two operator groups with excessively high com-
plexities, the remaining segmentation algorithm was applied
to the remaining eight groups. The segmentation results
obtained on authentic multispectral remote sensing images
verified that the multiscale feature pyramid built with bal-
anced mode operators had a better performance than the
growth mode, especially in F[d]. An experimental segmenta-
tion evaluation demonstrated that compared to the precision
of the growth mode group, the balanced mode group was
generally improved by 1.5%-2%, the intraclass conformity
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was improved by 1%-1.5%, and the intraclass chaos was
reduced by 4.1%-10.1%. Overall, the experimental results
indicate that during the construction of the pooling model,
this experimental process can provide a relatively clear clas-
sification, screening, and evaluation method for the selection
of feature operators. The construction of pooling models
and the selection of feature operators are the foundation for
constructing multi-scale spaces and various artificial neural
network algorithms, as well as the key foundation for remote
sensing image segmentation.

A potential limitation of this study is that although we
have analyzed, classified, and evaluated feature operators,
our classification of feature operators is still not detailed
enough. For example, within the balanced group, F [d] per-
formed significantly better than F [a] and F [b]. Although
the statistical curves of F [d] and F [a], F [b] are very close
in trend, there is a certain difference in numerical values.
Therefore, we consider combining the previously proposed
“deep-learning-based multiscale pyramid sieve and analysis
module” theory in subsequent experiments to expand the
scope of the experiment, further discuss whether the balanced
mode group can be further differentiated, clarify its differ-
entiation mechanism, comprehensively establish the optimal
operator screening mechanism, and form a relatively com-
plete technical system [38].
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