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ABSTRACT Computer-aided interpreting(CAI) systems are software applied to one or more stages of
interpreting tasks, which can directly promote the work of interpreters and improve the interpreting quality.
Until now, studies on CAI in simultaneous interpretation(SI) have been limited, primarily focusing on
the design and development of manual extraction models. Moreover, what’s particularly noteworthy is
the lack of thorough investigation into the development of fully automated CAI models for extracting
terms (SI difficulties) and other related aspects. Based on the experimental research of existing ones, this
study puts forward some new methods based on automatic speech recognition(ASR) and develops a CAI
system–InterpretSIMPLE with user-friendly interface, which implements automatic retrieval and display
of terms (pre-imported), numbers, etc. as well as other functions specialized for conference interpreters.
Through the setting of three-line label control and underline panel control, the system realizes the attention
allocation and positioning of the source text content at different levels. One-click import of commonly-used
Excel glossary gives simple operation with no additional format conversion. Terminologies and numbers
are displayed below the corresponding position while displaying the source text, so that interpreters could
locate and solve these recognized SI difficulties. Through the ‘‘exact matching’’ or ‘‘partial matching’’
setting, it could meet the personalized requirements of terms matching. The experiment shows that after
the system receives text information from Tencent Cloud, the real-time display rate of the pre-imported
glossary reaches 98.92%. The research results could provide references for the research and development of
in-process automated CAI tools.

INDEX TERMS Computer-aided interpreting, CAI, simultaneous interpreting, automatic speech recogni-
tion, artificial intelligence.

I. INTRODUCTION
Simultaneous Interpretation (SI) is a process wherein the
interpreter translates the source language into the target lan-
guage almost instantly as the speaker delivers their speech,
without any interruptions. In SI, listening (source language
input) and translation (target language output) are nearly syn-
chronized, and interpreters need to process multi-level tasks
such as understanding, memory, conversion and expression
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at the same time within a very limited time. Even those
with professional training and rich experiencemakemistakes.
Terminologies and numbers are regarded as ‘‘problem trig-
gers’’ that affect the quality [1], [2]. In the same context,
when interpreters fail to retrieve them from memory, it is
often necessary to consult a pre-organized, printed paper or
Excel electronic glossary, or to complete the process with the
help of a partner.

In recent years, the existing research, combining the
working process of SI and information retrieval technology,
ascend themanual retrieval convenience of computer-assisted
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interpreting (CAI) systems [3]. Although experimental stud-
ies [4], [5], [6] demonstrated that innovative manual retrieval
methods improve the quality of interpretation such as ter-
minology, however, in fast-paced, multi-task SI process,
typing are considered ‘‘unnatural’’, ‘‘time consuming and
distracting’’ behaviors [7], which can lead to short-term
memory overload and affect the quality and continuity of
interpretation.

Recent advancements in Artificial Intelligence (AI),
particularly in deep learning and neural networks, have sig-
nificantly improved Automatic Speech Recognition (ASR)
quality [8]. Although these technological developments
have paved the way for AI-powered SI, challenges persist,
including ASR errors, dialect recognition issues, inaccurate
punctuation, and sentence interpretation errors that directly
affect the quality and comprehensibility of the translated text.
Enhancing the quality and precision of ASR and Machine
Translation (MT) remains an ongoing demand. However,
the use of AI technology to achieve automatic retrieval of
‘‘problem triggers’’ in SI can further reduce cognitive
stress [9]. Therefore, the academic community generally calls
for the design and application of automatic retrieval CAI
tools.

While technology, such as computer-assisted translation
(CAT) tools, has transformed traditional translation methods,
suggesting a future where translators will focus more on post-
editing MT, research in CAI is still in its early stages [10].
With only a few researches on CAI tools in simultaneous
interpreting (SI), all designed and developed by manual
extraction model, there has been no study focusing on the
detailed implementation of a real automated CAI model for
extraction of terms, numbers(SI difficulties), etc [3], [11].
In response to the limited research, this paper proposes
innovative methods of automatic retrieval and display of
the difficulties, selecting the matching methods as needed,
choosing whether to display punctuation as needed to avoid
the impact of ASR errors in SI, presenting a newly-designed
CAI system with a user-friendly interface. It is the first
study to realize the complete research progress focusing
on the implementation of a real automated CAI tool for
in-process SI.

The academic paper consists of the following sections.
Section II is the Literature Review, which includes a dis-
cussion on translation and AI-powered SI, with specific
subtopics on ASR, MT, speech synthesis, and AI-powered
SI. Section II also covers research on CAI, including
its definition, categorization, and empirical studies.
Section III is the Methodology section, which introduces
a newly-designed CAI system, its design philosophy, and
experiments conducted using this system. Section IV pro-
vides an overview of the system, including interface
design and function implementation. Section V focuses
on validation through experiments, discussing speech,
experiment procedure, data analysis, and targeted system
improvement.

II. LITERATURE REVIEW
To offer specific and targeted solutions for CAI systems
based on Automatic Speech Recognition (ASR), this chapter
carries out a comprehensive analysis of literature and empir-
ical experiments. We have searched a body of relevant CAI
literature, over the past 20 years, which also include Chinese
literature achieved from resources such as the CNKI database
given that the availability of English references is limited.

The literature review is segmented into three parts. The
initial section delves into the historical context of interpreta-
tion and the cognitive analysis of simultaneous interpreting.
The subsequent part encompasses the advancements in AI
interpreting technologies, encompassing ASR and Machine
Translation (MT). Lastly, the third part covers the progressive
strides in CAI research.

A. TRANSLATION AND SIMULTANEOUS INTERPRETATION
Translation involves converting written or spoken content
from one language into another. Among various forms of
translation, interpreting, which involves orally conveying the
words spoken in a different language, is unique and impor-
tant, in view of its critical role in real-time communication,
enabling immediate and direct interaction between individu-
als speaking different languages, fostering seamless dialogue,
and facilitating effective understandingwithout the barriers of
linguistic diversity.

Interpreting is integral to international communication
between nations or regions. The enduring role of interpreting
has been witnessed across diverse chapters of human history.

The historical development of SI, from its birth, under-
scores its evolution and significance in facilitating multilin-
gual communication across critical international events. The
contemporary mode of simultaneous interpretation can be
traced back to the 1920s when Edward Filene, an American
businessman and philanthropist, and Alan Gordon Finlay,
an engineer and inventor, designed a device known as the
‘‘Filene-Finlay simultaneous translator’’, an innovation that
included headphones and microphones, later refined and
extended by them and IBM President Thomas Watson, for
use at the League of Nations [12]. Subsequently, SI gained
substantial recognition during post-war Nuremberg trials and
has since been extensively utilized in multilateral organiza-
tions (such as UN, EU, etc.), international summits (such as
APEC, G-20, etc.), legal proceedings, and press conferences.
In 1947, the United Nations Resolution 152 designated SI as
a permanent service that could either substitute for or com-
plement consecutive interpreting [13]. The introduction of SI
equipment fundamentally revolutionized the daily delivery of
interpretation.

SI stands as one of the most intricate forms of lan-
guage processing. From a cognitive standpoint, it involves
exceptionally high mental demands, requiring interpreters
to navigate multiple concurrent tasks [14], [15], [16], [17].
These encompass listening comprehension, managing short-
term memory, segmenting sentences, producing translations,
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and orchestrating overall coordination in real-time (Model I,
Fig. 1). Confronted with the distinctiveness, complexity,
and demanding nature of SI, even seasoned professional
interpreters, despite their extensive training, may encounter
translation errors. On that account, the precision and fluency
of SI generally tend to be lower compared to consecutive
interpretation and written translation.

FIGURE 1. Different models of simultaneous interpretation.

Over the span of more than half a century of research,
numerous scholars have explored the working process of
SI from different perspectives. The consensus on SI as a
cognitive task is largely characterized as ‘‘complex’’ [18],
‘‘difficult’’ [19], and ‘‘demanding’’ [20]. Be that as it may,
the fundamental processing of SI remained largely unchanged
until the advent of CAI and AI technology in the field of
simultaneous interpretation.

B. AI-POWERED SIMULTANEOUS INTERPRETATION
AI-powered simultaneous interpreting involves a combina-
tion of various technologies to enable real-time translation
of spoken language, among which ASR, MT are major play-
ers. The recent advancements have significantly propelled
research in automatic speech translation, particularly appli-
cable in live and streaming scenarios such as SI [21]. This
technological synergy operates in a seamless process: the
ASR model transcribes the spoken audio signal into the
source language text, the MT model translates this text into
the desired target language, and subsequently, the speech
synthesis model converts the translated text into an audio
signal (as depicted in Model II, Fig. 1). This comprehensive
process ensures the fluid and real-time transformation of
spoken language, facilitating efficient communication and
interpretation across diverse linguistic contexts.

1) AUTOMATIC SPEECH RECOGNITION
Speech is the consistent auditory signal produced by the vocal
organs of the human body by adhering to specific language
principles. Speech recognition, also known as automatic

speech recognition or speech-to-text, refers to the capacity
of a computing system or machine to recognize and compre-
hend spoken language or verbal signals, transforming them
into written text. The origins of speech recognition research
date back to the 1950s, marked by the pioneering work of
Davis et al. at Bell Labs, who delved into single-person
speech digital recognition [22]. Over time, various method-
ologies emerged, including Dynamic Time Warping (DTW),
Vector Quantization (VQ), and the Hidden Markov Model
(HMM). Notably, in the 1980s, the statistical model-based
algorithm represented by HMM gradually supplanted DTW,
rising as the primary approach in speech recognition [23].
HMM is commonly amalgamated with the Gaussian Mixture
Model (GMM), whereby the GMM-HMM model is created.
Despite the dominance of GMM-HMM facilitated by model
self-adaptation methods and various discriminative training
criteria until the early 21st century, the practical applicability
and overall efficacy of the speech recognition systems neces-
sitated substantial enhancement.

Artificial Neural Networks (ANN), namely the predeces-
sor of Deep Neural Networks (DNN), stepped into the realm
of speech recognition during the 1980s. However, due to
computational limitations and imperfect theoretical basis, its
efficacy remained inferior to the established GMM-HMM
approach. It wasn’t until the advent of the deep belief net-
work (DBN) proposed by Hinton et al. in 2006 that crucial
obstacles such as local optimization and overfitting during
DNN optimization were resolved [24]. Taking advantage
of this achievement, the significant breakthrough arrived
when DNN achieved success in small vocabulary continuous
speech recognition in 2009, followed by their prowess in large
vocabulary continuous speech recognition in 2011 [25]. This
pivotal transition marked a momentous shift as DNN-based
language recognition supplanted the traditional GMM-HMM
framework, firmly establishing a new era of swift advance-
ments in speech recognition.

Researchers made progressive advancements in speech
recognition models by introducing the feedforward deep
neural network (F)DNN) to substitute the GMM in the
GMM-HMM model, thereby proposing the DNN-HMM
approach. Subsequently, they introduced the recurrent neu-
ral network (RNN) framework to establish correlations
between the information of the current moment and previous
moment within the model, as well as introduced models
such as Long Short-Term Memory (LSTM), Bi-directional
Long Short-Term Memory (BLSTM) [26], and latency-
control BLSTM [27]. Such innovations notably enhanced
RNN-based speech recognition algorithm. On top of that,
researchers adopted speech recognition framework based
on convolutional neural network (CNN), which not only
displays incredible robustness due to the local receptive
field mechanism, but also processes both long-term his-
torical information and future information. Both RNN and
CNN have significantly propelled the advancement of speech
recognition technology, as well as achieved success in
practical scenarios.
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Currently, the end-to-end speech recognition represents
a focal point in speech recognition research, allowing for
the direct transformation of speech into text sequences. This
approach consolidates the input and output ends into a uni-
fied neural network model, offering a simpler realization of
the model and higher accuracy. Despite such advantages,
it still confronts issues related to stability, demanding further
research and exploration.

2) MACHINE TRANSLATION
Machine translation (MT) is the automated method used
for converting text or speech from one language to another
through the utilization of computer software or algorithms.
Ideally, its objective is to enable comprehension of content in
diverse languages without requiring human intervention.

The evolution of machine translation spans different
methodologies, from the early rule-based approaches rooted
in Chomsky’s transformational-generative grammar to more
contemporary techniques such as example-based, statistics-
based, and presently, neural network-based translation meth-
ods. Initially, the rule-based machine translation (RBMT),
reliant on a set of meticulously formulated bilingual rules,
used to be the cornerstone of machine translation, suited
for sentences featuring standardized and lucid structures.
However, their decline commenced in the late 1990s due
to the difficulty in compiling comprehensive bases of
rules, which could not accommodate non-standard language
structures or emerging linguistic phenomena.

In the 1980s, Nagao [28] introduced the example-based
machine translation method (EBMT), whereby sentences are
matched with sentences in corpus based on their similarity,
and then and translated into the target language. However,
due to its reliance on the corpus scale and coverage, this
approach was rather limited in its application, hindering its
full potential for example optimization and full development.

IBM’s Peter Brown et al. proposed a statistical machine
translation (SMT) model in the early 1990s based on source
channel model [29]. This model regards each sentence in the
target language as a candidate, and selects the most probable
translation based on the statistical model, thereby allowing
full use of the parameters of the corpus learning model,
and continual optimization and expansion with the growing
corpus. This statistical model significantly enhanced transla-
tion accuracy, opening a new phase of rapid development in
machine translation. Subsequent models like the logarithmic
linear model [30], hierarchical phrase-based model [31], and
others further enriched the SMT family. SMT algorithms
founded on statistics have indisputably ushered in a new era
marked by rapid development and flourishing progress in the
realm of machine translation [32].

The introduction of DBN in 2006 accelerated the advance-
ment of deep learning, triggering people’s effort to utilize
DNN in translation. The encoder-decoder structure for neural
machine translation proposed in 2014 signaled the official
entry of machine translation into the deep learning era.

Various neural network models, including those based on
RNN and CNN, have shown superior translation capabilities
compared to traditional statistical models. Particularly, the
attention-based transformer model introduced in 2017 by
Vaswani et al. [33] demonstrated substantial performance
improvements, soon rising as one of the leading models in
neural network translation research. What’s more, technolo-
gies such as pre-training and back-translation have further
witnessed model efficiency and effectiveness.

3) AI-POWERED SIMULTANEOUS INTERPRETATION
Non-real-time speech translation, such as consecutive inter-
preting, involves the translation of the source text, which
is converted by the MT part from ASR after the speaker
has finished speaking. In contrast, in AI SI, the MT part
needs to commence translation before the speaker concludes
a sentence, as initiating translation after the speaker’s comple-
tion would result in intolerable delays. On that account, this
context demands the MT engine to strike a balance between
delay time and translation quality. Initiating translation before
receiving crucial content in the source language compromises
translation quality, while waiting to translate after obtaining
a substantial amount of source language content leads to
unnecessary delays. In summary, the text processing and gen-
eration of MT is crucial, which determines the output quality
and appropriateness of translation results in the SI process.
Researchers have proposed various solutions to this situation,
such as the initiation of translation until a certain number
of words or units of text have been received (referred to as
the ‘‘wait-k’’ strategy) [34] and the introduction of attention
mechanisms [35].

In the context of speech-to-speech SI, the output trans-
lation must be stable and unmodifiable. However, some AI
SI systems only consist of two models: ASR and MT (as
depicted inMode III, Fig. 1). TheASRmodel converts speech
signals into text of the source language, and the MT trans-
lates the source text into target language text [36]. When the
output form of the translated language is text, such as real-
time subtitles, modifying the translated language becomes
feasible. Compared to speech-to-speech, the re-translation
strategy in speech-to-text is not limited to fixed translated
language content, offering the advantage of low latency [37].
Of course, this mode also faces challenges in real-time trans-
lation display, including high load for computer processing,
high rates of modification, and unstable display of subtitles.

In March 2018, the AI-powered SI debuted at the
‘‘Translating Automation User Society (TAUS) Asia Sum-
mit,’’ marking the first global test of machine SI in authentic
communication settings. Subsequently, during the Boao
Forum for Asia in April and at the RISE in July of the same
year (the largest technology summit in Asia), AI-powered
SI was practically applied. However, several errors in ASR
andMT during these events raised doubts among interpreters,
the public, and the media. On that account, although the
advancement in natural language processing technologies has
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turned AI-powered SI into a reality, numerous unresolved
issues persist.

Several crucial insights can be gleaned from the debut and
subsequent application of AI-powered SI. Such tests signified
a significant stride in the realm of machine interpretation.
Nonetheless, the occurrence of multiple errors during these
high-profile events led to skepticism among interpreters, the
public, and the media. Despite the advancements in natural
language processing technologies that validated AI-powered
SI, it became evident that numerous issues and limitations
persist, requiring further attention and resolution. These
events underscored the importance of continuing research and
development in refining the technology for more accurate and
reliable real-world applications, and strategies for tackling
unresolved issues within the machine interpreting system.

Besides, such real-life applications also evoke the thought
about whether AI can replace interpreters. In this regard:
we maintain the view that the current AI-powered SI may
not be ready to replace human interpreters, a sentiment
echoed by Ortiz and Cavallo [38]: ‘‘Among the reasons that
technology may not replace interpreters in the future are
the complexities of nuances, linguistic variation, non-verbal
communication, accents, emotional subtleties, between-the-
lines comprehension, human adaptability, decision-making,
reliability, cultural context, metaphors, intonation, irony,
ambiguities, unpredictability, and judgment capabilities’’.

Until natural language processing evolves into natural
language understanding, further research is imperative to
refine the application of AI-powered SI in practical scenarios,
particularly focusing on the enhancement of ASR and MT
models, and the formulation of reading and writing strategies.

C. RESEARCH ON COMPUTER-AIDED INTERPRETING
Based on the above literature review, it is established that
the evolution of AI-powered systems, while significantly
advancing machine interpretation, has not negated the indis-
pensability of human interpreters in the field of simultane-
ous interpreting. Consequently, computer-aided interpreting
(CAI) stands as the primary way to enhance simultaneous
interpretation efficiency, ensuring improved accuracy and a
more reliable performance within the field.

1) CLASSIFICATION OF COMPUTER-AIDED INTERPRETING
Approximately 15 years ago [39], CAI emerged with the
objective of optimizing the interpreting process by inte-
grating computer software to aid interpreters throughout
various stages, starting from event preparation to in-process
interpretation and subsequent tasks.

While research into CAI is still in its nascent stage,
experts hold varied opinions regarding the classification of
associated technologies. This paper adopts Fantinuoli’s clas-
sification [40] as the basis for categorizing CAI, delineating
technological tools into four distinct categories based on their
direct relevance to conference interpreting. The first three
categories encompass: 1) the enhancement of technical tools

aimed at interpreting training, known as computer-assisted
interpreting training (CAIT); 2) the provision of solutions
and technologies catering to different forms of interpretation,
inclusive of remote interpretation; and 3) the implementation
of fully automatic interpretation technology, notably machine
interpreting (MI). Notably, only technology specifically engi-
neered to enhance the interpretation process and elevate
interpreter performance is categorized under CAI.

Fantinuoli’s differentiation serves to elucidate and define
the precise objectives of CAI tools, setting them apart from
skill-based training, remote interpretation, and AI interpret-
ing tools. Consequently, CAI tools is meticulously designed
and developed to aid interpreters, encompassing all forms of
computer programs and mobile applications usable at various
stages of the interpreting process [40]. This categorization
serves to clarify the distinct role of CAI tools, distinguish-
ing them from other related technologies and emphasizing
their focused utility in supporting and refining the art of
interpretation.

2) ROLES OF COMPUTER-AIDED INTERPRETING TOOLS IN
DIFFERENT PHASES
The working phase of SI can be divided into two critical
stages: advance preparation and the in-process phase. Inter-
preters routinely encounter challenges when dealing with
specialized topics outside their expertise or qualifications.
Accordingly, event preparation has been underscored in liter-
ature as a pivotal component in interpreting assignments [1].
The primary aim of advance preparation is to bridge knowl-
edge gaps between conference participants and interpreters.
This approach alleviates the cognitive load during the inter-
preting task, fostering more efficient management of the pro-
cess and culminating in higher-quality interpretations [40].

To streamline the preparation process, CAI tools have
integrated diverse functionalities, particularly in terminology
acquisition. These tools automatically access terminology
resources when constructing new glossaries, extract terms
manually from parallel documents, automatically retrieve
specialized terms from monolingual preparatory materials,
and incorporate flash-card systems for the memorization
of specialized terminologies ahead of an event [41]. This
systematic approach rationalizes the interpreter’s work with
terminology, aiming ultimately to enhance the quality of their
output, specifically in terms of terminological precision and
adequacy.

In fast-paced, multi-task in-process SI, although experi-
mental studies [4], [5], [6] suggested that innovative manual
retrieval methods improve the quality of interpretation such
as terminology, however, typing manually are considered
‘‘unnatural’’, ‘‘time consuming and distracting’’ behav-
iors [7], which can lead to short-term memory overload and
affect the quality and continuity of interpretation.

ASR has been recognized for its substantial potential in
reshaping interpreting practices [42]. Recent advancements
have introduced new prospects for the in-process phase.
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Integrating ASR into the interpreting workflow not only
aids in event preparation but also serves as a tool during
the interpreting process. Within the realm of SI, computer
tools equipped with ASR have been proposed as invaluable
companions, supplying real-time source text and suggesting
solutions for challenging elements such as numbers, termi-
nology, and named entities [9]. Up to now, there is still no
study focusing on the implementation of a real in-process
CAI tool in SI for automatic extraction of terms, numbers, etc
[3], [11]. However, researchers have conducted experiments
with different AI tools, experimental models, or simulation
systems, which analyzed the feasibility and effectiveness of
in-process CAI systems, thus providing references for the
design of this study.

3) EMPIRICAL STUDIES OF COMPUTER-AIDED
INTERPRETING
Various CAI tools and simulation systems (including Pow-
erPoint and video simulations of ASR software), have
been the subject of extensive experimentation within SI.
These CAI tools offer different display modes, categorized
into three types for interpreters’ workflows, as outlined
in Fig. 2.

FIGURE 2. Different display models of computer-assisted interpreting
tools.

The first type comprises ASR systems that present the
entire recognized source text. Researchers, conducting SI
experiments utilized ASR systems [43], [44], [45]. The
findings from these experiments emphasized the signifi-
cance of accuracy in numerical and terminological output
for participants. Notably, the precision rate of ASR holds
a direct influence on SI translation quality. Lin [46] high-
lighted that a precision rate below 85% negatively impacts
interpreter performance. Conversely, a precision rate exceed-
ing 95% reduces reaction times and latency compared
to scenarios without CAI tools. Furthermore, researchers
observed the detrimental impact of inaccurate punctuation
on interpreters. This issue arises when impromptu speakers
exhibit unusual speech patterns, such as extended pauses
or explanatory remarks before completing a sentence. Such
irregularities hinder speech recognition technology’s ability
to punctuate the transcript correctly, resulting in potential
misunderstanding [47].
The second type is a system that integrates cascade ASR

and MT, displaying complete translations of the target text
or both the source text and the target text [48]. Regarding

the effectiveness of presenting target texts on overall qual-
ity, there are different opinions. The experiment conducted
by Sun et al. [48] suggests that participants using such
tools generally perform slightly better than those who do
not. However, Xiao and Wang [49] argues that simulating
machine-assisted functions does not significantly improve the
output quality of English to Chinese simultaneous interpreta-
tion. In Sun et al. [48] experiment, many participants believed
that the negative impact of machine translation mainly lies in
the dispersion of interpreters’ focus.

The third type is systems that display specific parts of
texts, such as terms, numbers, or names. In previous ver-
sions, interpreters manually looked up words during SI.
Zhang [5] concluded that the software helps interpreters ren-
der terms more accurately. Zhou [4] also reached a similar
conclusion and was convinced that it improves overall per-
formance, despite some negative effects on the renditions
of certain participants. Although empirical studies support
the notion that interpreters in the booth may have the time
and cognitive ability to manually look up specialized terms,
an automated querying system would undoubtedly be a step
forward in reducing the additional cognitive effort needed for
this human-machine interaction [50].
In addition to the aforementioned types of CAI tools,

some researchers have conducted experiments using mock-
up systems. For example, Desmet et al. [2] conducted SI
experiments using a number recognition mock-up system,
which resulted in a 30% increase in the accuracy of number
interpreting. Furthermore, Defrancq and Fantinuoli [51] used
a mock-up system that displays the whole source text in
ASR and enlarges numbers (including English word num-
bers) for SI. Although this system has drawbacks, such as
the need to manually scroll the latest overflowed source text,
it demonstrated a 22.5% improvement for SI from English
to Dutch and a 41.5% improvement for SI. Wang [52] also
showed improved accuracy in terms and numbers. Moreover,
researchers and translators have argued that presenting the
entire transcript, either in the original source text or the
translated target text, may overwhelm the user with excessive
visual information [51].
To summarize, multiple empirical experiments have

demonstrated that CAI tools greatly benefit interpreters in
two main ways. The comprehensive workflow chart of the
CAI system tailored for SI interpreters, based on ASR,
is delineated inModel IV, Fig. 1). Firstly, the accuracy ofASR
technology improves ceaselessly, allowing tools to provide
interpreters with source text that has a lower error rate. This
transforms the interpreters’ workflow from the traditional
process of ‘‘listening, processing, and translating’’ to a more
efficient mode ‘‘listening, referring to the provided text, and
then translating’’, reducing the interpreters’ workload and
alleviates psychological pressure. Secondly, the complexity
of rendering specialized terms, numbers, etc. poses a cog-
nitive challenge for interpreters, but CAI tools help relieve
this cognitive load, enabling interpreters to focus on other
mentally demanding tasks.
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III. METHODOLOGY
A. INTERPRETSIMPLE–A NEWLY-DESIGNED
COMPUTER-AIDED INTERPRETING SYSTEM
Within diverse studies for SI, efforts have been directed
towards evaluating these tools through various experiments.
Owing to the nascent stage of in-process CAI systems, there
is still no study focusing on the implementation of a real
automated CAI tool [3], [11]. There persists a deficiency
in an interpreter-friendly approach that directly addresses
issues and materializes theory into a practical system. This
study aims to amalgamate strengths and mitigate the short-
comings identified in earlier empirical research, culminating
in the creation of a novel CAI system suitable for SI inter-
preters. The evaluation encompasses a scrutiny of the tool’s
functionalities.

The specific steps of the proposed method are detailed as
follows:

Step 1: Collect and analyze the strengths and weaknesses
identified in prior empirical research on simultaneous inter-
preting and CAI experiments, systematically summarizing
the functionalities requisite for CAI tools.

Step 2: Design the tool’s interface and settings, producing
initial sketches.

Step 3: Execute specific functionalities through
programming.

Step 4: Monitor and authenticate the real-time system sta-
tus to evidence the successful execution of diverse functions
and address any issues for enhancement.

The software is developed on the.NET Framework 4.7,
utilizing Visual Studio Community 2022 for programming
in C#. It necessitates a Windows system compatible with
the installation of.NET Framework 4.5 or higher for opera-
tion. The Tencent Cloud Speech-to-Text API (https://www.
tencentcloud.com/?lang=en&pg=) is chosen as the primary
ASR technology.

We named this newly developed software ‘InterpretSIM-
PLE’, as ‘SIMPLE’ is short for ‘Simultaneous Interpreting
Magic Potion for Language Exchanges’, hoping this study
would not only provide reference for the research and devel-
opment of CAI systems, but also make contributions to the
evolution of SI working mode in multilingual conferences.

B. DESIGN PHILOSOPHY
The design philosophy of InterpretSIMPLE prioritizes
efficiency and reduced cognitive load in simultaneous inter-
pretation (SI). The system focuses on a simplified and clean
interface, integrating features to minimize manual opera-
tions for interpreters working under high cognitive strain.
Additionally, the integration of high-accuracy ASR tech-
nology aims to display only relevant, real-time segments
of the source text to avoid visual overload. Furthermore,
automated glossary and translation integration, along with
the exclusion of punctuation in the display, facilitate real-time
reference, alleviating cognitive strain and improving accuracy

for the interpreters. This philosophy underscores the empha-
sis on simplicity, accuracy, and cognitive load reduction in
enhancing the interpreting process.

1) EFFICIENCY IN SIMULTANEOUS INTERPRETATION
THROUGH INTERFACE DESIGN
The clean interface with integrated buttons aims to reduce
manual operations during work. Given the demanding nature
of SI, interpreters grapple with high cognitive strain while
engaging in multiple tasks simultaneously, including listen-
ing, comprehension, translation, text production, and moni-
toring [1]. To alleviate cognitive strain, CAI tools in SI should
prioritize a simplified user interface, minimizing visual
distractions, and reducingmanual operations. Previous exper-
imental methods requiring manual scrolling for page turning
such as [51] should be replaced with automatic algorithms.

2) INCORPORATING HIGH-ACCURACY AUTOMATIC SPEECH
RECOGNITION FOR DISPLAYING SOURCE TEXT IN REAL-TIME
ASR technology transforms the speaker’s language into text,
acknowledged for its positive impact on translation quality
[2], [42], [43], [44], [45], [51]. However, the accuracy of ASR
significantly influences its assistance in SI, demanding amin-
imum accuracy above 85%, preferably exceeding 95% [46].

3) OPTIMIZING SOURCE TEXT DISPLAY FOR ENHANCED
REAL-TIME INTERPRETATION
Displaying extensive segments of source text generates visual
overload, complicating an interpreter’s information gather-
ing [51]. Hence, the ASR display should feature only the
latest sentence or a few sentences in a fixed position on the
interface, ensuring interpreters can swiftly locate real-time
information when necessary.

4) AUTOMATED INTEGRATION OF GLOSSARIES AND
TRANSLATIONS FOR IMPROVED INTERPRETATION
To address interpreters dealing with varied specialized top-
ics beyond their expertise [40], integrating glossaries and
translations in ASR is critical. Preparation for terminology
and phraseology is essential for interpretation, minimizing
cognitive load and bridging linguistic gaps [1], [9]. Yet,
interpreters cannot memorize all terms and might encounter
unfamiliar ones, posing challenges. Numbers are also among
the most dreaded source-text features in SI, with interpreters
reporting them as an important stress factor [54]. Therefore,
Terminology, numbers, acronyms, and proper names have
always been seen as typical ‘problem triggers’ in SI [50].
Swift term queries and highlighting numbers in SI are known
to enhance translation accuracy [2], [4], [5], [51]. Integrating
glossaries and translations in ASR allows real-time reference
to numerous terms, alleviating cognitive strain and enhancing
interpretation accuracy.

67504 VOLUME 12, 2024



J. Liu et al.: Computer-Assisted Interpreting System for Multilingual Conferences Based on ASR

5) ELIMINATING PUNCTUATION DISPLAY IN REAL-TIME
INTERPRETATION
As simultaneous interpreters operate based on ‘‘meaning
group’’ rather than full sentences, the role of punctuation
is minimal. Errors in punctuation during speech-to-text con-
version can disrupt interpreter understanding and translation
[47], [53]. Thus, omitting punctuation marks in the display
aims to avoid confusing interpreters and improve their work
efficiency.

C. EXPERIMENTS WITH THIS SYSTEM
The comprehensive evaluation of InterpretSIMPLE, the
newly developed CAI system was conducted via a meticu-
lously organized real-time video speech recognition experi-
ment. This experiment served as the pivotal method to gauge
the system’s proficiency and reliability in a dynamic environ-
ment. Through this carefully constructed assessment, several
critical aspects of the system’s performance were measured,
providing a detailed understanding of its capabilities and
areas for potential enhancement.

The primary focus of the evaluation was to assess the
system’s competence in four significant domains: Word
Recognition Accuracy, Terminology Recognition andMatch-
ing, Number Recognition, and Punctuation Recognition, etc.

The meticulous assessment aimed to provide a comprehen-
sive analysis of the system’s performance in various crucial
areas, offering insights into its strengths and areas for poten-
tial refinement in aiding the field of interpreting and real-time
speech transcription.

To improve the system’s performance, modifications were
made to the display format of terminological controls and the
inclusion of English numeral words in the terminology list.

FIGURE 3. The MainForm interface.

IV. AN OVERVIEW OF THIS SYSTEM
A. INTERFACE DESIGN
1) THE MAINFORM
During SI, the system interface, functioning as the primary
interface (the MainForm), is utilized for configuring options,
initiating and terminating program execution, providing
real-time displays of source text and terminology, executing
terminology translation, and presenting numerical represen-
tations. In contrast to similar programs that often incorporate
an array of setting buttons within the MainForm and lead
to an overwhelming visual information load that hampers
the efficiency of simultaneous interpreters, the MainForm

of this program takes a streamlined approach. Aside from
the standard options such as ‘‘maximize,’’ ‘‘minimize,’’ and
‘‘close’’ situated in the upper right corner, it features only
two control buttons positioned at the top and bottom of
the window, which are specifically labeled ‘‘Settings’’ and
‘‘Start’’. All configurable settings are incorporated within the
‘‘Settings’’ button, which, upon activation, opens the settings
window. These buttons share the same width as the window,
enhancing user identification and navigation. The ‘‘Start’’
button at the bottom is also of equal width to the window
for users’ convenience. A single click on this button swiftly
transitions it to ‘‘Stop,’’ serving the dual purpose of initiating
transcription and terminating recognition. Throughout the
entire SI workflow, the ‘‘Start/Stop’’ button is the sole control
requiring activation, thereby minimizing visual load and
cognitive burden for interpreters.

In the context of real-time interpretation, where inter-
preters consistently concentrate on the speaker’s most recent
one or two sentences, the display of too much content poses
challenges in swiftly locating and discerning crucial points.
To address this, this program integrates three label controls
(identified as L1, L2, L3) within the MainForm, specifically
designed to retain the transcription content of the three lines
from the original text. The most recent output of the ASR
system is constantly displayed at the bottom line (L1), allow-
ing interpreters to precisely acquire the latest information
without the need for continuous vertical scrolling as the
original text accumulates. As the content in the L1 line is
fully displayed, it automatically shifts to the middle line
(L2), and so on. To enhance reference without compromising
interpreters’ work and focus, the fonts of L1, L2, and L3
gradually decrease in thickness. Critical elements such as
matched terminology, translated terminology, and numbers
are highlighted in bold beneath L1 (as depicted in Fig. 3),
allowing interpreters to selectively refer to them. Addition-
ally, underlines (U1, U2, U3) are added below L1, L2, and L3.
The thickness of these underlines can be adjusted through
settings, facilitating interpreters in more effectively locating
pertinent information.

2) THE OPTIONFORM
The OptionForm typically refers to an interface within the
system, which is designed for configuring various options,
parameters, or preference settings. This form provides a inter-
face that allows users to customize the functions, appearance,
or other behaviors of the software to meet individual needs or
specific workflow requirements.

The OptionForm activates upon clicking the ‘‘Settings’’
button on the MainForm, enabling users to make neces-
sary adjustments on parameters. Within the MainForm, the
following controls are incorporated: (1) Four Label Con-
trols, labeled as ‘‘Audio Input devices’’, ‘‘Source Language
Models’’, ‘‘Underline Thickness’’ and ‘‘Font Size’’; (2) Five
Button Controls, labeled as ‘‘No Punctuation,’’ ‘‘Match Plu-
rals,’’ ‘‘Finish,’’ ‘‘Import Term List’’ and ‘‘Clear Term List’’;
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FIGURE 4. The OptionForm interface.

(3) A ListBox control, which is utilized for displaying the
content of the user-imported terminology list.

Beneath the ‘‘Audio Input devices’’ and ‘‘Source Lan-
guage Models’’, a ComboBox control is added for each,
facilitating users to select from dropdown lists. For ‘‘Audio
Input Devices’’, the dropdown list encompasses all audio
devices detected by the program on the computer, allowing
users to choose the input device for the source audio. For
‘‘Source Language Models,’’ the dropdown list includes
18 source languages provided by Tencent Cloud, comprising
23 Chinese dialects and other languages. Users can click to
select the source language model. The ‘‘With Punctuation’’
button switches to ‘‘No Punctuation’’ upon clicking, allowing
users to choose whether or not to display punctuations based
on their preferences and different scenarios. Similarly, the
‘‘Partial Match’’ button switches to ‘‘Exact Match’’ to meet
user preferences and specific matching requirements for
terminology in different contexts. Beneath the ‘‘Underline
Thickness’’ and ‘‘Font Size’’, a ‘‘NumericUpDown’’ control
is added for each, facilitating users to select within the range
of 0 to 100, where 0 indicates no display. A file selection
window opens upon clicking the ‘‘Import Term List’’ button,
allowing users to import a bilingual terminology list as
needed. The selected content is displayed in the ListBox.
By clicking the ‘‘Clear Term List’’, the imported terminology
list and the content in the ListBox, which is used to show the
user-imported terminology list, will be cleared. Once users
have completed their settings, a click on the ‘‘Finish’’ button
will apply the configurations and close the OptionForm.

FIGURE 5. The ProcessBar interface.

3) THE PROCESSDIALOG
A ‘‘ProcessBar’’ within the ‘‘ProcessDialog’’ in this newly-
designed system serves the purpose of visually indicating the
progress of the ongoing operation. It provides interpreters
with a clear visual indication of how much of the process is
completed and how much is remaining. This visual feedback

is crucial for managing interpreters’ expectations and reduc-
ing uncertainty. Interpreters gain a sense of transparency
and assurance regarding the progress of the task, which can
enhance their experience, reduce frustration, and build trust
in the system.

B. FUNCTIONS REALIZATION
1) MODULES
The system mainly includes three parts: Dynamic Link
Library (DLL) module, MainForm module and OptionForm
module.

FIGURE 6. The modules and workflow of the system.

The implementation commences by establishing a
Dynamic Link Library (DLL) that facilitates seamless inte-
grationwith the Tencent Cloud Speech to Text API. TheDLL,
using the NAudio library (an open source audio processing
class library for.NET platform) for audio processing, contains
three classes, ‘‘VoiceDevice’’, ‘‘VTTSentence’’ and ‘‘Voice-
ToText’’. The VoiceDevice class represents audio devices
including device index and device names. The VTTSentence
class represents the parsing of the CVTT (Cloud Voice To
Text) output sentence, defines different status and some
related properties and methods related to the sentences
such as status, null or not, status code, start time, end
time, text content, etc. The VoiceToText class provides the
functions of initializing and ending the real-time speech-
to-text(STT), accessing the status of STT and the currently
received message, as well as some related properties and
methods such as maximum duration, audio input device num-
ber, APPID(Application Identification), SecretID, SecretKey,
obtaining audio input devices list and generating random
UUID (Universally Unique identifiers), etc.

The OptionForm module facilitates function selection
and configuration through customizable buttons including
‘‘Audio Input devices’’, ‘‘Source Language Models’’,
‘‘No/With Punctuation’’, ‘‘Partial/Exact Match’’, ‘‘Underline
Thickness’’, ‘‘Font Size’’, ‘‘Import Term List’’ and ‘‘Clear
Term List’’.

The MainForm module enables the real-time display of
text, terms and translations, and numbers. In the MainForm
class, private variables and those interacting with other
forms are defined, and three additional classes—TrWord,
WordAndLocation, and TrWordLine—are created. The
TrWord class stores numbers, terms and translations,
access and manipulate words through properties; the
WordAndLocation class stores the TrWord class objects and
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their operation; the TrWordLine class stores TrWord objects
and their corresponding location information for related oper-
ations and processing. Through the GetLocations method in
the MainForm class, it searches the location of the terms
or numbers in the given text, returning a list of location
information. Subsequently, it updates the term list in the
TrWordLine object and stores the location information of
matching terms in the WordLocationList. By getting the
term label control on the interface, it iterates through the
pre-imported term list, updating the position of the term label
control in the MainForm interface or creating a new term
label control, thereby achieving the match and display of
terms, term translations, numbers, and other functionalities
like ‘‘Partial/Exact Match,’’ ‘‘No/With Punctuation,’’ etc.

2) WORKFLOW
First of all, by establishing the DLL, it realizes the seam-
less integration with Tencent Cloud Speech to Text (STT)
API. The MainForm interface displays real-time STT, the
match of terms, numbers and so on. While receiving the real-
time speech-to-text(STT) information from Tencent Cloud,
it judges whether it is a new line of text. Upon detection of a
new line, it updates the three label controls on the MainForm
interface (Fig. 3), assigning the latest text to L1, the original
L1 text to L2, and the L2 text to L3. This arrangement ensures
that interpreters can accurately locate the latest text in L1
without the need to shift their gaze up or down. Texts in
L2 and L3 become lighter in turn, providing an auxiliary
reference without disrupting the interpreter’s attention during
SI. Three panel controls, U1, U2 and U3, set under L1, L2 and
L3 respectively, are used to display underlines(if the thickness
is zero, no underlines displayed) to further assist interpreters
in locating information.

FIGURE 7. Terminology and number matching and punctuation display.

Glossary importing:
The LoadExcel method (for importing a glossary and dis-

playing it in the OptionForm interface) is defined in the
OptionsForm. To speed up the importing process, especially
if the glossary contains a large number of terms and trans-
lations(such as thousands or tens of thousands), it creates
a new thread and set the CPU multi-core startup thread,
thereby expediting the loading process and mitigating mem-

ory consumption. It executes the LoadExcel method in the
new thread:

Upon activating the ‘‘Import Term List’’ button, a file
selection window pops up, allowing users to choose an excel
file. It iterates each items in the file, adds each one to the
WordList list of the MainForm, and displays it in the listBox
control of the OptionForm interface.
Terminology and number matching:
TheGetLocationsmethod is defined in theMainForm class

to access the location information for a specified term or
number in the text message and subsequently return a list of
location information:

Upon receiving the text string of Tencent Cloud Speech to
Text API, it detects whether it is a number. When identifying
numbers, it carries out the number matching by using regular
expression tomatch the locations of numbers (including those
presented as percentages or accompanied by percent signs)
and iterates each of them. For each matching item, it cal-
culates the width of the text preceding it, adds the numeric
object and location to the WordLocationList list, returns the
information in theWordLocationList list, updates the location
of the term label control or create a new term label control,
and display the bold number below the number.

In instances where the identified entity is not a number,
the system proceeds to iterate through the term list, WordList
for term matching. The location of the specified term is
matched using regular expression, and each match is iterated,
calculating the width of the text preceding it, adding the term
object and location to the WordLocationList. Following the
retrieval of information from the WordLocationList, the sys-
tem updates the location of the term label control or creates
a new term label control, showcasing the bolded term and its
translation below it.
Partial/exact match
Given the existence of various forms of English words,

including plurals, third-person singular, continuous tenses,
and more, a precise match solely based on the exact letter-
for-letter correspondence of each word is bound to result in
failure. In response to this challenge, the program incorpo-
rates an optional feature within the GetLocations method:
Partial Match. In regular expression, it matched the word

and the preceding space. For example, if there is ‘‘person’’ in
the imported term list, it can match ‘‘ a lot of persons are. . . ’’,
to match partial terms with suffixes such as singular, plural,
continuous tense, etc.

It also provides an exact matching mode to facilitate the
selection in different situations:
Exact Match. In regular expression, it matched the word

and both the spaces preceding and followed.
For example, if there is ‘‘person’’ in the imported term list,

it cannot match ‘‘a lot of persons are. . . ’’.

V. VALIDATION VIA EXPERIMENT
In the realm of computer-aided interpreting systems, theoret-
ical designs and simulated scenarios lay the groundwork, yet
the ultimate test lies in real-world application. The necessity
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of conducting experiments in real-life scenarios to eval-
uate the efficiency and functionality of a newly-designed
computer-aided interpreting system cannot be overstated.
Only through real-life trials can the system’s adaptability,
accuracy, and capacity to overcome real-world challenges
be fully assessed, ultimately validating its applicability
in multilingual, dynamic communication landscapes. The
efficiency of the newly-designed computer-aided interpret-
ing system underwent validation through a real-time video
speech recognition experiment. This speech, conducted in
English, focused on the topic of Industrial Internet, a notably
popular research domain within multilingual conferences in
recent times. The presentation was delivered by Prof. h.c.
Dr.-Ing. Ömer Sahin Ganiyusufoglu, a member of German
National Academy of Science and Engineering. The speech
took place during the inaugural session of the 2021 World
Industrial Internet Conference (WIIC) held in Qingdao,
China, on October 27, 2021. Despite English not being the
speaker’s native language, the presence of accents is custom-
ary within multilingual gatherings and has no bearing on the
objectivity of this particular experiment.

A. SPEECH
As the primary English-Chinese translator and interpreter
for the conference, the first author of this paper acquired
the video recordings of the speeches from the conference
organizers. The original video duration spans 15 minutes and
38 seconds, with the experimental speech commencing at the
11-secondmark, resulting in an experimental speech duration
of 15 minutes and 27 seconds. This segment comprises a total
of 1389 words, with an average speech rate of 90 words per
minute. The speech incorporates a total of 119 terminolo-
gies(A term is counted as one instance irrespective of the
number of words it encompasses; if a term appears multiple
times, each occurrence is individually counted) and eight
numbers.

B. EXPERIMENT PROCEDURE
The CAI program was installed on a laptop operating with a
Windows 10 system integrated with .NET Framework 4.7.
Within the ‘‘Settings’’ configuration, the ‘‘Audio Input
devices’’ were specifically designated as ‘‘System Sound,’’
and the ‘‘Source languages’’ were set to ‘‘16k_en: English
General’’. Additional preferences included choosing ‘‘No
Punctuation’’, opting for ‘‘Partial Matching’’, and adjusting
the ‘‘Underline Thickness’’ to ‘‘1’’ with the ‘‘Font Size’’
set at ‘‘12.’’ An Excel spreadsheet containing a compiled
list of 75 English terminologies and their corresponding
Chinese translations was imported and organized. Notably,
adaptations were made to accommodate recognition vari-
ations, generating alternative forms for specific terms; for
instance, the acronym BMW could be recognized by ASR
as either BMW or B M W with spaces between letters.
The categorization also included irregular plural forms and
tense-related suffixes, like capability and capabilities, and
terms displaying multiple forms, such as inter operability

TABLE 1. Acquired data in the experiment.

or interoperability (both considered as a singular term).
Upon importing the terminology list, settings were saved by
confirming the selection with ‘‘OK.’’ To initiate the video
recording process, the ‘‘Start’’ button on the primary program
interface was activated, and upon the completion of the video,
the ‘‘Stop’’ button was pressed to conclude the recording. The
comprehensive process captured both the computer screen
and accompanying audio.

C. DATA ANALYSIS
We classify the accuracy of Tencent Cloud Speech to Text and
the accuracy of InterpretSIMPLE. The ASR identification
errors are as the following categories:

• Omission(the word is missing)
• Approximation(the alphabetical order are similar, eg.
Ones become one)

• Phonological mistakes(phonological confusion in the
source stimulus, e.g. ‘‘ADAMOS’’ becomes ‘‘other-
most’’, a near-homophone in English)

• Other mistakes(miscellaneous errors that do not fit any
of the other categories)

The total word count in the source speech amounted to
1389, and all the recognition words belong to the categories
mentioned above(including approximation) are not counted
among correctly recognized words. While accurately rec-
ognizing 1335 words, the Tencent Cloud Speech to Text
achieved an accuracy rate of 96.11%(as in TABLE 1). This
performance surpassed the minimum threshold of 85% and
met the superior standard of 95% as outlined by Lin [46],
affirming its supportive role for a CAI system in SI.

The total word count in the experimental video amounted
to 1389, with Tencent Cloud Speech to Text accurately rec-
ognizing 1335 words, achieving an accuracy rate of 96.11%.
This performance surpassed the minimum threshold of 85%
and met the superior standard of 95% as outlined by Lin
(2013), affirming its supportive role for SI. While the original
video contained 119 terminologies, Tencent Cloud Speech to
Text identified 93 terminologies. Recognition issues predom-
inantly involved Chinese names and specific proper nouns.
This CAI program successfully matched 92 terminologies,
yielding an accuracy rate of 98.92% (rounded to two decimal
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places). The sole discrepancy occurred with the proper noun
‘‘Pingan,’’ a Fortune Global 500 Chinese company, recog-
nized as ‘‘ping an’’ by Tencent, leading to the CAI’s failed
match.

We divided the display types of numbers into the following
two categories:

• Arabic numeral (eg. 100)
• English word (eg. hundred)

Out of the total 8 numerical instances in the original text,
all were successfully identified by Tencent Cloud Speech
to Text, with three identified as Arabic numerals and accu-
rately matched by the program, achieving a 100% matching
rate. The remaining five numbers were not recognized as
Arabic numerals during the recognition process and were dis-
played in English word form, which were also fully matched.
In terms of punctuations, the program displayed 0 instances of
recognized punctuation, attaining a recognition rate of 100%.

The newly-developed CAI system demonstrated notable
efficiency in supporting simultaneous interpreting. It showed
a high level of accuracy in recognizing words and numbers.
While encountering challenges with certain terminologies,
particularly related to Chinese names and specific proper
nouns, the system’s overall performance in recognizing terms
was commendable. It effectively matched the majority of
terminologies, with only a few discrepancies noted, such
as the recognition issue with the proper noun ‘‘Pingan.’’ In
terms of numerical recognition, the system accurately iden-
tified Arabic numerals but faced challenges when numbers
were displayed as English words. Remarkably, the system
flawlessly recognized zero instances of punctuation. Overall,
despite some minor recognition discrepancies, the system’s
performance marks a significant advancement in enhancing
efficiency and accuracy in simultaneous interpreting.

VI. CONCLUSION AND FUTURE WORK
After a century of development, SI has evolved into an
indispensable mode of translation for international confer-
ences and collaborative exchanges. Recent strides in AI
particularly in deep learning and neural networks, have sig-
nificantly enhanced the quality of ASR,MT, and other natural
language processing technologies, enabling AI-powered SI.
However, issues such as accuracy and non-linguistic factors
continue to impede AI’s ability to replace human interpreters.
Nevertheless, AI can support human interpreters by providing
CAI, lessening cognitive load and enhancing overall trans-
lation quality, especially in terms of technical terminology,
numerical data, and overall linguistic accuracy.

This academic paper introduces various methods designed
to aid interpreters in SI through ASR technology and presents
the development of a CAI system featuring user-friendly
interaction and real-time functionalities such as instanta-
neous terminology and numerical matching. Experimental
evaluations demonstrate that the system achieves over 98%
accuracy in terminology matching and 100% accuracy in
Arabic numeral matching. Additionally, improvements in the
display of terminology and numerical information address

issues related to dense terminologies and the accurate match-
ing of English words and numbers. As the first detailed
research of an automated CAI system available for in-process
SI, the study proves the feasibility and high accuracy to
automatically extract and display terms and numbers and to
eliminate punctuations, and realizes a design of CAI tool with
user-friendly interface. This study, by shedding fresh light on
enhancing the efficiency and accuracy of SI, provide valuable
insights into the complexities encountered and guiding poten-
tial improvements in CAI systems. The experimental findings
offer a foundation for refining recognition processes within
diverse linguistic and terminological contexts.

Be that as it may, this study has its own limitations.
On that account, future research will concentrate on reduc-
ing the algorism time-complexity, introducing new statistical
analysis to investigate the precision and distribution of the
solutions [54], as well as devising matching solutions for
different forms of terminology and refining more efficient
approaches for numerical matching.
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