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ABSTRACT Traditional nonlinear elements of the electromagnetic transient simulation program (EMTP)
use the numerical integration method, often employing the trapezoidal integration method as an implicit
algorithm. However, when the number of nonlinear elements is high, the iterative format becomes computa-
tionally cumbersome. The semi-implicit format algorithms, based on the Rosenbrock real-time integration
method, do not require iterations and can be applied directly in a recursive manner. However, as the number
of nonlinear elements increases, it becomes necessary to invert the matrix that contains the Jacobian matrix,
resulting in an increase of both algorithmic computation and inversion time with the dimensionality of the
system. In this paper, a new numerical solution method is adopted, which combines the precise integration
method. Specifically, the Calahan algorithm, with 2-stage and 3-order, is used to numerically integrate the
Duhamel integration terms, and the accuracy of the Calahan algorithm is enhanced through Richardson
extrapolation. The new algorithm can avoid the inverse of the matrix containing the Jacobian matrix, and
the computational efficiency is equivalent to an explicit method, which greatly improves the computational
efficiency of the Rosenbrock integration algorithm. The results verify the effectiveness and accuracy of the
algorithm for typical power system nonlinear element electromagnetic transient simulation cases.

INDEX TERMS Electromagnetic transient, Rosenbrock algorithm, precise integration method, Calahan
algorithm, Jacobian matrix.

I. INTRODUCTION
The electromagnetic transient program (EMTP) has become
a fundamental tool in the planning and operation of modern
power systems, and the hinge of electromagnetic transient
(EMT) simulation and analysis is the numerical integration
algorithm [1], [2], whereas electromagnetic transient sim-
ulation of nonlinear components is a particular challenge
because it requires accurate representations and effective
solutions [3]. Power systems contain a large number of
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nonlinear components, such as transformers, reactors, surge
arresters, gas discharge tubes, varistors, etc., which are non-
linear or time-varying components. For these components,
many transient problems are studied using ordinary dif-
ferential equations to describe their mathematical models.
Accurate simulation algorithms are necessary for power
system simulation [4]. For the nonlinear ordinary differ-
ential equations in the numerical solution, the rigidity
problem is more common, which, in turn, puts forward
higher requirements on the stability domain of numerical
integrationmethods [5]. Numerical integrationmethods com-
monly used in electromagnetic transient simulation of power
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systems include Euler’s method, implicit trapezoidal integra-
tion method, Gear’s method, Runge-Kutta (RK) method, and
so on. Currently, the numerical method used in the electro-
magnetic transient simulation procedure for power systems
is mainly the implicit trapezoidal integration method [6], [7].
However, this method has some limitations in large power
network systems containing a large number of nonlinear
components, especially when the nonlinear components are
triangularly connected circuits, which are unable to run the
program for computation [8]. In terms of numerical stability,
the implicit trapezoidal integration method is A-stable but not
L-stable and does not have numerical damping properties.
Therefore, numerical oscillations will occur when the state
variables in the network change abruptly [9].Moreover, the
nonlinear implicit equations generated by nonlinear com-
ponents must be solved using various types of Newton
iterative methods, which makes the implicit method much
more computationally intensive and difficult to compute than
the explicit method.

Overall, there are still several unresolved issues of EMT
simulation for nonlinear elements: 1) linearization methods
for mathematical models of nonlinear components in power
systems; 2) high-precision and strong-stability numerical
methods for solving state spacemodels of power systems con-
taining nonlinear components. To solve the above problems,
literature [8] proposed a Newton-Raphson method nonlin-
ear element model, which can form the nonlinear element
model and linear element model directly into the conduc-
tivity matrix, applicable to any wiring and any number of
nonlinear elements. However, it needs to be re-triangulated
when the parameters of the nonlinear elements are changed,
which increases the amount of computation. The implicit
trapezoidal integration method used in the conventional
EMTP is computationally intensive and may be subject to
numerical oscillations. Three new L-stable real-time (LSRT)
compatible algorithms, derived from the Rosenbrock inte-
gration algorithm, have been proposed in the literature [10].
These are based on the implicit RK algorithm and use
embedded Newton-Raphson iterations to make the algorithm
explicit [11]. In the literature [12], a two-stage, three-order
Rosenbrock-Calahan algorithm is proposed, which requires
only one Jacobian matrix to be computed for each step of for-
ward integration in the solution, improving the computational
speed. The above LSRT [11] and Calahan algorithm [11]
based on the Rosenbrock integration algorithm are often
referred to as semi-implicit (or semi-explicit) RK algo-
rithms. No iteration is required to solve systems of nonlinear
equations, they can be directly recursive and have abso-
lute stability. However, this type of semi-implicit format
algorithm, to avoid the numerical oscillation problem asso-
ciated with the additional nonlinear function in the solution
formula, must calculate the analytical partial derivatives of
the right function [13], that is, the Jacobian matrix, the solu-
tion is more complicated, and the solution must solve the
inverse matrix, the increase in the order of the equation will

lead to a significant increase in calculation time for matrix
inversion. The precise integration method (PIM) [15], [16],
[17] proposed by Wanxie Zhong is introduced in the litera-
ture [14], which provides a one-step explicit high-precision
numerical algorithm for the time-domain analysis of nonlin-
ear dynamical equations [16], and opens up a whole new
way of calculating systems of nonlinear differential equa-
tions, which can be applied to solving systems of nonlinear
differential equations in power systems.

In addition, to address the numerical oscillation problem
in EMT simulations [18], [19], [20], [21], [22], [23], [24],
researchers have proposed a critical damping adjustment
(CDA)method by combining the implicit trapezoidal formula
with the backward Euler method [25]. The CDA method
can automatically switch the numerical integration algorithm
to the backward Euler method during network mutations,
thereby avoiding numerical oscillation in simulation results.
To improve EMT simulation efficiency and avoid numerical
oscillations, Reference [26] applied the three-stage implicit
diagonal RK method to EMT simulations, and achieved vari-
able order and step size of the algorithm, which has high
computational efficiency. For linear switching circuits, Refer-
ence [27] proposed a standardized model establishment and
solution method for linear switching circuits based on state
space equations. This method uses the CDA method to avoid
numerical oscillations. Reference [28] used z-transform to
achieve electromagnetic transient simulation of transmission
lines in the frequency domain, but it cannot be used for
power systems containing nonlinear lumped parameter com-
ponents [29]. Reference [30] proposed time-domain EMT
simulations for transmission lines with variable frequency
parameters, and this method is also applicable to simula-
tion of circuit systems with nonlinear load components. The
above methods are applicable in avoiding numerical oscil-
lation problems, but there are still some unresolved issues
for EMT simulations of large-scale power systems containing
nonlinear components.

In order to solve the above problems of above refer-
ences, this paper proposes a numerical method combining
Rosenbrock numerical integration method and PIM for elec-
tromagnetic transient simulation with nonlinear components
in power systems. The main contribution of this paper is to
be summarized as follows: 1) Efficient numerical calculation
without iteration is achieved for the system state space model
with nonlinear components in power systems; 2) Proposed a
segmented interpolation function model for nonlinear com-
ponents in power systems.

In detail, the algorithm for electromagnetic transient sim-
ulation of nonlinear elements in power systems is proposed
based on the Rosenbrock real-time integration algorithm,
which combined with the PIM, rewrites the set of non-
linear ordinary differential equations of the power system
into the form of a combination of homogeneous terms plus
inhomogeneous terms and transforms them into the homoge-
neous integral equations according to the precise exponential
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TABLE 1. Symbol table.

matrices. The homogeneous terms are accurately calculated
by the PIM and the inhomogeneous terms are calculated
by the Calahan algorithm. The numerical accuracy of the
Calahan algorithm is verified by Butcher’s fundamental order
theorem, and the Calahan algorithm is used in combination
with the Richardson extrapolation method to improve the
numerical accuracy. The new algorithm can avoid solving the
Jacobian matrix and inverting to [I − γiihJ]−1. The compu-
tational efficiency is equivalent to an explicit method, which
greatly improves the computational efficiency of the Rosen-
brock integration algorithm. Typical simulation cases verify
that the convergence, accuracy, and computational efficiency
of the algorithm are higher than those of the trapezoidal
integration method.

To gain a better understanding, a symbol table to explain
the meaning of many of the symbols that appear in the equa-
tions is given as below.

II. ROSENBROCK REAL-TIME INTEGRATION ALGORITHM
A. COMPUTATION SCHEME OF THE ROSENBROCK
ALGORITHM
The Rosenbrock integration algorithm is a class of diagonal
implicit RK methods [19]. It is explicitly based on implicit
RK methods using embedded Newton iterations [18], [19].
These algorithms are often referred to as semi-implicit (or
semi-explicit) RK algorithms [19]. Consider the initial value
problem of an m-dimensional nonlinear system of ordinary
differential equations:{

ẏ(t) = f (y, t)
y(t = 0) = y0

(1)

In equation (1), t denotes the time variable; y is the state
variable to be solved; f(y,t) is a one-dimensional function on
time t and state variable y; y0 is the function value of the state
variable at the initial instant.

Solve the initial value problem (1) when f(y, t) has the
necessary derivatives of each order, as described below, and
yk denotes the value of the state variable function at the time
tk . To compute the state variable value yk+1 at the time tk+1,
the s-stage Rosenbrock algorithm is used, computed in the
following format [19]:

yk+1 = yk +

s∑
i=1

biki

ki = [I − γ hJ]−1
· [hf (yk +

i−1∑
j=1

αijkj, tk + αih)

+ hJ
i−1∑
j=1

γijkj] (2)

In the above equation (2), I is the m × m dimensional
unit matrix; αi =

∑i−1
j=1 αij, γ , γij and bi are the algorithm

coefficients; h is the integration step, which is denoted as
h = tk+1 − tk ; and J = ∂f /∂y is the partial derivatives of
the right function f, which is called the Jacobian matrix. The
method also involves s unknown quantities ki, which require
s inversions of the matrix [I − γiihJ]−1.

Based on such semi-implicit Rosenbrock integration algo-
rithms, Bursi et al [10] proposed an L-stable real-time
integration algorithm with order accuracy to satisfy the need
for accuracy and simplicity of computation, only the LSRT2
(L-stable real-time two-stagemethod)methodwith two-order
accuracy is analyzed in the following, and Calahan et al [12]
proposed a two-stage Rosenbrock integration algorithm with
three-order accuracy that can satisfy the need for engineering
computation.

When the LSRT2 method is applied to the problem
ẏ = f (y, t), the coefficients of the Rosenbrock integration
algorithm take the values as follows [18]:

α2 = α21 = 1
/
2, b1 = 0, b2 = 1

α10 = 0, γ = 1 −
√
2
/
2 (3)

For the LSRT2 method can be expressed as [18]:

k1 = [I − γ hJ]−1
· hf k , yk+1/2 = yk +

1
2
k1 (4)

k2 = [I − γ hJ]−1
· h(f k+1/2 − Jγ k1)

yk+1 = yk + k2 (5)

When Calahan algorithm is applied to the problem
ẏ = f (y, t), the coefficients of the Rosenbrock integration
algorithm take the values as follows [18]:

α10 = 0, α21 = −2
√
1/3

b1 = 0.75, b2 = 0.25γ =
1
2
(1 +

√
1/3), γ21 = 0

(6)

Calahan algorithm can be expressed as [18]:

k1 = [I − γ hJ]−1
· h[f (yk ,tk ) + γ h(

∂f
∂t

)tk ]

k2 = [I − γ hJ]−1
· h(f (yk+α21k1,tk+α21h) + γ h(

∂f
∂t

)tk+α21h)

(7)

yk+1 = yk + 0.75k1 + 0.25k2 (8)

In solving nonlinear systems of state equations, the semi-
implicit LSRT2 method and the Calahan algorithm are both
characterized by explicit recursion form, and the Calahan
algorithm is a three-order numerical accuracy algorithm,
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which is one order higher than the LSRT2 method. The Cala-
han algorithm is chosen to solve the specific problem studied
in this paper, but the difficulties in solving the engineering
problem are as follows: in engineering computation, when
there are more nonlinear components, the analytic partial
derivatives of the right function should be used in the solution
formula to find its Jacobian matrix and the numerical partial
derivatives cannot be used to ensure the absolute stability of
the solution, and the solution of Jacobian matrices is more
complicated. The Jacobian matrix is more complicated to
solve; the inverse of the Jacobian matrix and the [I−γiihJ]−1

matrix is required for the solution, and the time to solve the
inverse of the Jacobian matrix increases quadratically as the
order of the equation increases.

To avoid solving the Jacobian matrix and inverting the
[I − γiihJ]−1 matrix, the Calahan algorithm is combined
with the PIM to solve the multidimensional nonlinear state
equation. For the m-dimensional nonlinear system of ordi-
nary differential equations, equation (1) can be rewritten as
a combination of homogeneous terms plus inhomogeneous
terms:

ẏ = Hy+ r(y, t) (a)

yk+1 = ehHyk +

∫ tk+1

tk
eH(tk+1−ξ )r(y(ξ ), ξ )dξ (b) (9)

In equation (9), H is the m-dimensional constant coeffi-
cient matrix; r(y, t) is the nonlinear generalized term.
The solution to the system of m-dimensional nonlinear

ordinary differential equation can be expressed in the uniform
integral equation as equation in an arbitrary integration inter-
val [tk , tk+1] using the exponential matrix [16].
The initial homogeneous term on the right-hand side of

equation (9b) can be precisely computed using the 2N class
precise integration algorithm [15]. The second Duhamel
inhomogeneous integration term can be obtained by Calahan
algorithm as follows:

F(t) =

∫ t

t0
eH(t−ξ )r(y(ξ ), ξ )dξ (10){

Ḟ(t) = eH(t−t0)r(y, t)
F(t0) = r(y0, t0)

(11)

In solving the Jacobian matrix for solving initial value
problem (11) by Calahan algorithm, since the right-hand
function in equation (11) does not explicitly contain the state
variable F, thus the Jacobian matrix of equation (11) is J =

0. This method transforms the differential equation into an
integral equation and the numerical solution of equation (11),
i.e. the integral of the inhomogeneous terms in equation (9),
is calculated according to equation (6) and (7).
The Jacobian matrix and the inversion of the [I − γiihJ]−1

matrix can be avoided when solving with the Calahan
algorithm, and the explicit fourth-order RK algorithm can be
used to predict the value of y in r(y, t). The overall compu-
tational format of the algorithm is equivalent to an explicit
method, which greatly improves the computational efficiency
of the Rosenbrock integration algorithm.

B. NUMERICAL ACCURACY AND STABILITY OF THE
ROSENBROCK ALGORITHM
To study the numerical accuracy of the s-stage Rosen-
brock algorithm, the simplified order conditions derived from
Butcher’s theory of rooted tree structures [19] are used:

B(p) :

s∑
i=1

bic
k−1
i =

1
k
, k ∈ (1, p)

C(η) :

s∑
j=1

aijc
k−1
j =

cki
k

, i ∈ (1, s), k ∈ (1, η)

D(ζ ) :

s∑
i=1

bic
k−1
i aij =

bj
k
(1 − ckj ), j ∈ (1, s),

k ∈ (1, ζ )

(12)

According to equation (2), for the s-stage Rosenbrock

algorithm, denote c1 = α10, ci =

i−1∑
j=1

αij,i ∈ (2, s), aij =

αij; then we have A = (aij), b = (bi)T and c = (ci).
Combined with Butcher’s simplified order condition, there is
the following Butcher’s fundamental order theorem, i.e. [19]:
Theorem: If the coefficients of an s-stage RK method sat-

isfy the simplified order condition (12) with p ≤ η+ζ +1 and
p ≤ 2η + 2, then the s-stage RK method is p-order.
Based on Butcher’s fundamental order theorem, it can be

verified that the accuracy of the LSRT2 method and Calahan
algorithm are of 2nd and 3rd order respectively.

The second and third order accuracy currently used in the
Rosenbrock algorithm is not high enough. To improve the
numerical integration accuracy of the Rosenbrock algorithm,
the Calahan algorithm is used in conjunction with Richard-
son extrapolation [19]. For a p-order method, the numerical
solution at the point tk+1 with time step-size h is denoted
as yk+1(h), the numerical solution at the same point tk+1
with time step-size h/2 is denoted as yk+1(h/2), and the
exact solution of the differential equation at the point tk+1
is denoted as yk+1:{

yk+1(h) − yk+1 = hpε(tk+1) + O(hp+1)
yk+1(h

/
2) − yk+1 = (h

/
2)pε(tk+1) + O(hp+1)

(13)

where, ε(tk+1) in the above equation (13) is the main error
function. The above equation can be obtained by simplifica-
tion of equation (13):

yk+1 =
2pyk+1(h

/
2) − yk+1(h)

2p − 1
+ O(hp+1) (14)

ε(tk+1) =
2p[yk+1(h) − yk+1(h

/
2)]

2p − 1
(15)

where, yk+1 of the above equation (14) as a new numerical
solution has an error of O(hp+1) compared to the exact solu-
tion of the differential equation, which eliminates the main
error term and improves the local calculation accuracy of the
numerical algorithm.When using extrapolation, its time step-
size h can be increased to 10h to achieve the same accuracy
as when calculating with a step size of h. It is reasonable
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to improve the time accuracy by Richardson extrapolation.
Meanwhile, during the calculation, if ε(tk+1) is within the
allowable error range, the calculation time can be saved by
increasing the time step-size.

To analyze the stability of the Calahan algorithm, consider
applying the Calahan algorithm to the following scalar test
equation [18]: {

ẏ = λy
y(t0) = y0

(16)

In the above equation (16), Re(λ) < 0. Assuming J =

∂f /∂y = λ and letting z = hλ, h > 0, the difference equation
is obtained:

yk+1 = R(z) · yk (17)

where, R(z) in equation (17) above is a rational fractional
function of z.
Definition [19]:Anumerical integration formula is defined

as infinitely stable if the following condition is satisfied: there
exists a real number σ < 0 such that the sequence {yk}
obtained by applying the formula to equation (15) at a defined
step-size h > 0 satisfies:

sup
Re(z)<σ

∣∣∣∣yk+1

yk

∣∣∣∣ = ϑ < 1 (18)

In the above equation (18), sup |yk+1/yk | denotes the upper
bound ϑ of |yk+1/yk |.

According to the above definition of infinite stability, the
Calahan algorithm is infinitely stable if it exists |R(z)| <

1 when Re(z) < 0 [18]. To prove the above conclusion, it is
only necessary to show that if Re(z) → −∞, |R(z)| < 1.
Equation (19) is obtained by combining the calculations in

equation (7):

yk+1 = yk + 0.75[I − γ hλ]−1
· hλyk + 0.25[I − γ hλ]−1

· h[λ(yk + 0.75α21[I − γ hλ]−1
· hλyk )] (19)

Equation (20) can be obtained by associating it with
equation (18):

R(z) =
1 − 0.578z− 0.456z2

1 − 1.578z+ 0.622z2
(20)

For Re(z) → −∞, there is |R(z)| ≈ 0.733 < 1, so the
Calahan algorithm is infinitely stable.

III. ELECTROMAGNETIC TRANSIENTS SIMULATION
ALGORITHM FOR NON-LINEAR COMPONENTS
The numerical integration method in the traditional electro-
magnetic transient simulation program EMTP is usually the
2nd order A-stable implicit trapezoidal integration method,
which may suffer from numerical oscillations when the
simulation step size is insufficient. The Calahan algorithm
combined with the PIM proposed in this paper rewrites the
m-dimensional nonlinear ordinary differential equation sys-
tem as a combination of homogeneous and inhomogeneous,
solves the homogeneous terms by the PIM, solves the inho-
mogeneous terms by the Calahan algorithm, and improves

its numerical accuracy by Richardson extrapolation. This
method can be applied to the numerical calculation of elec-
tromagnetic transient simulation of the power system to avoid
solving the complex Jacobian matrix and eliminate the lim-
itations of the traditional EMTP method, which can achieve
the same accuracy by increasing the step size, which not only
improves the computational efficiency but also avoids the
numerical oscillation due to the large step size. The specific
steps of the simulation algorithm are as follows:

1) Nonlinear component modeling process. For the com-
mon nonlinear resistance or nonlinear inductance in the
power system network, its instantaneous characteristic curve
is calculated according to its conventional experimental data,
and then the curve is approximated numerically, and the
commonly used methods are segmented linear method and
function fitting method;

2) Original parameters of the power system preparation
process. Set up a system of ordinary differential equations for
each element of the circuit, and form the m×m-dimensional
coefficient matrix H(y, t). The quantities in the coefficient
matrix H(y, t) that are related to the time t and the state
variable y are grouped into r(y, t), and the constant coefficient
matrixH is constructed, which leads to the formation of a uni-
fied form of electromagnetic transient numerical calculation
of the mathematical model ẏ = Hy+r(y, t) (denoted as initial
value problem ①) [20], [21];

3) Initialization process. Setting the initial simulation
moment t = 0.0s and the number of integration steps k = 0.
Setting the numerical integration fixed step length h and the
total time T of electromagnetic transient simulation compu-
tation. Setting the initial value of each state variable in the
system, i.e. y(t = 0) = y0;

4) Numerical integration process. the Calahan algorithm
combined with the PIM is used to calculate the value yk+1 of
the state variable at t = tk+1 = tk + h;
5) Process of increasing simulation steps. Let tk+1 = tk+h;

k = k + 1;
6) Process of determining whether to stop the simulation

or not. If t < T , go to Step 4 and continue the numerical
integration at the next moment, if t ≥ T , go to Step 7;

7) Output of numerical simulation results of electromag-
netic transients.

The specific process for modeling a nonlinear component
in Step 1 above is as follows: segmented linear method and
function fittingmethod are two commonly usedmathematical
modeling tools. Based on the characteristic curve u − x
of a nonlinear resistor or inductor, a function is found to
describe this curve and the fitting function can be a power
function as shown in equation 21(a) below, or a hyperbolic
sine function [22] as shown in equation 21(b) below:

u(x) = AxB(a)

u(x) = Ash(Bx)(b) (21)

Using a single function to fit the nonlinear characteristics
may be too saturated compared to the original curve. For part
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TABLE 2. Selected data points from the volt-ampere characteristic of the
Model S10K250 Varistor.

FIGURE 1. S10K250 Varistor volt-ampere characteristic curve.

of the nonlinear component characteristic curve with fewer
segments, the fitting accuracy is not high, this paper adopts
the combination of segmented linear method and function
fitting method to improve the fitting accuracy. That is, the
front of the characteristic curve segment linear and inflec-
tion section can be used function fitting method, while the
saturated section of the characteristic curve behind the linear
fitting, so that the fitting accuracy is higher. The volt-ampere
characteristic curve of the S10K250 type varistor shown in
Table 2 is used as an example for numerical simulation, and
its segmented linear fit curve and function fit curve are shown
in Figure 1.

In the above Step 4, the Calahan algorithm combined
with the PIM to solve the initial value problem ① is as
follows: for the mathematical model formed in Step 2, the
first homogeneous term can be solved by PIM; and the second
Duhamel inhomogeneous integrator is calculated by the Cala-
han algorithm, which is used in combination with Richardson
extrapolation method to improve the accuracy of numerical
integration.

IV. CASE STUDY
A. ANALYSIS OF AC CONTROL LOOP WITH VARISTOR
This case is the electromagnetic transient simulation analysis
of the AC control loop of the converter transformer cooler in
a converter station. As shown in Figure 2, the varistor inside
the TC180 keymodule of the AC control loop of the converter

FIGURE 2. Starting and stopping control circuit of converter transformer
cooler.

transformer cooler is often burned after overvoltage, which
seriously affects the normal operation of the cooler. After
the failure phenomenon and equipment data collection in the
early stage, there are 2 types of reasons for analyzing the
frequent occurrence of varistor burnout in this circuit:

(1) Type 1: There is an isolation point in the load neutral.
As shown in Figure 3, there is an isolation point between
the neutral. Since the load neutral cannot clamp the zero
potential, the AC system failure occurs in winter, HVDC
system transmission power is relatively small, the converter
transformer coolers only need to start one group, the other
two groups of coolers in the shutdown state (i.e. node K in
the disconnected state). A group of coolers corresponding
to the varistor R2 (provided that K is not closed) and other
lighting load resistor R3 series voltage division Uab, due to
the a-phase load of the five excitation coils are connected
in parallel, resulting in the total resistance being very small,
so there is almost no share of the voltage. At this point, the
varistor R2 is subjected to a very high transient overvoltage
and then operates, causing a high current to flow and burn out.
This happens when there is a single-phase load other than the
a-phase load;

(2) Type 2: Fault current flowing into the load neutral.
As shown in Figure 3, it is assumed that the three-phase load
is asymmetrical and there is no separation point between the
neutral lines. Since the low-voltage side neutral point of the
dry-type transformer Dyn11 of the former power supply is
directly earthed, if there is a short-circuit fault to earth in the
other single-phase loads, the fault current will flow into the
neutral through the earth, and in the extreme case, the other
loads are disconnected, which will cause the fault current to
flow through the varistor RSPD, but at this time the resistance
value of the varistor is relatively large, resulting in burn-out
due to the sharp rise in heat.

To verify the nature of the faults leading to varistor burnout,
an equivalent circuit diagram of the converter transformer
cooler start-stop control loop was constructed as shown in
Figure 3 based on Type 1, and its Thevenin equivalent circuit
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FIGURE 3. Equivalent circuit diagram of the start stop control circuit of
the converter transformer cooler.

diagram was obtained under the condition of neutral linear
disconnection as shown in Figure 4.

As shown in Figure 3, R1 = 42.8�, R2 = 150�, R3 =

275�, RN = 1�, L1 = 42.8mH ; RSPD denotes a varistor.
As shown in Figure 4, Req and uoc are shown below when

the neutral is disconnected:
Req = 1

/(
1
R2

+
1
R3

)
uoc = ua − (

ub
R2

+
uc
R3

)Req
(22)

where ua, ub and uc are the voltages of each phase of the
three-phase supply, Req is the Thevenin equivalent resistance,
uoc is the Thevenin equivalent voltage, and RN is the neutral
resistance.

The segmented linear fitting curve and the function fit-
ting curve are used to mathematically model the varistor
RSPD, and the electromagnetic transient simulation algorithm
with nonlinear components proposed in this paper is used
to perform the electromagnetic transient simulation analysis
of the control loop. The simulation conditions are as follows:
the varistor is fitted with a segmented linear fitting curve,
the station bus voltage is 520V, the calculation time-step size
h = 1.0 × 10−5s of the Calahan algorithm and the 2N of N
type fine integration algorithm is taken as 15; the calculation
time-step of the trapezoidal method is h = 1.0 × 10−6s,
and the simulation results are shown in Figure 5(a); and the
results of the calculation time-step of the two methods when
both are taken as h = 1.0 × 10−5s are shown in Figure 5(b).
From the simulation results in Figure 5, it can be seen that
the peak current flow through the varistor is approximately
960mA, indicating that the varistor has been operated. Both
algorithms produce numerical oscillations in the simulation,
and the Calahan algorithm produces numerical oscillations to
a lesser extent than the trapezoidal method at the same com-
putational time-step; the advantage of the Calahan algorithm
lies in the fact that it can be used in electromagnetic tran-
sient simulation with a larger computational time-step, and
the computational efficiency is better than that of the trape-
zoidal method. The rest of the simulation conditions remain
unchanged, and the voltage-ampere characteristic curve of the

FIGURE 4. Thevenin equivalent circuit diagram during cooler shutdown.

FIGURE 5. Simulation results of two algorithms (piecewise linear model).

varistor is fitted by the following power function model:

uspd = Kimspd (23)

where, K = 558.6, m = 0.02863; ispd is the varistor current
(A) and uspd is the varistor voltage (V).

The piezo resistor uses the power function model of
equation (23) and the calculation results when both calcu-
lation time-steps are taken as h = 1.0 × 10−6s are shown
in Figure 6. At this time, the peak current flow through the
varistor is about 550mA, which shows that the varistor has
been acted upon. The simulation results of the two do not
produce numerical oscillations and the trajectories of the
current curves calculated by the two are basically coinci-
dent. This suggests that the varistor characteristic curve using
continuous function model fitting can avoid the problem of
numerical oscillation.
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FIGURE 6. Simulation results of two algorithms (power function model).

FIGURE 7. Circuit diagram of three equal values for no-load closing of
110kV transformer busbar.

B. POWER TRANSFORMER INRUSH ANALYSIS
This case is the electromagnetic transient simulation analysis
of the 110kV transformer closing operation of a substation.
According to the actual parameters of 110kV transformer
electrical equipment calculated transmission line equivalent
capacitance, reactance, resistance, line capacitance between
phases; transformer winding input capacitance, neutral equiv-
alent capacitance, nonlinear winding inductance, and other
parameters, the specific value of the relevant parameters
see the literature [21]. According to the specific parameters
calculated above to establish the actual 110kV transformer
bus no-load closing three-phase equivalent circuit calculation
model shown in Figure 7.

When calculating the inductance of a nonlinear trans-
former winding, the segmented linear method or the function
fitting method is generally used. The φ − i magnetization
curve of the transformer winding is divided into two sections
of linear inductance slope and saturated inductance slope by
the segmented linear method, as shown in Figure 8, and the
φ − i magnetization curve is described by the power func-
tion or hyperbolic sinusoidal function by the function fitting
method. The two-segment linear method is not accurate, and
the function fitting curve is too saturated compared with the
original curve, this case uses the segment fitting method to

FIGURE 8. Piecewise linear model of excitation curve.

FIGURE 9. Function fitting model of excitation curve.

improve the accuracy [22], [23], [24], the φ − i magneti-
zation curve is divided into three segments, the front of the
linear segment and the inflection segment using hyperbolic
sinusoidal function u(x) = Ash(By) fitting, the back of the
saturated segment using a straight line to fit, the transformer
inductance of the nonlinear windings fitted curve as shown in
Figure 9.
The excitation winding characteristics of the power trans-

former using a segmented linear model, as shown in Figure 8;
the excitationwinding characteristics using a hyperbolic sinu-
soidal function and a linear function combination model
(three-segment model), as shown in Figure 9. The simulation
conditions are set as follows: as shown in Figure 7, the bus
power a-phase circuit breaker Ka is closed first at t = 0.02s,
and then the B-C two-phase circuit breaker is closed at the
same time after half a weekly wave, at this time, the calcula-
tion time-step of the Calahan algorithm is 10 microseconds,
and the simulation results are shown in Figure 10. Similarly,
the excitation winding characteristics using a three-segment
model, and other simulation conditions remain unchanged,
the simulation results are shown in Figure 11, at this time,
the three-phase high-voltage side of the voltage waveform
produces serious numerical oscillations. And the second har-
monic accounts for the main proportion of voltage waveform
in Figure 11(b). After low-pass filtering the waveform, obvi-
ous overvoltage phenomena can be seen in Figure 11(b).
Comparing the simulation results in Figures 10 and 11,
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FIGURE 10. Voltage and current waveforms of transformer no-load
closing (piecewise linear model).

the Calahan algorithm is better than the segmented linear
model, but if the numerical algorithm with L-stability is used,
the numerical oscillations of the voltage waveform can be
avoided, and the simulation results are more accurate when
the excitation winding is used in the three-segment model.

C. SIMULATIONS FOR OVER-VOLTAGES OF
TRANSMISSION LINE
This case is the electromagnetic transient simulation of a
transmission line without load being switched-in suddenly.
Figure 12 shows the breaker of a single-phase high-voltage
transmission line is switched-in at t=0s with the terminal of
the line without load. In Figure 12, Rs = 5�, Ls = 0H .
The voltage level of the transmission line system is 220kV,
therefore the reference voltage is 179.6kV. The distribution
parameters of the long transmission line can be found in
reference [7].
In this case, we divide the whole transmission line into

30 sections. For each unit, a lumped
∏

type equivalent circuit
is used for modeling. Besides, the initial phase angle of
voltage source signal is 90◦. For comparison, we would give
out the results of both Calahan algorithm, implicit trapezoidal
method and CDA method. The integration step of implicit
trapezoidal method and CDA method is h = 10µs,while
the integration step of Calahan algorithm is 50µs.For CDA

FIGURE 11. Voltage and current waveforms of transformer no-load
closing (three-segment model).

FIGURE 12. Schematic diagram of a transmission line without load being
switched-in suddenly.

method, the backward Euler method is used for numeri-
cal integration from 0 to 0.002 seconds, and the implicit
trapezoidal method is used for numerical integration after
0.002 seconds. The problem with the CDA method lies in
detecting the moment of sudden changes in system state
variables, which is often difficult for certain scenarios.

By combining the technique of increasing the dimension-
ality of system state variables, the non-homogeneous linear
differential equations of the transmission line system can be
transformed into homogeneous forms, which greatly facili-
tates the calculation process of the Calahan algorithm.

Comparing the simulation results in Figure 13, based on
the power supply voltage, the maximum transient overvoltage
value of the terminal voltage is 2.0523 p.u., and the stable
overvoltage value is 1.0834 p.u., and simulation results of the
Calahan algorithm is better than implicit trapezoidal method
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FIGURE 13. Terminal voltage waveforms of the transmission line.
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and CDA method. As shown in Figure 13(a) and 13(b), due
to the use of larger time-step, the numerical oscillation of
terminal voltage waveform calculated by Calahan algorithm
can be avoided. As shown in Figure 13(c) and 13(d), due to
the use of CDA method and Calahan algorithm, the numer-
ical oscillation of terminal voltage waveform calculated by
these methods can be avoided. Meanwhile, as shown in
Figure 13(e), due to the higher calculation accuracy of Cala-
han algorithm, the accuracy of terminal voltage calculation is
guaranteed compared with CDA method.

V. CONCLUSION
Aiming at the problems of the numerical integration
algorithm used in the traditional electromagnetic transient
simulation of nonlinear elements, a new algorithm based on
the Rosenbrock real-time integration algorithm for solving
this problem is proposed in this paper.

The proposed new numerical algorithm specifically adopts
the Calahan algorithm combined with the PIM for numerical
integration. First, the system of nonlinear ordinary differ-
ential equations of the power system is transformed into
its uniform integral equations, which are accurately com-
puted by the PIM for the homogeneous terms, and the
Duhamel inhomogeneous integration terms are computed by
the Calahan algorithm. The numerical accuracy of the Cala-
han algorithm is verified by Butcher’s Fundamental Order
Theorem and shown to be infinitely stable, and the Calahan
algorithm is combined with the Richardson extrapolation
method to improve the accuracy of its numerical integration.

Numerical results show that the electromagnetic tran-
sient simulation algorithm proposed in the paper produces
numerical oscillations to a lesser extent than the traditional
trapezoidal integration method in the same computational
time-step. The use of a continuous function fitting model
for the characteristics of nonlinear components can avoid
numerical oscillations in the simulation results, and the use
of a segmented function fitting model can lead to numerical
oscillations in the computational results in some cases.

In brief, the new algorithm can use a larger computational
time step-size for electromagnetic transient simulation, and
its computational efficiency and accuracy are better than that
of the trapezoidal method. The advantage of the algorithm in
this paper is that it can avoid solving the Jacobian matrix and
inverse matrix [I − γiihJ]−1. The computational efficiency
is equivalent to an explicit numerical method, which greatly
improves the computational efficiency of the Rosenbrock
integration algorithm.
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