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ABSTRACT The task of text summarization aims to provide highly condensed summaries of long textual
information, with the ideal summary being both precise and concise. In recent years, there has been extensive
research on the brevity of summaries, but these methods still have significant room for improvement in
ROUGE scores, especially when the beam width is increased. We propose a newmodel called the DC (Dual-
Level Contrastive Learning), which combines contrastive learning and data augmentation, and design a new
scoring function during the training phase to enhance accuracy and conciseness. Ultimately, our framework
achieves excellent ROUGE scores, ensuring concise and readable output even with increased beam width.
Experimental results on the CNN/DailyMail (47.82 ROUGE-1, 0.017 VAR) and XSum (47.31 ROUGE-1,
0.0052 VAR) datasets demonstrate that our approach can significantly enhance the accuracy and conciseness
of the summaries. Some metrics have exceeded those of the current state-of-the-art model BRIO, promoting
the state-of-the-art performance to a higher level.

INDEX TERMS Contrastive learning, data augmentation, conciseness, KL-divergence, text summarization.

I. INTRODUCTION
Text summarizations aim to extract crucial information from
texts and documents, which are required to be accurate,
concise, and easily comprehensible. A lot of effort has
gone into making the summary concise, i.e. controlling the
length of the output to match what is actually needed [2],
[3]. Some researchers have employed sinusoidal positional
encoders within neural encoder-decoder models to conduct
length constraints [4]. Others have integrated the prediction
of length into the encoder side and subsequently infused
the projected length into the decoder side to generate final
summarizations [5]. Although it has been demonstrated
that these methodologies were simple and effective, they
tend to produce lower-quality outputs with increased beam
width [6]. There are still potential for improvement in terms
of ROUGE [7] scores.

Besides conciseness and readability, achieving word-level
accuracy is also essential. Summarizations are typically
categorized into extracted and abstracted forms based on
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their generation methods. Abstractly generative methods
stand as the dominant approach currently. Most notably,
abstract text summarization has gained significant attention
in recent years owing to the emergence of large-scale pre-
training models like BART [8], PEGASUS [9], T5 [10],
and others which exhibit remarkable performance. However,
primarily based on the Transformer architecture, many of
these state-of-the-art models have the risk of overlooking
full-text semantics [11]. To address this limitation, several
studies proposed to employ sentence-level data augmentation
to develop denoising seq2seq models [12].

Moreover, the majority of current models solely rely
on Maximum Likelihood Estimation (MLE). However, the
exclusive use of MLE Loss introduces exposure bias which
deteriorate model performance and yield subpar summariza-
tions [13]. To counter exposure bias and empower models
to select the optimal summary from multiple candidates,
a model founded on the contrastive learning framework was
proposed [1].

Based on the analysis mentioned above, we suppose that
the integration of contrastive learning with data augmentation
holds promise for enhancing both conciseness and accuracy
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in text summarization. Motivated by this, we introduce
a novel framework structure termed DC (Dual-level Con-
trastive Learning)1. DC aims to achieve excellent ROUGE
scores while ensuring the concise and readable sentences
generated, even at higher beam widths. As depicted in Fig.1,
our model operates in two key stages. First, we leveraged
sentence-level data augmentation [12] to enhance the denois-
ing ability of the model. Specifically, we augmented the
original documents(D) with sentence-level data and then
input the augmented two documents(D1,D2) into a pre-
training model, which generated multiple corresponding
candidate summarizations. Second, we utilized contrastive
learning to fine-tune the model to encourage the model
to assign higher estimated probabilities to better candidate
summaries. At this stage, we use symmetric KL loss to
quantify the difference between two discrete data summaries
(Z11,Z21).
Our main contributions are as follows. First, we created

a new scoring function Eq.8, i.e., F(S).in the Contrastive
Learning phase. It is utilized in the loss function to guarantee
that the generated summaries closely resemble the reference
summary at the word level and aim to maintain the length
of the generated summaries as consistent as possible with
the reference summary. This function simultaneously focus
on conciseness and accuracy which significantly enhances
the quality of the summary. Second, we validated the
effectiveness of utilizing symmetric KL Loss for discrete
data in the context of text summarization tasks. Third,
we conducted an in-depth exploration to determine the
optimal combination of data augmentation techniques aimed
at improving the summarization performance of the model.
Finally, our proposed framework exhibits promising results
across various metrics including ROUGE, BERTScore,
VAR, and FKGL, exhibiting remarkable performance on the
CNN/DM and XSum dataset. Some of these metrics, such as
the ROUGE score, have surpassed the current SOTA model
BRIO, driving the SOTA performance to a new level.

II. RELATE WORK
A. CONTRASTIVE LEARNING
Contrastive learning, an unsupervised learning paradigm,
offers the advantage of not requiring extensive labeled train-
ing data. It has robust generalization capabilities surpassing
those of supervised learning which have been widely used
in machine vision and natural language processing. The
core idea is to minimize the distance of positive examples
from the anchor examples and maximize the distance of
negative examples from the anchor examples. There are
two critical issues in designing a good Contrastive Learning
framework. First, To construct positive and negative samples,
positive samples typically represent the target of our task,
whereas negative samples contrastingly represent non-target
examples. By comparing these positive and negative samples,

1All code is publicly available at https://github.com/pengwei-ui/DC-
Model.

the model can learn the target features and subsequently
perform classification, recognition, or other related tasks
effectively. Second, Loss function selection, a reasonable
contrast loss function, prevents the model from collapsing,
i.e., all positive and negative instances are mapped to the
same point on the hypersphere, and the model cannot
learn any useful information from the data. These papers
initially necessitated larger batch sizes to accommodate
more negative samples [14], [15], [16]. However, subsequent
advancements have shown promising results by achieving
comparable performance using smaller batch sizes without
the need for negative samples [17], [18]. Similarly, within text
summarization tasks, some researches have achieved superior
results employing Contrastive Learning without relying on
large batch sizes or even without incorporating negative
samples [19], [20].

B. DATA AUGMENTATION
Data augmentation was first widely used in machine
vision [21]. Various operations, such as flipping, cropping,
and sharpening, were applied to images through augmenta-
tion methods. For contrastive learning, data augmentation is
utilized to create positive sample pairs, yielding favorable
outcomes upon training. Chen et al [22] have conducted
ablation experiments to ascertain the most effective image
data augmentation methods from a plethora of options. This
concept was extended into the realm of natural language
processing, predominantly divided into sentence-level and
word-level data augmentation. Currently, the prevailing
approach involves sentence-level augmentation techniques
such as random flipping, deletion, document rotation and
random swap of the order of sentences. Notably, in the
ESACL paper [12], it was demonstrated that document rota-
tion is usually harmful to performance for text summarization
tasks. Consequently, in our approach, we adopt Random
Deletion and Random Swap techniques in sentence-level data
augmentation.

C. REGULARIZATION LOSS
Regularization Loss plays a vital role in deep learning, and it
is a technique used to improve the generalization of models
and reduce model overfitting. KL-divergence (Kullback-
Leibler divergence) is one of the regularization methods.
KL-divergence represents the gap between discrete data, with
lower values indicating that the probability distributions of
data are more similar. Eq.1 is the standard KL-divergence
formula, where p(x) denotes the true distribution, q(x)
denotes the predictive distribution of the model, and X
denotes the set of all possible values.

DKL(p||q) =

∑
x∈X

p(x)log
p(x)
q(x)

(1)

Subsequently, a symmetric KL-divergence was introduced,
exhibiting the ability to enhance the robustness of model
and improve performance significantly across various NLP
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FIGURE 1. The Dual-level Contrastive Model framework involves a two-stage data pre-processing approach. Different
pre-trained models are used for different datasets: Bart is used for the CNNDM dataset, and PEGASUS is used for the
XSum dataset.

tasks [23]. This technique was further extended to text sum-
marization tasks, yielding favorable outcomes as evidenced
by studies such as [24] and [25].

LKL(p, q) = DKL(p||q) + DKL(q||p) (2)

III. OUR PROPOSED MODEL
In the context of training text summarization models, the
primary objective is to ensure that given a document D,
the model generates summaries S that closely approximate
the reference summaries S∗. Our proposed model, DC,
adopts a hybrid approach incorporating cross-entropy loss,
KL-divergence, and contrastive loss mechanisms to achieve
this objective effectively. The training and evaluation phases
of the model and the general flow is shown in Fig.2. The
training begins with a long text and n candidate summaries
as input. Subsequently, using an encoder-decoder, the model
ranks the n candidate summaries based on a range of
scores frommaximum to minimum. Through contrastive loss
function training, the model reduces the distance between the
highest-scoring summary and the reference summary while
increasing the distance between the lower-scoring summary
and the reference summary. The process also utilizes MLE
loss and KL divergence to measure the disparity between the
reference and candidate abstracts.

For this experiment, we used several pre-trained Trans-
former models as the basis for the text feature encoder.
Specifically, we employed the BART2 pre-trained model for
the CNNDM dataset and the PEGASUS3 pre-trained model
for the XSum dataset.

A. ABSTRACTIVE TEXT SUMMARIZATION
The primary objective of the abstract summarization task is to
train amodel g to produce a summary S that closely resembles
the reference summary S∗. Maximum Likelihood Estimation
(MLE) serves as the standard training algorithm, enhancing

2https://huggingface.co/facebook/bart-large-cnn
3https://huggingface.co/google/pegasus-xsum

FIGURE 2. In the training phase, the two sets of data-augmentation long
text and the corresponding n candidate summaries are used as the input
to the encoder, and the decoder will sort the n candidate summaries
[(Z11, Z12 . . . Z1n), (Z21, Z22 . . . Z2n)].

the probability of the model generating S∗.i.e.,

θ∗
= argmax

∑
i

logpgθ (S∗(i)
|D(i)

; θ ) (3)

where θ denotes the parameters of g and pgθ denotes the prob-
ability distribution entailed by these parameters,{D(i), S∗(i)

} is
the i-th training sample.

Eq.4 is equivalent to minimizing the sum of negative
logarithm of likelihoods of the tokens in the reference
summary S∗ whose length is l, which is the cross-entropy
loss:

LMLE = −

l∑
j=1

∑
s

ptrue
(
s|D, S∗

<j

)
log pgθ

(
s|D, S∗

<j; θ
)
(4)
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where S∗
<j denotes the partial reference sequence and s∗0

is a pre-defined start token. Ptrue utilizing the regular
One-hot distribution tends to result in model overfitting,
and label smoothing is now widely used to overcome the
shortcomings [26], which alleviates the effect of overfitting
problem and improves model generalization. N is the size of
the dictionary and β is the soft threshold. We set β to 0.1 in
our experiments.

ptrue(s|D, S∗
<j) =

 1 − β s = s∗j
β

N − 1
s ̸= s∗j

(5)

B. DC: DUAL-LEVEL CONTRASTIVE LEARNING
In our model, for the original document D, sentence-level
data augmentation is first performed to generate D1,D2, and
then the pre-trained model generates n candidate summaries
by using beam search [27], and ROUGE computation is
carried out. The ROUGE scores of the n candidate summaries
from the two groups D1 and D2 are to be sorted from high to
low respectively. Finally, we get the candidate abstracts which
are grouped: {S11, S12 . . . S1n}, {S21, S22 . . . S2n}.

Input[{D1}, {S11, S12 . . . S1n}]and[{D2}, {S21, S22 . . . S2n}]
into the model, and let the model find the optimal
summary from n candidate summaries by comparing losses.
We consider Z11 and Z21 to be the best summaries of D1 and
D2 generated by the model. Our contrastive learning takes
the form of triplet loss [28]. This loss function allows to
minimizing the vector distance between anchor examples(S∗)
and positive examples(Z11,Z21) while maximizing the
vector distance between anchor examples(S∗) and negative
examples(Z12,Z13 . . . Z22,Z23 . . .).

LCTR =

∑
i

∑
j>i

max(0, f (Sj) − f (Si) + λij) (6)

where Si and Sj are two different candidate summaries and
ROUGE(Si, S∗) > ROUGE(Sj, S∗),4 ∀i, j, i < j, λij is the
margin multiplied by the difference in rank between the
candidates, λij = λ× (j− i), where λ is set to the appropriate
value according to the different datasets. f (Si) and f (Sj) is
the length-normalized estimated log probability,5 which is
calculated as shown in Eq.7.

f (S) =

∑L
t=1loggθ (st |D, S<t ; θ )

|S|α
(7)

Eq.7 is from BRIO, where α is the length penalty
hyperparameter, D is the input long text, st is the t-th
word of the summary, and its formula is used to estimate
the probability of the next word st given the previously
predicted sequence S<t . However, this function focuses on
the relationship between thewords of generated summary and

4In order to speed up model training, we used pypi package rouge to
calculate ROUGE, its version is 1.0.1(https://github.com/pltrdy/rouge).

5length-normalize as it is standard in comparing hypotheses in neural
sequence generation [29].

the candidate summary and does not closely relate to the gap
between the lengths of the two sentences.

We designed a new score function Eq.8 in place of
Eq.7, and BP is the length penalty in the BLEU(Bilingual
Evaluation Understudy) [30] metric for machine translation,
in which c is the length of the candidate summary, r is the
length of the reference summaries. The design was originally
intended to allow the model to generate summaries with
words and lengths close to the reference summary. The model
is trained using a contrastive loss function, which tends to
generate shorter candidate summaries to minimize Eq.6.

F(S) = BP×

∑L
t=1loggθ (st |D, S<t ; θ )

|S|α
(8)

BLEU is a metric used to assess the quality of machine
translation by comparing the similarity between the results
of automatic translations and human-referenced translations.
In machine translation, shorter sentences often receive
higher n-gram matching scores, and the length penalty
BP(Eq.9) in BLEU is intended to discourage the gener-
ation of excessively short sentences. The length penalty
in the BLEU metrics inspired me to design a new
scoring function Eq.8, which biases the model towards
generating shorter summaries, enhancing the brevity of the
summaries.

BP =

{
1 if c > r
e(1−

r
c ) if c ≤ r

(9)

The model identifies the two best summaries S1i and S2j
from multiple candidate summaries where i, j ∈ n by a
new score function F(S). Since S1i and S2j are generated
by pre-trained models for semantically almost identical
documents, S1i should be close to S2j, We use Eq.2 to
calculate the difference between two sentences.

Finally, combining the cross-entropy loss, contrastive loss,
and KL loss, we can get the final objective in Eq.10, where α

is the weight of the cross-entropy loss, β is the weight of the
contrastive loss, γ is the weight KL Loss.

Loss = αLMLE + βLCTR + γLKL (10)

IV. EXPERIMENTS
A. EXPERIMENTAL SETTINGS
1) DATASET
The CNN/DailyMail dataset [31] contains news articles and
their associated highlights from the CNN and Daily Mail
websites. The dataset contains 287,128 training articles,
13,368 validation articles, and 11,490 test articles. The
training set documents contain an average of 760.5 words,
and the reference summaries contain 52.59 words. The XSum
dataset [32] is a highly abstractive dataset of articles from
the British Broadcasting Corporation (BBC). The dataset
contains 204,046 training articles, 11,332 validation articles,
and 11,334 test articles. The training set documents contain
an average of 429.2 words, and the reference summaries
contain 23.3 words.
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2) EVALUATION METRICS
(1) ROUGE: The ROUGE metrics include ROUGE-1,
ROUGE-2, and ROUGE-L. These metrics measure the
degree of overlap of a single word (ROUGE-1), the degree
of overlap of a two-word phrase (ROUGE-2), and the longest
common subsequence (ROUGE-L), respectively, in order to
determine the degree of similarity between the generated
text and the reference text. In the model evaluation phase,
ROUGE scores are computed with the ROUGE-1.5.5.pl
script.6

(2) BERTScore [33]: ROUGE is used to compute word-
to-word similarity, while BERTScore is used to compute
sentence-to-sentence similarity. We use its default version for
English texts.7

(3) FKGL [34]: It is an index used to assess the readability of
a text. It estimates the level of education required for a text
by analyzing sentence length andword complexity. The lower
the FKGL index, the better the readability of the text, i.e., the
easier it is to understand. We use the calculations from the
EASSE paper [35]. See Eq.11 for specific calculations. Word
represent the number of words, sentence represent the number
of sentences, and syllables represent the number of syllables.

FKGL = 0.39 × (word/sentence)

+ 11.8 × (syllables/word) − 15.59 (11)

(4) VAR: To assess the quality of predicted lengths and
length controllability. Reference [5], we also use the length
variance(VAR): Eq.12,where yi is the length of the generated
summary and y∗i is the length of the reference summary.

VAR = 0.001 ×
1
n

n∑
i=1

|yi − y∗i | (12)

3) TRAINING DETAIL
In the data pre-processing stage, for the CNN/DM dataset,
we performed random deletion and random swapping on the
original text and then the text which have been enhanced
was fed into the pre-training model BART to generate
the corresponding 16 candidate summaries. We combined
the original document, the augmented document with the
corresponding 16 candidate summaries, two by two(such
as [{D1}, {S11, S12 . . . S1n}]), for training. More details are
described in Appendix B. For the XSum dataset, we directly
used the dataset provided in the BRIO paper, which has
been used to generate multiple candidate summaries using
PEGASUS. We used the pre-training model PEGASUS for
training.

B. RESULTS
1) EXPERIMENTAL RESULTS ON CNN/DM DATASET
We compare the more mainstream and representative sum-
marization models available nowadays. The BART [8] and
PEGASUS [9] model is among the hottest pre-training

6with -c 95 -r 1000 -n 2 -m arguments.
7https://github.com/Tiiiger/bert_score

TABLE 1. ROUGE evaluation on CNN/DM dataset, * results reported in
the original papers,† results from our own evaluation script,R-1/2/L are
the ROUGE-1/2/L F1 scores.

TABLE 2. Experimental results on CNN/DM. * results reported in the
original papers,† results from our own evaluation script,R-1/2 are the
ROUGE-1/2 F1 scores, BS denotes BERTScore,FG denotes FKGL.

language models available. ESACL [12] uses a variety of
sentence-level data augmentation. BART-RD [25] employs
KL divergence to quantify the dissimilarity between two dis-
crete distributions (i.e., model-generated summaries and ref-
erence summaries) to mitigate model inconsistency between
the training and inference phases induced by Dropout. LFPE
[5] takes into account the gap between the length of the
generated summary and the reference summary during the
fine-tuning modeling phase. BRIO [1] is a two-stage model
framework using contrastive learning and is currently a SOTA
model.

The ROUGE evaluation results on the CNN/DM dataset
are presented in Table.1. Our proposed DC model exhibits
superior performance compared to most baseline models.
Notably, our DC model significantly outperforms both
BART and PEGASUS. Furthermore, when compared to
ESACL using similar data augmentation techniques, our
model exhibits better performance. In a scenario where both
models utilize KL Loss to enhance denoising effects, our
model surpasses BART-RD. Additionally, our model further
improves the ROUGE score and simplicity compared to
LFPE and BRIO.

The model’s conciseness evaluation results on the
CNN/DM dataset are depicted in Table.2. Our DC model
exhibits significantly superior performance in terms of
simplicity and readability when compared to existing
benchmark models.

2) EXPERIMENTAL RESULT ON XSUM DATASET
For this experiment conducted on the XSum dataset,
we deliberately refrained from employing data augmentation
due to the inherently concise and abstract nature of the
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TABLE 3. Experimental results on XSum. * results reported in the original
papers,† results from our own evaluation script,R-1/2/L are the
ROUGE-1/2/L F1 scores,FG denotes FKGL.

TABLE 4. Calculate the length of the summaries in the CNNDM and XSum
training datasets. Ref-L denotes the average length of the reference
summaries, Cand-L denotes the average length interval of the candidate
summaries sorted by ROUGE scores, and ref

cand denotes the average ratio
interval between the length of the reference summaries and the length of
the candidate summaries after ROUGE scores have sorted the candidate
summaries.

FIGURE 3. Performance on CNN/DM under different combinations: RD
denotes Random Deletion, RS denotes Random Swap, Or denotes Original
Document. Parameter settings for experimental results: α is 10, β is 0.1, γ

is 0.001.

XSum dataset. Previous experiment [12] revealed that the
model performancewas deteriorated when data augmentation
techniques were applied to this dataset.

The ROUGE evaluation results on the XSum dataset
are presented in Table.3. Our DC model displays superior
performance when compared to most baseline models.
Notably, following the fine-tuning of the pre-training
model PEGASUS, our model outperforms both BART and
PEGASUS on this dataset. and slightly worse than the
best-performing model BRIO.

The experimental results for the XSum dataset do not
surpass those of BRIO in terms of model performance.

FIGURE 4. Optimal candidate summarization results under different
operations. R-1/2/L are the ROUGE-1/2/L F1 scores.Or denotes Original
Document, RD denotes Random Deletion, RS denotes Random Swap.

TABLE 5. Experimental result on CNN/DM with different combinations:
RD denotes Random Deletion, RS denotes Random Swap, Or denotes
original document. Parameter settings for experimental results: α is 10, β

is 0.1, γ is 0.001.R-1/2/L are the ROUGE-1/2/L F1 scores,FG denotes FKGL.

TABLE 6. Model performance with different γ Coefficient, Parameter
settings for experimental results: α is 10, β is 0.1.R-1/2/L are the
ROUGE-1/2/L F1 scores.

TABLE 7. Result on CNN/DM with different beam widths used in beam
search.BW denotes beam-width, R-1/2 are the ROUGE-1/2 F1 scores.

We believe this is due to the use of Eq.8, which biases the
model towards selecting shorter sentences as output. After
conducting data preprocessing on the dataset, we calculated
the average length of reference abstracts, the average length
range of candidate abstracts ordered by ROUGE scores,
and the range of the average ratio between the length of
reference abstracts and the length of candidate abstracts
ordered by ROUGE scores. as shown in Table.4. The average
length of the candidate summaries in XSum is at least
15.87, while that of the reference summaries is 23.19,
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TABLE 8. Results of different models on CNN/DM.

TABLE 9. Presentation of results using different data augmentation, Or denotes Original Document, RD denotes Random Deletion, RS denotes Random
Swap.

representing a significant discrepancy between the two. This
disparity prevents the resulting metrics VAR and ROUGE
from reaching the desired values.

Experimental results on both datasets show that the
designed loss function, within a DC framework, allows for

a few of improvements in the accuracy and conciseness
of the summarization. The DC model outperforms many
benchmark models, outperforms the current SOTA model on
the CNN/DM dataset, and performs similarly to the SOTA
model on the XSum dataset.
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C. ABLATION STUDY
We conducted ablation experiments to explore the impact of
various document combinations and KL Loss on the model’s
performance.

The results, illustrated in the Fig.3, indicate minimal
variations in the effectiveness of different combinations in the
text summarization task. Notably, employing different data
augmentations generally yields superior results compared to a
single data augmentation strategy. Surprisingly, combinations
involving random swapping tend to yield less favorable
outcomes in comparison. The performance of the different
combinations was evaluated to explain this phenomenon.
We computed the highest ROUGE scores and VAR for
multiple candidate summaries utilizing various data aug-
mentations. The results presented in the Fig.4 illustrate that
ROUGE scores are higher for random swapping than for
random deletion. However, the combination involving ran-
dom swapping displays relatively poorer performance, which
we attribute to the model’s inclination towards abstracts
with lower VAR values, influenced by our new scoring
function Eq.8. In our experiments, we observed that the com-
bination of the Original Document with Random Deletion
yielded the most favorable ROUGE scores. We exten-
sively measured and compared the performance across
various combinations using ROUGE, BERTScore, VAR,
and FKGL metrics. Refer to Table. 5 for a comprehensive
overview.

The model exhibits relatively poorer performance
when trained using the same combination of documents.
We attribute this behavior to the influence of KL loss during
model training, as evidenced by the fact that when identical
documents are input as a combination, their resultingKLLoss
is 0. Our investigation reveals that the magnitude of the KL
coefficient has no discernible effect. To validate the impact
of KL Loss on the model, we conducted experiments setting
the parameter γ of KL Loss to 0 and 0.01. We compared
the performance between the combination of the Original
Document with itself and the combination of the Original
Documentwith RandomDeletion. The comprehensive results
are showcased in Table.6. Our comparative analysis indicates
that KL Loss significantly contributes to enhancing model
performance.

It is worth noting that when the KL Loss coefficient is
0.01, the KL loss value is always 0 for the original document
and the combination of the original document computation,
which does not affect the training, and the settings are almost
the same except that the scoring function is not the same
as that of the BRIO model, which results in a final model
with negligible differences in ROUGE, but with a significant
increase in simplicity. The side shows that the scoring
function we designed positively impacts the text summary’s
simplicity.

As shown in Table.5, the readability of the DC model
on the CNN/DM dataset has also been somewhat improved.
From the FKGL calculation method (Eq.11), we believe that
this is due to the improved simplicity, which has led to a

significant reduction in the value of the word parameter in the
calculation equation, thus allowing for improved readability
of the summary.

D. ANALYSIS
To ascertain the model’s ability to discern the quality among
multiple candidate summaries, we conducted experiments
using different beam widths, with specific results outlined
in Table.7. Our experiments revealed that as the beam width
increases, the DC model exhibits an enhanced capability
akin to the BRIO model in distinguishing the quality of
multiple candidate summaries, showing that the ROUGE
score improves with increasing beam size and the VAR
score decreases with increasing beam size. Conversely, the
BART model is unable to discern among multiple candidate
summaries. This limitation in the capability of the BART
model is due to the use of beam search techniques [27],
where increasing the beam width introduces lower-quality
candidate summaries [6], and their generators may not be
able to distinguish them from high-quality candidates, result-
ing in lower quality summaries. Consequently, the BART
model struggles to differentiate between these summaries
effectively.

Table.8 show that the DC model generates more concise
summaries that closely approximate the reference summaries
compared to BART and BRIO. In conclusion, our findings
highlight several significant advancements: Firstly, ourmodel
exhibits substantial enhancement in conciseness compared to
the benchmark models while maintaining semantic proximity
to the reference summaries. Secondly, the devised contrastive
learning scoring function effectively improves the concise-
ness of the text summaries. Lastly, leveraging the randomly
deleted data augmentation approach alongside the KL loss
function contributes significantly to bolstering the model’s
robustness.

V. CONCLUSION AND FUTURE WORK
We designed the DCmodel, a two-stage modeling framework
founded on contrastive learning and aimed at enhancing
the conciseness and readability of generated summaries
without compromising their quality. Our exploration of data
augmentation reveals that Random Deletion significantly
alters the original document’s semantics, impacting the
model’s performance. To prioritize conciseness, we consider
integrating a dedicated conciseness loss function. Addition-
ally, for targeting specific metrics, we contemplate including
task specific loss functions during training. Future endeavors
might involve adopting data augmentation techniques involv-
ing reverse translation for improved outcomes. Notably,
the model’s enhanced readability is likely attributed to
the succinct nature of the generated sentences. To further
improve readability in future iterations, we plan to modify
the ranking phase of candidate summaries, incorporating the
FKGL metrics as part of our assessment and refinement
process.
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APPENDIX A
DATASET
As shown in the Table.9, we performed data augmentation
following the method mentioned in the ESACL paper by
randomly modifying 3 sentences of the original document.
A pre-training model BART was used to generate 16 can-
didate summaries from the data augmented and original
documents.

APPENDIX B
TRAINING DETAIL
Model For the CNN/DM dataset, We use huggingface’s
Facebook/bart-large-cnnmodel, which has 406Mparameters.
For the XSum dataset, We use huggingface’s google/pegasus-
xsum model, which has 568M parameters.
Optimizer We use the Adam optimizer with a warm-up
learning rate and a warm-up step of 5000.The learning rate
scheduling formula:

lr = 0.002 ∗ min(step_num−0.5,

step_num ∗ warmup_steps−1.5)
(13)

Training Detail The batch-size of our model in the training
phase is 1, We use the Adam optimizer with the learning rate
set to 2× 10−4. For more detailed details on training, see our
GitHub above for the code.:
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